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Cloudera Manager Cloudera Private Cloud Base Installation Guide

Use this Installation Guide to learn how to install Cloudera software, including Cloudera Manager, Cloudera
Runtime, and other managed services, in a production or trial environment.

Version and Download Information

Cloudera Private Cloud Base Requirements and Supported Versions
Tria Instalation

Production Installation

Custom Installation Solutions

Installation Reference

After You Install

Troubleshooting Installation Problems

Uninstalling Cloudera Manager and Managed Software
Cloudera Manager Download Information

Cloudera Manager Version Information

The following topics describe the available versions and download locations for Cloudera Manager and Cloudera
Runtime.

Cloudera Private Cloud Base Installation Guide

Y ou must choose the correct Cloudera Manager for your deployment This page provides areference of Cloudera
Manager versions, their release dates, and important compatibility information.

Cloudera Manager 7.11.3 CHF7 is the current release of Cloudera Manager required for CDP Private Cloud Base
version 7.1.9 SP1.

Cloudera Manager 7.11.3 CHF4 is the current release of Cloudera Manager required for CDP Private Cloud Base
version 7.1.7 SP3.

f Important:

Y ou must install Python 3 on al hosts before installing or upgrading to Cloudera Manager 7.11.3. For more
information, see the Installing Python 3.

Release date: July 19, 2024
Previous rel eases:

» ClouderaManager 7.11.3 CHF4 Release Date: April 05, 2024
e ClouderaManager 7.11.3 Release Date: August 18, 2023

e ClouderaManager 7.10.1 Release Date: June 13, 2023

» ClouderaManager 7.9.5 Release Date: January 25, 2023

e ClouderaManager 7.8.1 Release Date: November 18, 2022

e ClouderaManager 7.7.3 Release Date: October 28, 2022

» ClouderaManager 7.7.1 Release Date: August 30, 2022



https://docs.cloudera.com/cdp-private-cloud-base/7.1.9/installation/topics/cdpdc-cm-install-python-3.8.html
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» ClouderaManager 7.6.5 Release Date: May 25, 2022

» ClouderaManager 7.6.1 (SP1) Release Date: March 30, 2022
* ClouderaManager 7.5.5 Release Date: April 13, 2022

e Cloudera Manager 7.5.4-20668437 Release Date: January 13, 2022
» ClouderaManager 7.5.4 Release Date: November 8, 2021

e ClouderaManager 7.5.1 Release Date: October 4, 2021

» ClouderaManager 7.4.4 Release Date: August 5, 2021

« ClouderaManager 7.3.1 Release Date: March 3, 2021

* ClouderaManager 7.2.4 Release Date: November 30 2020

* Cloudera Manager 7.1.4 Release Date: October 13, 2020

» ClouderaManager 7.1.3 Release Date: August 10, 2020

« ClouderaManager 7.1.2 Release Date: July 13, 2020

» ClouderaManager 7.1.1 Release Date: May 22, 2020

e Cloudera Manager 7.0.3 Release Date: November 22, 2019

Cloudera Private Cloud Base Installation Guide

Important: Access to Cloudera Manager binaries for production purposes requires authentication. To access the
binaries at the locations below, you must first have an active subscription agreement and obtain alicense key file
along with the required authentication credentials (username and password).

The license key file and authentication credentials are provided in an email sent to customer accounts from Cloudera
when anew licenseisissued. If you have an existing license with a Cloudera Private Cloud Base Edition entitlement,
you might not have received an email. In thisinstance you can identify the authentication credentials from the license
key file. If you do not have access to the license key, contact your account representative to receive a copy.

To identify your authentication credentials using your license key file, complete the following steps:

» From cloudera.com, log into the cloudera.com account associated with the Cloudera Private Cloud Base license
and subscription agreement.

e On the Cloudera Private Cloud BaseCDP Private Cloud Base Download page, click Download Now and scroll
down to the Credential Generator.

* Inthe Generate Credentials text box, copy and paste the text of the “PGP Signed Message” within your license
key file and click Get Credentials. The credentials generator returns your username and password.

Important: Make anote of the authentication credentials. Y ou might need them during installation to
complete tasks such as configuring a remote parcel repository, or installing Cloudera Manager packages using
a package manager such as YUM, APT, or other tools that you might be using in your environment.

When you obtain your authentication credentials, use them to form the URL where you can access the Cloudera
Manager repository in the Cloudera Archive.

f Important:

Before performing an upgrade of Cloudera Manager or the CDP Runtime, creating a backup of all the
metadata databases is important. Thisincludes the Cloudera Manager database, and the various Runtime
component databases such as Hive Metadata Server, Ranger Admin, Ranger KM S, Schema Registry, etc. The
backups are necessary if there is areason to rollback to the prior version.

For information on repositories for the Cloudera Manager 7.11.3 cumulative hotfixes, see Cumulative hotfixes.

The repositories for Cloudera Manager 7.11.3 are listed in the following tables:
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Table 1: Cloudera Manager 7.11.3

Repository Type Repository L ocation

RHEL 9 Compatible Repository:

htt ps: // USERNAME: PASSWORD@ar chi ve. cl ouder a. cont p/
cnv/ 7. 11. 3/ redhat 9/ yum

Repository File:

htt ps: // USERNAME: PASSWORD@ar chi ve. cl ouder a. com p/
cnvv/ 7. 11. 3/ redhat 9/ yum cl ouder a- manager . r epo

RHEL 8 Compatible Repository:

htt ps: // USERNAME: PASSWORD@ar chi ve. cl ouder a. com p/
cnvv/ 7.11. 3/ redhat 8/ yum

Repository File:

ht t ps: // USERNAME: PASSWORD@r chi ve. cl ouder a. cont p/
cnvv/ 7. 11. 3/ redhat 8/ yum cl ouder a- manager . r epo

RHEL 7 Compatible Repository:

ht t ps: // USERNAME: PASSWORD@r chi ve. cl ouder a. cont p/
cnvv/ 7. 11. 3/ redhat 7/ yum

Repository File:

htt ps: // USERNAME: PASSWORD@ar chi ve. cl ouder a. conm p/
cnv/ 7. 11. 3/ redhat 7/ yum cl ouder a- manager . r epo

SLES 15 Repository:

htt ps: // USERNAME: PASSWORD@ar chi ve. cl ouder a. con p/
cnv/ 7. 11. 3/ sl es15/ yum

Repository File:

htt ps: // USERNAME: PASSWORD@ar chi ve. cl ouder a. com p/
cnv/ 7. 11. 3/ sl es15/ yuni cl ouder a- manager . r epo

SLES 12 Repository:

htt ps: // USERNAME: PASSWORD@ar chi ve. cl ouder a. com p/
cnv/7.11. 3/ sl es12/ yum

Repository File:

ht t ps: // USERNAME: PASSWORD@r chi ve. cl ouder a. cont p/
cnv/ 7. 11. 3/ sl es12/ yuni cl ouder a- manager . r epo
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Ubuntu 20 Repository:

htt ps: // USERNAME: PASSWORD@r chi ve. cl ouder a. com p/
cnvv/ 7. 11. 3/ ubunt u2004/ apt

Repository file:

ht t ps: // USERNAME: PASSWORD@r chi ve. cl ouder a. cont p/
cnvv/ 7. 11. 3/ ubunt u2004/ apt / cl ouder a- nanager. | i st

Cloudera Private Cloud Base Installation Guide

Version numbers for current and previous rel eases of Cloudera Runtime 7.x.

Cloudera Runtime 7.1.9 SP1 is based on Apache Hadoop 3. For more information, see Cloudera Runtime Component
Versions.

Release date: July 19, 2024
Previous rel eases:

* ClouderaRuntime 7.1.7 SP3 Release Date: May 07, 2024

e Cloudera Runtime 7.1.9 Release Date: September 08, 2023
¢ ClouderaRuntime 7.1.7 SP2 Release Date: January 31, 2023
e ClouderaRuntime 7.1.8 Release Date: August 30, 2022

e ClouderaRuntime 7.1.7 SP1 Release Date: March 30, 2022
e ClouderaRuntime 7.1.7 Release Date: August 5, 2021

* ClouderaRuntime 7.1.6 Release Date: March 3, 2021

¢ ClouderaRuntime 7.1.5 Release Date: November 30, 2020
» Cloudera Runtime 7.1.4 Release Date: October 13, 2020

e ClouderaRuntime 7.1.3 Release Date: August 10, 2020

¢ ClouderaRuntime 7.1.2 Release Date: July 13, 2020

e ClouderaRuntime 7.1.1 Release Date: May 22, 2020

e Cloudera Runtime 7.0.3 Release Date: November 22, 2019

Important: Access to Cloudera Runtime parcels for production purposes requires authentication. To access the parcels
at the locations below, you must first have an active subscription agreement and obtain alicense key file along with
the required authentication credentials (username and password).

For information on Cloudera Runtime parcel, see the Cloudera Runtime Download Information documentation.

For information on Cloudera Runtime CHF, see the Cloudera Runtime CHF documentation.

Describes which versions of CDH, Cloudera Runtime and CDP Private Cloud Data Services are supported by
Cloudera Manager.
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Note: Not all combinations of Cloudera Manager, Cloudera Runtime, and CDP Private Cloud Data Services

E are supported. Ensure that the version of Cloudera Manager you are using supports the version of Cloudera
Runtime and CDP Private Cloud Data Services you have selected. For more information, see the Cloudera
Support Matrix.

The versions of Cloudera Runtime, CDP Private Cloud Data Services, and CDH clusters that can be managed by
Cloudera Manager are limited to the following:

For CDP Private Cloud Base

Table 2: Cloudera Manager support for CDP Private Cloud Base

Cloudera Manager Version Supported CDH/Runtime versions Supported Cloudera Private Cloud Data
Services versions

ClouderaManager 7.11.3 Latest cumulative |«  Cloudera Runtime 7.1.9 SP1 None
hotfix «  ClouderaRuntime 7.1.7 SP3
e ClouderaRuntime7.1.9
¢ ClouderaRuntime 7.1.7 SP2
¢ ClouderaRuntime7.1.8
¢ ClouderaRuntime 7.1.7 SP1
e ClouderaRuntime7.1.7
¢ ClouderaRuntime 7.1.6
e ClouderaRuntime7.1.5
¢ ClouderaRuntime7.1.4
e ClouderaRuntime7.1.3
¢ ClouderaRuntime 7.1.2
e ClouderaRuntime7.1.1
¢ ClouderaRuntime 7.0.3
e« CDHG6.3
¢« CDH6.2
« CDH6.1
e CDH®6.0
ClouderaManager 7.11.3 e ClouderaRuntime7.1.9 None
Note: You must install Python  ClouderaRuntime 7.1.7 SP2
E 3.8 (or 3.9 for RHEL 9.1) on ¢ ClouderaRuntime7.1.8
all hosts before installing or e ClouderaRuntime 7.1.7 SP1
gpflrzﬂllr__lg toCl oggfaa Matmager « ClouderaRuntime 7.1.7
.11.3. For more information, see .
the Installing Python 3. *  Cloudera Runt! me7.16
¢ ClouderaRuntime7.1.5
e ClouderaRuntime7.1.4
¢ ClouderaRuntime7.1.3
¢ ClouderaRuntime 7.1.2
¢ ClouderaRuntime7.1.1
e ClouderaRuntime 7.0.3
e« CDHG6.3
e CDHG6.2
« CDH6.1
e CDH®6.0

For CDP Private Cloud Data Services
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7.11.3 cumulative hotfix 11

Supported CDH/Runtime versions

Supported with Cloudera Runtime 7.1.7 SP3,
7.1.9 CHFY or higher, and 7.1.9 SP1 CHF4
or higher only when CDP Private Cloud Data
Servicesis deployed.

Table 3: Cloudera Manager support for CDP Private Cloud Data Services

Cloudera Manager Version

Supported Cloudera Private Cloud Data
Services versions

154 SP1

Only supported with Cloudera Runtime 7.1.7
SP3, 7.1.9 CHF7 or higher, and 7.1.9 SP1
CHF4 or higher.

7.11.3 cumulative hotfix 9.1 (version:
7.11.3.24)

Supported with Cloudera Runtime 7.1.7 SP3,
7.1.9 CHF6 or higher, and 7.1.9 SP1 only
when CDP Private Cloud Data Servicesis
deployed.

154 CHF3

Only supported with Cloudera Runtime 7.1.7
SP3, 7.1.9 CHF6 or higher, and 7.1.9 SP1.

7.11.3 cumulative hotfix 7 Data Services
(version: 7.11.3.14)

Supported with Cloudera Runtime 7.1.7 SP3,
7.1.9 CHF5 or higher, and 7.1.9 SP1 only
when CDP Private Cloud Data Servicesis
deployed.

1.5.4 CHF1

Only supported with Cloudera Runtime 7.1.7
SP3, 7.1.9 CHF5 or higher, and 7.1.9 SP1.

7.11.3 cumulative hotfix 6 +  Supported with ClouderaRuntime 7.1.7 | 1.5.4
SP3,7.1.8 CHF22 or higher, and 7.1.9 | oy sypported with Cloudera Runtime
CHF6 only when CDP Private Cloud | 717 5pg, 7.1.8 CHF22 or higher, and 7.1.9
Data Servicesis deployed. CHFe6.

7.11.3 cumulative hotfix 4 +  Supported with ClouderaRuntime 7.1.7 | 1.5.3
SP2,7.1.8 CHF19 or higher, and 7.1.9 | oy giypported with Cloudera Runtime
CHF3 only when CDP Private Cloud | 717 5pp, 7.1.8 CHF19 or higher, and 7.1.9
Data Servicesis deployed. CHF3.

7.11.3 cumulative hotfix 1 152

e Supported with Cloudera Runtime 7.1.7
SP2, 7.1.8 CHF11 or higher, 7.1.9, and
7.1.9 CHF1 only when CDP Private
Cloud Data Services is deployed.

Only supported with Cloudera Runtime 7.1.7
SP2, 7.1.8 CHF11 or higher, 7.1.9, and 7.1.9
CHF1.

Cloudera Private Cloud Base Trial Download Information

Y ou can try the Cloudera Private Cloud Base Edition of Cloudera Data Platform for 60 days without obtaining a

license key file.

To download Cloudera Private Cloud Base without obtaining alicense key file, visit the Cloudera Private Cloud Base
Trial Download page, click Try Now, and follow the download instructions. When you install Cloudera Private Cloud
Base without a license key, you are performing atrial installation that includes an embedded PostgreSQL database
and is not suitable for a production environment. For more information on trial installations, see thetrial installation

documentation.

A 60-day trial of Cloudera Private Cloud Base Edition can be enabled permanently with the appropriate license. To
obtain a Cloudera Private Cloud Base Edition licensg, fill in the Contact Us form or call 866-843-7207

Related Information
Tria Installation

Cloudera Private Cloud Base Requirements and
Supported Versions

Refer to the following topics for information about hardware, operating system, and database requirements, as well as
product compatibility matrices.
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Related Information
Cloudera Private Cloud Base Installation Guide

Hardware Requirements
This topic specifies the hardware requirements for Cloudera Private Cloud Base.

Asyou create the architecture of your cluster, you will need to allocate Cloudera Manager and Runtime roles among
the hostsin the cluster to maximize your use of resources. Cloudera provides some guidelines about how to assign
rolesto cluster hosts. See Recommended Cluster Hosts and Role Distribution. When multiple roles are assigned to
hosts, add together the total resource requirements (memory, CPUSs, disk) for each role on a host to determine the
required hardware.

: Attention: All recommendations for the number of coresrefer to logical cores, not physical cores.

For more information about sizing for a particular component, see the following minimum requirements:

Cloudera Manager
Hardware requirements for Cloudera Manager Server and related components.

Cloudera Manager Server

Table 4: Cloudera Manager Server Storage Requirements

Component Storage Notes

Partition hosting /usr 1GB

Partition hosting /var 100GBto5TB Scales according to number of nodes managed.
See table below.

Partition hosting /opt 100 GB minimum Usage grows as the number of parcels
downloaded increases. Budget 12 GB for each
additional CDH parcel, and 1 GB for each
additional non-CDH parcel.

Cloudera Manager Database Server e« < 500hosts: 5 GB Minimum memory and processor requirements

«  >500hosts 10 GB should allow support for the_followi ng number
of parallel database connections:
* <500 hosts: 100 database connections
e >500 hosts: 250 database connections

Reports Manager Database Server Minimum 1 GB Reports Manager growth depends on number
of HDFS users and monitored directories.

Table 5: Host Based Cloudera Manager Server Requirements

Number of Cluster Hosts

Database Host

Cloudera M anager

Cloudera Manager | SMON and HMON /

Configuration and Server Heap Size Server /var var Directory
HMON+SMON host Directory
sharing
Very small (#10) Shared 8GB 4 50 GB 50 GB
Small (#20) Shared 10GB 6 100 GB 100 GB
Medium (#200) Dedicated 16 GB 8 1TB 1TB
Large (#500) Dedicated 32GB 12 25TB 25TB
Extra Large (>500) Dedicated 48 GB 16 >25TB >25TB
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Important: For medium and larger clusters, Host Monitor (HMON) and Service Monitor (SMON) should

& run on a host that is separate from Cloudera Manager. For medium and larger clusters, the SQL database
should not be shared between Cloudera Manager and CDH component services. Host Monitor and Service
Monitor do not use SQL database. They use an on-disk Level DB database in the /var partition.

E Note: To increase the Cloudera Manager Server heap size you must update the parameter under

/etc/default/cloudera-scm-server export CMF_JAVA_OPTS="-Xmx4G. Later restart the Cloudera
Manager server for the changes to take effect.

Service Monitor Requirements

The requirements for the Service Monitor are based on the number of monitored entities. To see the number of
monitored entities, perform the following steps:

1. Open the Cloudera Manager Admin Console and click Clusters Cloudera Management Service .

2. Find the Cloudera Management Service Monitored Entities chart. If the chart does not exist, add it from the Chart
Library.

For more information about Cloudera Manager entities, see Cloudera Manager Entity Types.

Note: JavaHeap Size values (see the tables below) are rough estimates and some tuning might be necessary.

E From Cloudera Manager, Clouderarecommends using G1 garbage collector (G1GC) for Service Monitor.
G1GC eliminates long JVM pauses, but uses a bit more CPU and RAM. It is the default for new installations.
See Tuning VM Garbage Collection.

: Important: Service Monitor is not supported when installed on the BTRFS filesystem.

Table 6: Clusters with HDFS, YARN, or Impala

Use the recommendationsin this table for clusters where the only services with worker roles are HDFS, YARN, or

Impaa.

Number of Monitored Entities Required Java Heap Size Recommended Non-Java Heap
Size

0-2,000 0-100 1GB 6 GB

2,000-4,000 100-200 15GB 6 GB

4,000-8,000 200-400 15GB 12GB

8,000-16,000 400-800 25GB 12 GB

16,000-20,000 800-1,000 35GB 12GB

Table 7: Clusters with HBase, Solr, Kafka, or Kudu

Use these recommendations when services such as HBase, Solr, Kafka, or Kudu are deployed in the cluster. These
services typically have larger quantities of monitored entities.

Number of Monitored Entities | Number of Hosts Required Java Heap Size Recommended Non-Java Heap
Size

0-30,000 0-100 2GB 12GB
30,000-60,000 100-200 3GB 12GB
60,000-120,000 200-400 35GB 12GB
120,000-240,000 400-800 8 GB 20GB

Related Information
Host Monitor and Service Monitor Memory Configuration
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Host Monitor
The requirements for the Host Monitor are based on the number of monitored entities.
To see the number of monitored entities, perform the following steps:

1. Open the Cloudera Manager Admin Console and click Clusters Cloudera Management Service .
2. Find the Cloudera Management Service Monitored Entities chart. If the chart does not exist, add it from the Chart
Library.

For more information about Cloudera Manager entities, see Cloudera Manager Entity Types.

: Important: Host Monitor is not supported when installed on the BTRFS filesystem.

Number of Hosts Number of Monitored Entities = Heap Size Non-Java Heap Size
<6k

0-200 1GB 2GB
200-800 6k-24k 2GB 6GB
800-1000 24k-30k 3GB 6 GB

Ensure that you have at least 25 GB of disk space available for the Host Monitor, Service Monitor, Reports Manager,
and Events Server databases.

Related Information
Cloudera Manager Entity Types
Host Monitor and Service Monitor Memory Configuration

Reports Manager

The Reports Manager fetches the fsimage from the NameNode at regular intervals. It reads the fsimage and creates a
Luceneindex for it. To improve the indexing performance, Cloudera recommends provisioning a host as powerful as
possible and dedicating an SSD disk to the Reports Manager.
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Table 8: Reports Manager

Rq)orts Man@ef . Minimum: 8 cores 1 dedicated disk that is at least
The recomended «  Recommended: 16 cores (32 | 20 timesthe size of the fsimage.
value is (4 * Fs cores, with hyperthreading Cloudera strongly recommends
| mage size + 2 G enabled.) using SSD disks.

B) .

For Exanpl e: For
a 20 GB Fsl mage
size; this mean

s 4* 20 GB + 2

GB = 82 GB.
Important:

& Calculating directory
size with snapshots

included substantially
increases the required
Javaheap size. If this
featureis enabled
using the Enable
snapshot processing
configuration
parameter, check the
JVM Heap Memory
Usage chart for
Reports Manager

and increase the heap
size until it no longer
shows consistently
high usage. Up to
four times the above
recommended value

may be necessary.

Agent Hosts
An unpacked parcel requires approximately three times the space of the packed parcel that is stored on the Cloudera

Manager Server.
Component Storage Notes
Partition hosting /opt 100 GB minimum Usage grows as new parcels are downloaded
to cluster hosts.
Ivarllog 2 GB per role Each role running on the host will need at |east
2 GB of disk space.

Event Server

The following table lists the minimum requirements for the Event Server:

Storage

1core 256 MB +  5GB for the Event Database
* 20 GB for the Event Server Index
Directory. The location of this directory
is set by the Event Server Index Directory
Event Server configuration property.

Alert Publisher
The following table lists the minimum requirements for the Alert Publisher:
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Storage

1 core 1GB Minimum of 1 disk for log files

Cloudera Runtime
Hardware requirements for Cloudera Runtime components.

Atlas
Y ou must verify the supported hardware components for Atlas.

Memory CPU Disk Additional Dependencies

. N ial i it b
Small: 4 GB Minimum: 4 Hg;’f?s ug?gf‘;‘g"agj’a“* Solr Shards: 4
Large: 32 GB Medium: 8 (property: atlas_solr_shards)
Large: 16 The shards for Atlas collections within Solr is
determined by this number.

HDFS heap sizing
Y ou can provision an HDFS cluster for optimal performance based on the desired storage capacity.

Component Memory CPU Disk

JournalNode 1 GB (default) 1 core minimum 1 dedicated disk

Set this value using the Java Heap
Size of JournalNode in Bytes
HDFS configuration property.

NameNode + Minimum: 1 GB (for proof- | Minimum of 4 dedicated cores; «  Minimum of 2 dedicated

of-concept deployments) more may be required for larger disks for metadata

«  Addanadditional 1GB for | clusters 1 dedicated disk for log files
each additional 1,000,000 (This disk may be shared with
blocks the operating system.)
Snapshots and encryption can +  Maimumdisks: 4
increase the required heap
memory.

See Szing NameNode Heap

Memory.

Set this value using the Java

Heap Size of NameNode in Bytes
HDFS configuration property.

DataNode Minimum: 4 GB Minimum: 4 cores. Add more Minimum: 4
. cores for highly active clusters. .

Maximum: 8 GB Maximum: 24
Increase the memory for higher The maximum acceptable size
replica counts or a higher number will vary depending upon how
of blocks per DataNode. When large average block sizeis. The
increasing the memory, Cloudera DN'’s scalability limits are mostly
recommends an additional 1 GB afunction of the number of
of memory for every 1 million replicas per DN, not the overall
replicas above 4 million on the number of bytes stored. That said,
DataNodes. For example, 5 having ultra-dense DNs will affect
million replicas require 5 GB of recovery timesin the event of
memory. machine or rack failure. Cloudera

does not support exceeding 100
TB per data node. Y ou could
use 12 x 8 TB spindles or 24 x
4TB spindles. Cloudera does not
support driveslarger than 8 TB.

Set this value using the Java Heap
Size of DataNode in Bytes HDFS
configuration property.
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Warning: Running Runtime on storage platforms other than direct-attached physical disks can provide
suboptimal performance. Cloudera Enterprise and the majority of the Hadoop platform are optimized to
provide high performance by distributing work across a cluster that can utilize data locality and fast local /0.

HBase

Know the hardware resource requirements for HBase server in CDP Private Cloud Base.

Component Java Heap

100-10,000 regions: 4 GB
10,000 or more regions with
200 or more Region Servers:
8GB
» 10,000 or more regions with
300 or more Region Servers:
12GB

Set this value using the Java Heap
Size of HBase Master in Bytes
HBase configuration property.

Minimum 4 dedicated cores. You
can add more cores for larger
clusters, when using replication,
or for bulk loads.

1 disk for local logs, which can be
shared with the operating system
and/or other Hadoop logs

Heap Size of HBase Thrift Server
in Bytes HBase configuration

property.

Region Server «  Minimum: 8 GB Minimum: 4 dedicated cores « 4ormorespindlesfor each
«  Medium-scale production: 16 HDFS DataNode
GB e 1diskforlocal logs (this
«  Heap larger than 16 GB disk can be shared with the
requires special Garbage operating system and/or other
Collection tuning. See Hadoop logs
Configuring the HBase
BlockCache.
Set this value using the Java Heap
Size of HBase RegionServer
in Bytes HBase configuration
property.
Thrift Server 1GB-4GB Minimum 2 dedicated cores. 1 disk for local logs, which can be
Set this value using the Java shared with the operating system

and other Hadoop logs.

K

Related Information

Configuring HBase BlockCache

Hive

Note: Consider adding more HBase Thrift Servers for production environments and deployments with a
large number of Thrift client to scale horizontally.
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Component Java Heap CPU Disk

HiveServer 2 Single Connection 4GB Minimum 4 dedicated cores Minimum 1 disk
2-10 connections 4-6 GB Thisdisk is required for
the following:
11-20 connections 6-12 GB
* HiveServer2 log files
21-40 connections 12-16 GB « stdout and stderr
4110 80 connections 16-24 GB output files
e Configuration files
Cloudera recommends splitting . _Operati on Iogs stored
HiveServer2 into multiple instances in the operation_lo
and load balancing them once you QS__dlr _dl rectqry,
start allocating more than 16 GB to which is configurable
HiveServer2. The objective isto adjust e Any temporary
the size to reduce the impact of Java files that might be
garbage collection on active processing created by local map
by the service. tasks under the /tmp
directory
Set this value using the Java Heap
Size of HiveServer2 in Bytes Hive
configuration property.
Hive Metastore Single Connection 4GB Minimum 4 dedicated cores Minimum 1 disk
2-10 connections 4-10GB Thisdisk is required so
- that the Hive metastore
11-20 connections 10-12 GB can store the following
21-40 connections 1216 GB artifects:
- * Logs
41 to 80 connections 16-24GB . Configuration files
Set this value using the Java Heap Size +  Backend database
of Hive Metastore Server in Bytes that is used to store
Hive configuration property. metadataif the
database server is aso
hosted on the same
node
Beeline CLI Minimum: 2 GB N/A N/A
Hue

Review the memory, CPU, and storage reguirements needed for running a Hue server in CDP Private Cloud Base.

Hue Server

¢ Minimum: 8 GB
¢ Maximum 16 GB

¢ If the cluster uses the Hue
load balancer, add additional
memory

Minimum: 1 Core to run Django

When Hue is configured for high
availability, add additional cores

Disk

Minimum: 32 GB for the database
(16 GB) and /tmp (temporary)
directory (16 GB). Database
grows proportionally according to
the cluster size and workloads.

Add additional space when

configuring Huein High
Availability.

The term cluster size refers to the number of nodes in the cluster. Workload in Hue means the number of queries run
and the number of concurrent unique users using the application in a given period of time.

A minimum of 16 GB is needed for the database. The Hive MetaStore and Hue Query Processor services largely use
the database. The database grows in size quickly because of the query history that it retains. To optimize performance,
you must regluarly cleanup old documents and queries.

E Note: Hueislimited by cgroup settings. In Cloudera Manager, all memory soft/hard limits are set to - 1.
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Related Information
Adding a Load Balancer for Hue

Impala

Sizing requirements for Impala can vary significantly depending on the size and types of workloads using Impala.

Component Native Memory JVM Heap CPU Disk

Impala Daemon Set this value using the Set this value using o Minimum: 1 disk
Impala Daemon Memory | the Java Heap Size of Mini ” «  Recommended: 8 or
Limit configuration ImpalaDaemon in Bytes | inimum: more
property. configuration property for |+ Recommended: 16 or
i more
«  Minimum: 32 GB the Coordinator Impala . .
. Recommended: 128 Daemons. CPU instruction set:
GB ¢ Minimum: 4 GB AVX2
* Recommended: 8 GB
Catalog Server Setthis_value using t_heJa\_/aHeap Size of Catalog e  Minimum: 4 e Minimum and
Server in Bytes configuration property. «  Recommended: 16 or Recommended: 1 disk
e Minimum: 4 GB more
*  Recommended: 8 GB CPU instruction set:
AVX2

For the networking topology for multi-rack cluster, Leaf-Spine is recommended for the optimal performance.

Kafka

Kafkarequiresafairly small amount of resources, especially with some configuration tuning. By default, Kafka, can
run on aslittle as 1 core and 1GB memory with storage scaled based on requirements for data retention.

CPU israrely abottleneck because Kafkais 1/0 heavy, but a moderately-sized CPU with enough threadsis still
important to handle concurrent connections and background tasks.

Kafka brokers tend to have a similar hardware profile to HDFS data nodes. How you build them depends on what is
important for your Kafka use cases.

Use the following guidelines:

To affect performance of these features:

Adjust these parameters:

Message Retention Disk size

Client Throughput (Producer & Consumer) Network capacity
Producer throughput Disk I/0
Consumer throughput Memory

A common choice for a Kafkanodeis as follows:

Component Memory/Java Heap

Heap Size of Broker Kafka
configuration property.

See Other Kafka Broker
Propertiestable.

Broker - RAM:64GB 12- 24 cores 1 HDD For operating system
¢ Recommended Java heap: 4 ¢ 1HDD for Zookeeper
GB datal ogDir
Set this value using the Java * 10- HDDs, using Raid 10, for

Kafka data
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Component Memory/Java Heap CPU Disk

KRaft Controller

« RAM:4GB

¢ Recommended Java heap: 4
GB

Set these values using the
Additional KRaft Controller Java
Options Kafka property.

1 dedicated core

A single 64 GB SSD

Cruise Control

1GB

1core

K

Note: A moderately-
sized CPU with enough

Because Cruise Control stores
its datain Kafka the storage
requirements will depend on the

¢ 1GB heap for SRM Service

driver ismostly impacted by
network throughput and latency.

threads is important ?;;g?g ?itts' ngs of the related
to handle metric P
fetching from Kafka
and background tasks.
Kafka Connect 0.5 - 4 GB heap size depending on | 4 cores
the Connectorsin use. Note: Depends on the
E Connectorsin use.
MirrorMaker 1 GB heap 1 core per 3-4 streams No disk space needed on
; . MirrorMaker instance. Destination
Set th's. value using the Java brokers should have sufficient
Heap Size of MirrorMaker Kafka ) .
confiquration propert disk space to store the topics
g property. being copied over.
Schema Registry 1 GB heap 2 cores 1MB
Seridization JAR files may be
uploaded and may be of any size.
The disk usage depends on the
JAR files uploaded. The files may
be stored locally on the same host
where SchemaRegistry is running
or in HDFSif available.
Streams Messaging Manager 8 GB heap 8 cores 5GB
Note: The hardware
E reguirements for SMM
depends on the number
of Kafka partitions.
Streams Replication Manager *  1GB heap for SRM driver The performance of the SRM No resources reguired

Networking requirements: Gigabit Ethernet or 10 Gigabit Ethernet. Avoid clusters that span multiple data centers.

Kafka and Zookeeper: It is common to run ZooKeeper on 3 broker nodes that are dedicated for Kafka. However, for
optimal performance Cloudera recommends the usage of dedicated Zookeeper hosts. Thisis especially true for larger,

production environments.

Key Trustee Server

Key Trustee Server

N

Note: KTSrequires
aadditional dedicated
resources.

8GB

1 GHz 64-bit quad core

20 GB, using moderate to high-
performance drives

Related Information
Encrypting Data at Rest
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Ranger KMS
Component Memory CPU Disk
Ranger KMS 8GB 1 GHz 64-bit quad core 20 GB, using moderate to high-

Note; Cloudera performance drives

E recommends using
machines with CPUs
that support the AES-
NI instruction set
and have asimilar
performance to the
CPUs available to
the NameNodes, so
as not to introduce a
bottleneck to HDFS
client operations.

Kudu
Understand the resource requirements for Kudu before making the resource configuration changes in Cloudera
Manager.

Component Memory CPU Disk

Tablet Server e« Minimum: 4 GB Kudu currently requires a CPU 1 disk for write-ahead log (WAL).
+  Recommended: 10 GB that supports the SSSE3 and Using an SSD drive may improve
SSE4.2 instruction sets. performance.
Additional hardware may be L
required, depending on the If you are to run Kudu inside a
workloads running in the cluster. | M, enable SSE4.2 pass-through
to pass through SSE4.2 support
into the VM.
Master +  Minimum: 256 MB ldisk
¢ Recommended: 1 GB
Related Information
Apache Kudu configuration
Oozie
Understand the resource requirements for Oozie before making the resource configuration changes in Cloudera
Manager.
Component Java Heap
Oozie Minimum: 1 GB (thisis No resources required No resources required
the default set by Cloudera
Manager). Thisis sufficient
for less than 10 simultaneous
workflows, without forking.
¢ If you notice excessive
garbage collection, or out-
of-memory errors, increase
the heap sizeto 4 GB for
medium-size production
clustersor to 8 GB for large-
size production clusters.
¢ Setthisvalue using the Java
Heap Size of Oozie Server
in Bytes Oozie configuration
property.
Additiona tuning:

For workloads with many coordinators that run with complex workflows (a max concurrency reached! warning
appearsin the log and the Oozie admin -queuedump command shows a large queue):
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* Increase the value of the oozie.service.CallableQueueService.callable.concurrency property to 50.
» Increase the value of the oozie.service.CallableQueueService.threads property to 200.

Do not use a Derby database as a backend database for Oozie.

Ozone hardware recommendations
This guide helps you choose hardware for Ozone based on your data storage needs. Following these recommendations
will ensure that you get optimum performance from your Ozone cluster.

Table 9: Recommendations

The values are minimums and can go higher depending on your requirements. However, the above recommendations
will apply to the vast majority of deployments.

Node Chasis Node RAM OSDisk | MetaDisk = DataDisk | Network Disk
Type RAM for each (NVMe) Controllers
service

Master 2x20c 256 GB 64 GB 2x480 2x4TB 2x 25Gbps
node GB SSD
(OM and
SCM and
Recon)

Datanode 2U 2x12c 31 GB** 2x15TB | 24x 16TB 2x 12
(Ozone, no Gbps
compute) (low)

Datanode 2x 24c 512 GB 2x3TB Optional
(Ozone,
mixed
compute)

Compute 1 - 1x4TB - 1x 25Gbps -
node (No
Storage)

** Avoid using heap sizes of 32GB to 47GB because the VM cannot use Compressed oops for heap sizes > 31GB.
This reduces the effective memory available to the process. If you want to configure heaps > 31GB, then use a heap
size of at least 48GB or higher.

Notes
The above configuration will support up to 10B keys because of the 4 TB NV Me on the master nodes.

The absol ute minimum recommended configuration is 3 master nodes and 9 datanodes. This will support Erasure
Coding with the RS(6,3) configuration with full High Availability. Additional datanodes can be added in increments
of 1toincrease storage.

Network

The network between the datanodes and the compute nodes cannot be oversubscribed by more than 2:1. Networking
is sized to support the full (real-world) bandwidth of the drives across the network. More drives require faster
networks, both at the server level and the switch level.

NVMe

NVMe should be configured in RAID1 pairs to provide business continuity for Ozone metadata in case of hardware
failure.

The master nodes and datanodes use NV Me to store Ozone metadata. The compute nodes use NVMe for shuffle
(Spark, MapReduce, and Tez) and caching (LLAP). The mixed compute datanodes use NVMe for both Ozone
metadata and shuffle (Spark, MapReduce, and Tez) plus caching (LLAP).
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Cloudera recommends mounting Ozone partitions across the NVMe drive pair as RAID1 (800GB) with the remaining
space used for shuffle or cache as independent JBOD partitions. RAID can be configured either in hardware or in
software.

Example sizing calculator

Suggested Value Logical Capacity 2PB Logical Capacity 8PB L ogical Capacity 16PB Additional information
of Parameter
Number of Data 9 31 64 These are cal culated based
Nodesif using on actud file storage
Erasure Coding rs(6,3) required (See Row 1)
Logical datasize 2304 8192 16384 -
proposed (TB, EC 6,3)
Raw disk capacity (TB) 3456 12288 24576 -
Number of Data Nodes 16 64 128 These are cal culated based
if using triple replication on actud file storage
required (See Row 1)
Logical datasize - 2048 8192 16384 -

conservative using 3x (TB)

Raw disk capacity (TB) 6144 24576 49152 -

Related Information
Ozone Architecture

Phoenix
Know the hardware resource requirements for Phoenix Query Server (PQS) in CDP Private Cloud Base.

Component Java Heap CPU Disk

Phoenix Query Server 1GB-4GB Minimum 2 dedicated cores. 1 disk for local logs, which can be
shared with the operating system

Set this value using the Phoenix and other Hadoop logs.

Query Server Max Heapsize
configuration property. Increase
this property value if you run any
of these queries, aggregates, joins,
or subqueries and if the query
processing requires more memory.

Ranger

Memory CPU Disk Additional Dependencies

Ranger Admin: 1 GB 1 core minimum No special requirement.
minimum, then adjust
heap asrequired (8
GB-16 GB)

Ranger Usersync: 1 GB | 1 core minimum No special requirement.
minimum

Ranger Tagsync: 1 GB | 1 core minimum No special requirement.
minimum

Solr
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Component Java Heap

Small workloads, or e Minimum: 4 No requirement. Solr uses HDFS
evaluations: 16 GB + Recommended: 16 for for storage.
*  Smaller production production workloads

environments: 32 GB

¢ Larger production
environments: 96 GB is
sufficient for most clusters.

Set this value using the Java Heap
Size of Solr Server in Bytes Solr
configuration property.

Note the following considerations for determining the optimal amount of heap memory:

« Size of searchable material: The more searchable material you have, the more memory you need. All things being
equal, 10 TB of searchable data requires more memory than 1 TB of searchable data.

» Content indexed in the searchable materia: Indexing all fields in a collection of logs, email messages, or
Wikipedia entries requires more memory than indexing only the Date Created field.

* Thelevel of performance required: If the system must be stable and respond quickly, more memory may help. If
slow responses are acceptable, you may be able to use less memory.

Related Information
Deployment Planning for Cloudera Search

Spark
Component Java Heap
Spark History Server Minimum: 512 MB Minimum 1 disk for log files.
Set thisvalue usmg theJavaHeap |mportant: Cloudera
Size of HiStOl'y Server in By‘t% & recommends that you
Spark configuration property. adjust the number of
CPUs and memory
for the Spark History
Server based on your
specific cluster usage
patterns.
Livy
Understand the resource requirements for Livy before making the resource configuration changes in Cloudera
Manager.
Minimum: 512 MB Minimum 1 core Minimum 1 disk
Set this value using the Maximum
size for the Java process heap
memory Livy configuration
property.
Zeppelin
Understand the resource requirements for Zeppelin before making the resource configuration changesin Cloudera
Manager.

Following are the resource requirements for Zeppelin to run together with the other components. In general, Zeppelin
mainly contains one Zeppel i n Server and multiple Zeppel i n | nt er pr et er s. The interpreters may range
from 2 to 6. By default, the four supported interpretersin CDP are JDBC, Livy, Markdown, and Angular.
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Component Java Heap CPU Memory

Zeppelin

Minimum: 1 GB

Set the heap size using the
Zeppelin Server Advanced
Configuration Snippet (Safety
Valve) for thezeppel i n-
env. sh property in
Cloudera Manager Zeppelin
configuration page by setting
the ZEPPELIN_MEM and
ZEPPELIN_INTP_MEM
environment variables. For
example, export ZEPPELIN_
MEM = -Xms1024m -Xmx
2048m

export ZEPPELIN_INTP_MEM=
-Xms1024m -Xmx 2048m

The Zeppelin Server and Zeppelin
Interpreter processes are not
restricted in the container. So, the
CPU requirement for the Zeppelin
processis not easy to definein
CDP. But the physical nodes that
Zeppelin runs on should at |east
have 8 physical cores because
Zeppelin may spin up hundreds of
threads when busy.

For Zeppelin Server:
Minimum memory: 1 GB

Recommended minimum
memory: 2 GB

Maximum Memory: 16 GB

Recommended maximum
memory: 8 GB

For Zeppelin Interpreter:
Minimum memory: 1 GB

Recommended minimum
memory: 2 GB

Maximum Memory: 16 GB

Recommended maximum
memory: 4 GB

Note: By default,
E the running Zeppelin
Server and all
Interpreters use at least
1+4=5GB memory
in total. Cloudera
recommends 64 GB for
the physical node that
Zeppelin runs on.

E Note: You can change the resource configuration using Cloudera Manager based on your needs.

YARN

Component Java Heap Other Recommendations

Job History Server

Minimum: 1 GB

¢ Increase memory by 1.6 GB
for each 100,000 tasks kept in
memory. For example:

5 jobs @ 100, 000 mappers

+ 20,000 reducers = 600,000
total tasksrequiring 9.6 GB

of heap.

See the Other
Recommendeations column for
additional tuning suggestions.

Minimum: 1 core

¢ Set the mapreduce.jobhis
tory.loadedtasks.cache.size
property to atotal loaded task
count. Using the examplein
the Java Heap column to the
left, of 650,000 total tasks,
you can set it to 700,000
to allow for some safety
margin. This should also
prevent the JobHistoryServer
from hanging during garbage
collection, since the job count

Configure additional heap
memory for the following
conditions:

¢ Large number of containers

« Largeshxmlufflesizesin
Spark or MapReduce

Set this value using the Java Heap
Size of NodeManager in Bytes
YARN configuration property.

¢ Recommended: 32-64 cores

Set this value using the Java Heap .
Size of JobHistory Server in Bytes ::m:i does ot have atask
YARN configuration property. '

NodeM anager Minimum: 1 GB. «  Minimum: 8-16 cores Disks:

¢ Minimum: 8 disks

¢ Recommended: 12 or more
disks

Networking:

¢ Minimum: Dua 1Gbpsor
faster

¢ Recommended: Single/Dual
10 Gbps or faster
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Component Java Heap CPU Other Recommendations

ResourceManager Minimum: 1 GB Minimum: 1 core

Configure additional heap
memory for the following
conditions:

¢« Morejobs

e Larger cluster size

*  Number of retained finished
applications (configured with
the yarn.resourcemanager
.max-compl eted-applications
property.

«  Scheduler configuration

Set this value using the Java Heap
Size of ResourceManager in Bytes
YARN configuration property.
Other Settings «  Setthe ApplicationMaster N/A N/A
Memory YARN
configuration property to 512
MB

¢ Set the Container Memory
Minimum YARN
configuration property to 1

GB.

Related Information
Tuning Apache Hadoop YARN
ZooKeeper
Understand the resource requirements for ZooK eeper before making the resource configuration changes in Cloudera
Manager.

Component Java Heap

ZooK eeper Server Minimum: 1 GB Minimum: 4 cores Y ou can use HDDs or SSDs as per

»  Increase heap size when your requirement.

watching 10,000 - 100,000
ephemeral znodes and are
using 1,000 or more clients.

Set this value using the Java Heap
Size of ZooK eeper Server in
Bytes ZooK eeper configuration

property.

Related Information
Add aZooKeeper service

Operating System Requirements

This topic describes the operating system requirements for Cloudera Private Cloud Base. Azul OpenJDK, OpenJDK
8, OpendDK 11, and OpenJDK 17 are TCK certified for CDP.

Cloudera Private Cloud Base Supported Operating Systems
Please see the Cloudera Support Matrix for detailed information about supported operating systems.
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SLES 15 SP4 is supported when using the Trial Installer (cloudera-manager-installer.bin) to install Cloudera
Manager.

A

Important: Extrastep required when using Cloudera Manager Tria installer on SLES 15 SP4.

When using cloudera-manager-installer.bin to install atrial version of Cloudera Manager, the installation will
fail.

Before running cloudera-manager-installer.bin, run the following command:

SUSEConnect --1i st-extensions
SUSEConnect -p sl e-nodul e-1 egacy/ 15. 4/ x86_64
zypper install |ibncurses5

Runtime provides parcels for select versions of RHEL -compatible operating systems.

A

Important:
In order to be covered by Cloudera Support:

e All Runtime hostsin alogical cluster must run on the same major OS release.
» Cloudera supports atemporarily mixed OS configuration during an OS upgrade project.
e Cloudera Manager must run on the same OS release as one of the clustersit manages.

Cloudera recommends running the same minor release on all cluster nodes. However, the risk caused by
running different minor OS releasesis considered lower than the risk of running different major OS releases.

Points to note:

¢ Clouderadoes not support Runtime cluster deploymentsin Docker containers.

« Cloudera Enterprise is supported on platforms with Security-Enhanced Linux (SELinux) enabled and in
enforcing mode. Clouderais not responsible for policy support or policy enforcement. If you experience
issues with SELinux, contact your OS provider.

e An operating system that has Control Group v2 enabled by default (all supported OS versions) must be
manually set to use Control Group v1. For more information, see TSB 2024-757: Deployments using
cgroups v2 on RHEL9 will fail to initialize.

Important:

¢ NavEncrypt and KTS are not supported in 7.1.8 and 7.1.9 when using SLES 15 SP4
e ClouderaManager 7.11.3 supports only SLES 15 SP4 but not SLES 12. So it is not possible to have
temporarily mixed OS configurations during the upgrade.

Operating System Version

IBM PowerPC on RHEL The following components are not supported:
e Impaa
e Kudu
e Ozone

* Navigator Encrypt

Note: Ranger KMS is the recommended
Key Management Server for PowerPC
deployments.
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This matrix explains the operating system supported on IBM PowerPC. There are two core configurations with CDP
Private Cloud Base and different PowerPC version deployments:

1
2.

IBM PowerPC only and CDP Private Cloud Base

IBM PowerPC CPU, IBM Spectrum Scale Storage, and CDP Private Cloud Base. Thisis a subset of what is

supported generally on IBM PowerPC.

IBM Power PC Support

Documentation

PowerPC 8 and 9 generally without Spectrum Scale
Storage

https://www.ibm.com/docs/en/linux-on-systems?
topi c=Ipo-supported-linux-distributions-virtualization-
options-power8-power9-linux-power-systems

PowerPC 10 generally without Spectrum Scale Storage

https://www.ibm.com/docs/en/linux-on-systems?
topi c=Ipo-supported-linux-distributions-virtualization-
options-power10-linux-power-servers

IBM Spectrum Scale Storage with CDP Private Cloud
Base on x86 and PowerPC combinations

https.//www.ibm.com/docs/en/spectrum-scal e-bda?
topi c=requirements-support-matrix
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* Python - Python dependencies for the different CDP components is mentioned below:
Cloudera M anager

(For 7.1.9 SP1) You must install Python 3.8 (or 3.9 for RHEL 9.1) on al hosts before upgrading to
Cloudera Manager 7.11.3.

(For 7.1.9 SP1) You must install Python 3.10 for SLES 15 SP4 and SLES 15 SP5 on all hosts before
upgrading to Cloudera Manager 7.11.3 CHF7. For more information, see Installing Python 3.

i Important:

Cloudera Manager now requires Python 3.10 on al versions of SLES 15, including
SLES 15 SPA4. It is not possible to support two different versions of Python for the
same major version of operating system. If the cluster was previously running Python
3.8, then you must upgrade to Python 3.10.

Dueto a change in support from Python 3.8 to Python 3.10 for SLES 15 SP4 and
SLES 15 SP5, only aregular upgrade of Cloudera Manager to 7.11.3 CHF7 and CDP
Runtime cluster to 7.1.9 SP1 is possible and must occur sequentially without starting
the cluster between the Cloudera Manager and CDP Runtime cluster upgrades.

Ubuntu 18 Operating System is not supported from Cloudera Manager 7.11.3 to
Cloudera Manager 7.11.3 CHF7 versions. Y ou must upgrade the Operating System
from Ubuntu 18 to Ubuntu 20 before you upgrade to Cloudera Manager 7.11.3 CHF7.
For performing major OS upgrade, see Upgrading the Operating System to a new

Major Version.
Hue
(For 7.1.9) The minimum required version of Python 3.8 is 3.8.12. The minimum version of Python
3.9 (RHEL 9)is3.9.14.
(For 7.1.9 SP1) The recommended minimum version of Python 3.10 on SLES 15 SP4, SLES 15
SP5, and Ubuntu 22 is 3.10.14.
Spark

Important: Spark 2 will be deprecated in Cloudera Runtime 7.1.9. Therefore, 7.1.9
& isthe last runtime release where Spark 2 is supported. For more information, see
Deprecation Noticesin Cloudera Runtime.

Spark 2.4 supports Python 2.7 and 3.4-3.7.

Spark 3.0 supports Python 2.7 and 3.4 and higher, although support for Python 2 and 3.4t0 3.5is
deprecated.

Spark 3.1 supports Python 3.6 and higher.

If theright level of Python is not picked up by default, set the PY SPARK_PYTHON and PY SP
ARK_DRIVER_PYTHON environment variables to point to the correct Python executable before
running the pyspar k command.

* Perl - Cloudera Manager requires perl.

« python-psycopg2 - Cloudera Manager 7 has a dependency on the package python-psycopg2. PostgreSQL -backed
Hue in Runtime 7 requires a higher version of psycopg?2 than is required by the Cloudera Manager dependency.
For more information, see Installing the psycopg2 Python Package.

 iproute package - Cloudera Private Cloud Base has a dependency on the iproute package. Any host that runs the
Cloudera Manager Agent requires the package. The required version varies depending on the operating system:

RHEL iproute
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Ubuntu iproute2
SLES iproute2

« rpchind package - CDP Private Cloud Base has a dependency on ther pci nf o command which is usually
found in the rpchind package. Any host that runs the Cloudera Manager Agent requires this package. The required
version varies depending on the operating system.

The Hadoop Distributed File System (HDFS) is designed to run on top of an underlying filesystem in an operating
system. Cloudera recommends that you use either of the following filesystems tested on the supported operating
systems:

e ext3: Thisisthe most tested underlying filesystem for HDFS.
» extd: This scalable extension of ext3 is supported in more recent Linux releases.

Important: Cloudera does not support in-place upgrades from ext3 to ext4. Cloudera recommends that
you format disks as ext4 before using them as data directories.

e XFS: Thisisthe default filesystem in RHEL 7.
* S3: Amazon Simple Storage Service

Kudu Filesystem Requirements - Kudu is supported on ext4 and XFS. Kudu requires a kernel version and filesystem
that supports hole punching. Hole punching is the use of the fallocate(2) system call with the FALLOC_FL_PUNCH_
HOLE option set.

Linux filesystems keep metadata that record when each file was accessed. This means that even reads result in awrite
to the disk. To speed up file reads, Cloudera recommends that you disable this option, called atime, using the noatime
mount option in /etc/fstab:

/dev/sdbl /datal ext4 defaults, noatine O
Apply the change without rebooting:

nmount -o renount /datal

The filesystem mount options have a sync option that allows you to write synchronously.

Using the sync filesystem mount option reduces performance for services that write datato disks, such as HDFS,
YARN, Kafkaand Kudu. In CDP, most writes are already replicated. Therefore, synchronous writes to disk are
unnecessary, expensive, and do not measurably improve stability.

NFS and NAS options are not supported for use as DataNode Data Directory mounts, even when using Hierarchical
Storage features.

Cloudera supports mounting /tmp with the noexec option. Mounting /tmp as a filesystem with the noexec option is
sometimes done as an enhanced security measure to prevent the execution of files stored there.

Y ou can control resource allocation for Cloudera Manager and CDP Runtime services (nproc, nofile, etc) from /etc/
security/limits.conf, and through i ni t scripts on traditional SysV Init systems. However, on systems using systemd
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the limits either needs to be set in the service’ s unit file, or in /etc/systemd/system.conf, or in files present under /etc/
systemd/system.conf.d/*. Thisis due to a known limitation with systemd as it does not use PAM login sessions (pam_
limits.so) for daemon services, thereby ignoring the limits defined in /etc/security/limits.conf. Both Cloudera Manager
Agent and Supervisord (responsible for starting CDP Runtime services) are daemonised during system initialisation.

Y ou can perform either of the following steps to modify the resource limit:

1. For system-wide change, uncomment the process properties from /etc/systemd/system.conf, or create an override
.conf under /etc/systemd/system.conf.d/. This requires a*nix system reboot for the changes to take effect. For
more information, see Limits.conf.

2. To apply custom limits on CDP Runtime services, add the required process propertiesto the[ Ser vi ce] section
in /ust/lib/systemd/system/cloudera-scm-supervisord.service.

For instance, to customise the number of child processes a process can fork. Y ou can set the property as follows:
Li m t NPROC=<val ue>

Then reload the configuration by running the following command for the limits to be applied in the subseguent
service restarts:

# systenctt!| daenon-rel oad

Here are the list of available process properties.

Although not a strict requirement, it's highly recommended that you use nscd to cache both DNS name resolution and
static name resolution for Kudu.

Cloudera recommends you to set up the following configurations:

» Disabling Transparent Hugepages (THP)
e vm.swappiness Linux Kernel Parameter

For setting these configurations, see Disabling Transparent Hugepages (THP) and Setting the vm.swappiness Linux
Kernel Parameter.

Installing the psycopg2 Python package for PostgreSQL -backed Hue

This topic describes the database requirements for Cloudera Private Cloud Base.

See Cloudera Support Matrix for detailed information about supported databases based on the CDP and Cloudera
Manager versions.

Important: When you restart processes, the configuration for each of the servicesis redeployed using

& information saved in the Cloudera Manager database. If thisinformation is not available, your cluster cannot
start or function correctly. Y ou must schedule and maintain regular backups of the Cloudera Manager
database to recover the cluster in the event of the loss of this database. For more information, see Backing Up
Databases.

Cloudera Manager and Runtime come packaged with an embedded PostgreSQL database for use in non-production
environments. The embedded PostgreSQL database is not supported in production environments. For production
environments, you must configure your cluster to use dedicated external databases. Y ou must ensure latency between
Cloudera Manager server and the database is < 10 ms. Y ou can verify the latency with asimple SQL command from
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your Cloudera Manager server host to the database. Start your database's command line client tool and connect to the
Cloudera Manager database. Run the following SQL command:

SELECT 1;

Important: Migrating from one external database server to a different type of database server after installing

& Cloudera Manager and Runtime servicesis a complex process that requires modification of the schemaand
matching the data in the database tables to the new schema. Cloudera expects you to perform the migration
using any off-the-shelf tool. If you require any assistance, Cloudera recommends that you must engage with
Cloudera Professional Services team.

After installing a database, upgrade to the latest patch and apply appropriate updates. Available updates may be
specific to the operating system on which it isinstalled.

Notes:

» Clouderarecommends installing the databases on different hosts than the services, located in the same data center.
Separating databases from services can help isolate the potential impact from failure or resource contention in one
or the other. It can also simplify management in organizations that have dedicated database administrators.

» Hue Query Processor in CDP 7.1.8 requires anon-SSL enabled PostgreSQL database.

e CDP does not support Percona for MySQL as a backend database for Hive Metastore (HMS).

» Usethe appropriate UTF8 encoding for Metastore, Oozie, Hive, and Hue.

Oozie also supports UTF8M B4 character encoding out of box without any configuration change when the Oozie
custom database is created with the encoding of UTF8MBA4.

MySQL and MariaDB must use the MySQL utf8 encoding, not utf8mb4.

* Ranger only supports the InnoDB engine for MySQL and MariaDB databases.

* YARN Queue Manager requires a Postgres database server with a dedicated database. Thisis atemporary
requirement.

e For MySQL 5.7, you must install the MySQL -shared-compat or MySQL -shared package. Thisisrequired for the
Cloudera Manager Agent installation.

* MySQL GTID-based replication is not supported.

« Both the Community and Enterprise versions of MySQL are supported, as well as MySQL configured by the
AWS RDS service.

» Before upgrading from CDH 5 to CDH 6, check the value of the COMPATIBLE initialization parameter in the
Oracle Database using the following SQL query:

SELECT nane, val ue FROM v$par aneter WHERE nanme = 'conpati bl e’

The default valueis 12.2.0. If the parameter has a different value, you can set it to the default as shown in the
Oracle Database Upgrade Guide.

Note: Before resetting the COMPATIBLE initialization parameter to its default value, make sure you
E consider the effects of this change can have on your system.

« |If you are using PostgreSQL High Availability (HA), then add the following property to the /etc/cloudera-scm-
server/db.properties file in the Cloudera Manager server host:

com cl ouder a. cnf. or m hi ber nat e. c3p0. preferredTest Query="sel ect pg_curren
t_wal _Isn()"

Required Databases

Various Cloudera components rely on backing RDBMS services as critical infrastructure. Y ou may require Cloudera
components to support deployment in environments where RDBM S services are made highly-available. High
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availability (HA) solutions for RDBM S are implementation-specific, and can create constraints or behavioral changes
in Cloudera components.

This section clarifies the support state and identifies known issues and limitations for HA deployments.

When upgrading Cloudera Manager, there may be a minimum version requirement for the database server.

Ensure that the Cloudera Manager database server is upgraded to at least this minimum requirement prior to starting
the new version of Cloudera Manager for the first time.

1. Stop Cloudera Manager Server service.

2. Upgrade the Cloudera Manager RPMs.

3. Upgrade the Cloudera Manager database server version.
4, Start the Cloudera Manager.

When upgrading CDP to a new version, the new version of CDP may have a minimum version requirement for the
database server which holds services metadata.

If the database server needs to be upgraded, follow this proces:

1. Stop CDP services which depend on the database server, or aternatively, stop the entire cluster.
2. Upgrade the database server version.

3. Upgrade CDP using Cloudera Manager.

4, Start the stopped services, or the entire cluster.

When a database server upgrade is required, it is not possible to perform arolling upgrade of the cluster.

Understanding the difference between HA and load balancing is important for Cloudera components, which are
designed to assume services are provided by a single RDBMS instance. Load balancing distributes operations

across multiple RDBMS servicesin parallel, while HA focuses on service continuity. Load balanced deployments
are often used as part of HA strategies to overcome demands of monitoring and failover management in an HA
environment. While less easier to implement, load-balanced deployments require applications tailored to the behavior
and limitations of the particular technology.

Support Statement: Cloudera components are not designed for and do not support load balanced deployments of any
kind. Any HA strategy involving multiple active RDBMS services must ensure al connections are routed to asingle
RDBMS service at any given time, regardless of vendor or HA implementation/technol ogy.

Cloudera supports various RDBM S options, each of which have multiple possible strategies to implement HA.
Cloudera cannot reasonably test and certify on each strategy for each RDBMS. Cloudera expects HA solutions

for RDBMS to be transparent to Cloudera software, and therefore are not supported and debugged by Cloudera.

It isthe responsibility of the customer to provision, configure, and manage the RDBMS HA deployment, so that
Cloudera software behaves as it would when interfacing with asingle, non-HA service. Clouderawill support

and help customers troubleshoot issues when a cluster has HA enabled. While diagnosing database-related
problems in Cloudera components, customers may be required to temporarily disable or bypass HA mechanisms for
troubleshooting purposes. If an HA-related issueisfound, it isthe responsibility of the customer to engage with the
database vendor so that a solution to that issue can be found.

Support Statement: Cloudera Support may require customers to temporarily bypass HA layers and connect directly to
supported RDBM S back-ends to troubleshoot issues. 1ssues observed only when connected through HA layers are the
responsibility of the customer DBA staff to resolve.
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The amount of RDBM S storage space used by CDP Private Cloud Base varies depending on the services that are
installed and the operations performed. Approximately, the amount of RDBMS storage needed is between 10 MB and
100 MB per host in the CDP cluster.

Y ou can better estimate the RDBM S storage space by deploying atest cluster with the approximate proportion
of servicerolesthat the full cluster can bear. Later, execute a sample set of operations, (including Data Recovery
backup) for about 24 hours and observe the storage usage on the RDBMS. Next, extrapolate the usage to the full
cluster size.

The ability to share an RDBMS storage between CDP Private Cloud Base and other applications depends on many
factors. Cloudera recommends that you do not share the RDBM S used by CDP Private Cloud Base with any other
application.

For non-production clusters where cluster size is small, not expected to grow, and occasional glitches are tolerable, it
is acceptable to share a database with other applications.

For aproduction cluster, CDP Runtime services must not share a database server with other applications. For small
clusters, this database can be shared by the CDP Runtime services. For large clusters (hosts > 500), each CDP
Runtime service must have its own database server.

If you have a dedicated database team managing high-performance hardware, with the CDP Private Cloud Base
databases stored on their own spindles (or raid array), then it can be possible to have the DB server shared with other
applications. When the cluster size is very large (hosts > 1000), there might be performance issues between shared
applications. Cloudera recommends that you do not share the CDP Private Cloud Base database server with other
application usages.

If you do not have a dedicated database team that can analyze and tune RDBMSS performance, it is recommended to
follow the advice for MySQL as detailed above.

For single-server Oracle installations, see the above description related to PostgreSQL.

If you are using a clustered system like Oracle RAC, with multiple servers, it is possible to use a shared DB service,
sinceitis no longer asingle server. The end user's DB team must monitor DB latency, scale the hardware, or tune DB
parameters to ensure optimal performance.

For end users attempting to tune a shared RDBMS, ensure that elapsed times must not exceed 40 milliseconds for the
99th percentile of SELECT statements on indexed single-row queries.

CDP Private Cloud Base comprises of Cloudera Manager and Runtime services. Understand the specific JDK
reguirements for your deployments.

Step 2: Install Java Devel opment Kit
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Please see the Cloudera Support Matrix for detailed information about supported JDKSs.

For Cloudera Runtime services, JDK-17 is provided as an additional platform support for Cloudera Runtime 7.1.9.

Supported JDK versions

f War ning:
e Upgrading to Oracle JDK 1.8.351 or higher, OpenJDK 11.0.17 or higher, or OpenJDK 1.8.392, and
Spark3 in CDE uses OpenJDK 11.0.17 which causes a Kerberos issue when deprecated 3DES and RC4
permitted encryption types are used.

Workaround: Remove the deprecated 3DES and RC4 encryption types in the krb5.conf and kdc.conf files.

e JDK 8u271, JDK 8u281, and JDK 8u291 may cause socket leak issues due to JDK-8245417 and
JDK-8256818. Pay attention to the build version of your JDK because some later builds are fixed as
described in JDK-8256818.

Workaround: Consider using a more recent version of the JDK like 8u282, or builds of the JIDK where the
issueisfixed.

e Oozie Workflow Graph Display in Hue does not work properly with JDK versions lower than 8u40.

¢ Thedefault value of the YARN config Add add-opens flagsto MR containersis false regardless of the
JDK, Cloudera Manager or CDP version. To run distcp or any MapReduce application, this config must
be turned on whenever JDK17 is used.

e If youareusing JDK 17 on your cluster, you must run the VM option - - add-
opens=j ava. base/j ava. | ang=ALL- UNNAMED - - add- opens=j ava. managenent /
com sun. j nx. nheanser ver =ALL- UNNAMED - - add- export s=j ava. managenent /
com sun. j nx. nbeanser ver =ALL- UNNAMED - - add- export s=j ava. base/
sun. net. dns=ALL- UNNAMED - - add- export s=j ava. base/ sun. net. util =ALL-
UNNANMED to ensure the jobs run successfully.

Table 11: Azul Open JDK versions that are tested and recommended

Azul Open JDK Version Notes

17.0.7

11.50.19

8.56.0.21 Minimum required version

Table 12: Oracle JDK versions that are tested and recommended

Oracle JDK Version Notes

17.0.6

11.0.10+8

1.8ul81 Minimum required version

Table 13: OpenJDK versions that are tested and recommended

OpenJDK Version Notes

17.0.7 17.0.2 is the minimum required OpenJDK 17 version for FIPS
11.0.4+11 11.0.3 is the minimum required OpenJDK 11 version for FIPS
1.8u231 For FIPS minimum required / latest version tested

1.8u232 Minimum required / Latest version tested
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E Note: Note the following about OpenJDK support:

« Updates above the minimum that are not listed are supported but not tested.
¢ Clouderatests only the OpenJDK builds that are provided by each operating system, and only the versions
listed in the support matrix.

Note: Cloudera Manager supports TLS 1.2 for Java 8 and Java 11. For Java 17 and higher versions, Cloudera
Manager supports TLS1.2and TLS 1.3. For TLS 1.0 and TLS 1.1, Cloudera Manager supports Java 8,
though Clouderarecommendsnottouse TLS1.0and TLS 1.1.

i Important:

For JDK 8u241 and higher versions running on Kerberized clusters, you must disable referrals by setting sun.
security.krb5.disableReferral s=true.

For example, with OpenJDK 1.8.0u242:

1. Open /usr/lib/jvm/java-1.8.0-openjdk-1.8.0.242.b08-0.el7_7.x86_64/jreflib/security/java.security with a
text editor.

2. Add sun.security.krb5.disableReferrals=true (it can be at the bottom of the file).

3. Add this property on each node that has the impacted JDK version.

4. Restart the applications using the JDK so the change takes effect.

For more information, see the KB article.

at /usr/lib/jvm, which alows Cloudera Manager to auto-detect and use the correct JDK version. If you install
the JDK anywhere else, there are additional steps required to configure Cloudera Manager with your chosen
location. See Configuring a custom Java Home L ocation.

Ij Note: Cloudera strongly recommends installing Oracle JDK at /usr/javal< JDK-VERS ON> and OpenJDK

Note: A Javaoptimization called compressed oops (ordinary object pointers) enables a 64-bit VM to

Ij address heap sizes up to about 32 GB using 4-byte pointers. For larger heap sizes, 8-byte pointers are
required. This means that a heap size dightly lessthan 32 GB can hold more objects than a heap size dlightly
more than 32 GB.

If you do not need more than 32 GB heap, set your heap size to 31GB or lessto avoid thisissue. If you need
32 GB or more, set your heap size to 48 GB or higher to account for the larger pointers. In general, for heap
sizes above 32 GB, multiply the amount of heap you need by 1.5.

Only 64 bit JDKs are supported.

Unless specifically excluded, Cloudera supports later updates to amajor JDK release from the release that support
was introduced. Cloudera excludes or removes support for select Java updates when security is jeopardized.

Running Runtime nodes within the same cluster on different JDK releasesis not supported. All cluster hosts must use
the same JDK update level.

This topic describes the networking and security requirements for CDP Private Cloud Base.
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Cloudera Runtime and Cloudera Manager Supported Transport Layer Security Versions

Note:
E ¢ Cloudera Manager supports TLS 1.2 for Java 8 and Java 11. For Java 17 and higher versions, Cloudera
Manager supports TLS1.2and TLS 1.3. For TLS1.0and TLS 1.1, Cloudera Manager supports Java 8,
though Clouderarecommendsnot touse TLS1.0and TLS 1.1.

« Domain name requirement: Environments, where domain names have non-LDH characters such as letters,
digits, or hyphens, must be avoided for Hadoop deployments as they are unsupported.

The following components are supported by the indicated versions of Transport Layer Security (TLS):

Table 14: Components Supported by TLS

Compment—‘ Role Mame—‘ Pot  Version

Cloudera Manager Cloudera Manager 7182 TLS1.2

Server
Cloudera Manager Cloudera Manager 7183 TLS12

Server
Flume 9099 TLS12
Flume Avro Source/Sink TLS12
Flume Flume HTTP Source/Sink TLS12
HBase Master HBase Master Web Ul Port 60010 TLS12
HDFS NameNode Secure NameNode Web Ul Port 50470 TLS12
HDFS Secondary NameNode | Secure Secondary NameNode Web 50495 TLS12

Ul Port

HDFS HttpFS REST Port 14000 TLS1.1,TLS12
Hive HiveServer2 HiveServer2 Port 10000 TLS12
Hue Hue Server Hue HTTP Port 8888 TLS1.2
Impala Impala Daemon Impala Daemon Beeswax Port 21000 TLS1.0,TLS11,TLS12

We recommend that clients
use the highest supported
version, TLS1.2.

Impala Impala Daemon Impala Daemon HiveServer2 Port 21050 TLS1.0,TLS11,TLS12

We recommend that clients
use the highest supported
version, TLS1.2.

Impala Impala Daemon Impala Daemon Backend Port 22000 TLS1.0,TLS11,TLS12

We recommend that clients
use the highest supported
version, TLS1.2.

Impala Impala StateStore StateStore Service Port 24000 TLS1.0,TLS1.1,TLS1.2

We recommend that clients
use the highest supported
version, TLS1.2.

Impala Impala Daemon Impala Daemon HTTP Server Port 25000 TLS1.0,TLS11,TLS12

We recommend that clients
use the highest supported
version, TLS1.2.
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Impala Impala StateStore StateStore HTTP Server Port 25010 TLS1.0,TLS11,TLS12

We recommend that clients
use the highest supported
version, TLS1.2.

Impala ImpalaCatalog Server | Catalog Server HTTP Server Port 25020 TLS10,TLS1.1,TLS1.2

We recommend that clients
use the highest supported
version, TLS1.2.

Impala Impala Catalog Server | Catalog Server Service Port 26000 TLS1.0,TLS1.1,TLS12

We recommend that clients
use the highest supported
version, TLS1.2.

Oozie Oozie Server Oozie HTTPS Port 11443 TLS1.1,TLS12
Ranger Ranger Admin Admin HTTPS Port 6182 TLS1.2
Ranger KMS Ranger KMS Server Ranger KMS HTTPS Port 9494 TLS12
Solr Solr Server Solr HTTP Port 8983 TLS11,TLS12
Solr Solr Server Solr HTTPS Port 8985 TLS11,TLS12
Spark History Server 18080 TLS12
YARN ResourceM anager ResourceManager Web Application | 8090 TLS12

HTTP Port
YARN JobHistory Server MRv1 JobHistory Web Application | 19890 TLS1.2

HTTP Port

Cloudera Runtime and Cloudera Manager Networking and Security Requirements
The hosts in a Cloudera Manager deployment must satisfy the following networking and security requirements:
* Cluster Host Requirements:

The hosts you intend to use must satisfy the following requirements:

* Youmust beabletolog in to the Cloudera Manager Server host using the root user account or an account that
has passwordless sudo privileges.

* The Cloudera Manager Server host must have uniform SSH access on the same port to all hosts. For more
information, see Runtime and Cloudera Manager Networking and Security Requirements.

« All hosts must have access to standard package repositories for the operating system and either archive.clou
dera.com or alocal repository with the required installation files.

e SELinux must be disabled or set to permissive mode before running the installer.
» Networking Protocols Support
CDP requires |Pv4. IPv6 is not supported and must be disabled.
& Important: Refer to your OS documentation or contact your OS vendor for instructions on disabling
IPv6.

See also Configure Network Names.
e Multihoming Support

Multihoming Cloudera Runtime or Cloudera Manager is not supported outside specifically certified Cloudera
Data Platform partner appliances such as Oracle Big Data Appliance, Teradata Appliance for Hadoop, and
Cray® Urika-X A system. Cloudera Data Platform finds that current Hadoop architectures combined with modern
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network infrastructures and security practices remove the need for multihoming. Multihoming, however, is
beneficial internally in appliance form factors to take advantage of high-bandwidth InfiniBand interconnects.

Although some subareas of the product may work with unsupported custom multihoming configurations, there are
known issues with multihoming. In addition, unknown issues may arise because multihoming is not covered by
our test matrix outside the Cloudera Data Platform-certified partner appliances.

* Entropy
Data at rest encryption requires sufficient entropy to ensure randomness.

See entropy requirementsin Data at Rest Encryption Requirements.

e Cluster hosts must have a working network name resolution system and correctly formatted /etc/hosts file. All
cluster hosts must have properly configured forward and reverse host resolution through DNS. The /etc/hosts files
must:

+ Contain consistent information about hostnames and | P addresses across all hosts
» Not contain uppercase hostnames
* Not contain duplicate | P addresses

Cluster hosts must not use aliases, either in /etc/hosts or in configuring DNS. A properly formatted /etc/hosts file
should be similar to the following example:

127.0.0.1 | ocal host .| ocal domai n | ocal host

192.168. 1.1 cluster-01. exanpl e. com cl uster-01
192.168. 1. 2 cl uster-02. exanpl e. com cl ust er-02
192.168. 1. 3 cl ust er-03. exanpl e. com cl uster-03

* Inmost cases, the Cloudera Manager Server must have SSH access to the cluster hosts when you run the
installation or upgrade wizard. Y ou must log in using a root account or an account that has password-less sudo
permission. For authentication during the installation and upgrade procedures, you must either enter the password
or upload a public and private key pair for the root or sudo user account. If you want to use a public and private
key pair, the public key must be installed on the cluster hosts before you use Cloudera Manager.

For alist of sudo commands that are supported by Cloudera Manager, see Cloudera Manager sudo command
options.

Cloudera Manager uses SSH only during the initial install or upgrade. Once the cluster is set up, you can disable
root SSH access or change the root password. Cloudera Manager does not save SSH credentials, and all credential
information is discarded when the installation is compl ete.

* The Cloudera Manager Agent runs as root so that it can make sure that the required directories are created and that
processes and files are owned by the appropriate user (for example, the hdfs and mapred users).

» Security-Enhanced Linux (SELinux) must not block Cloudera Manager or Runtime operations.

Note: Cloudera Enterpriseis supported on platforms with Security-Enhanced Linux (SELinux) enabled

B and in enforcing mode. Clouderais not responsible for SELinux policy development, support, or
enforcement. If you experience issues running Cloudera software with SELinux enabled, contact your OS
provider for assistance.

If you are using SELinux in enforcing mode, Cloudera Support can request that you disable SELinux or
change the mode to permissive to rule out SELinux as a factor when investigating reported issues.

« Firewalls (such asiptables and firewalld) must be disabled or configured to allow access to ports used by Cloudera
Manager, Runtime, and related services.

» For RHEL and CentOS, the /etc/sysconfig/network file on each host must contain the correct hostname.

» Cloudera Manager and Runtime use several user accounts and groups to complete their tasks. The set of user
accounts and groups varies according to the components you choose to install. Do not delete these accounts or
groups and do not modify their permissions and rights. Ensure that no existing systems prevent these accounts and
groups from functioning. For example, if you have scripts that delete user accounts not in an allowlist, add these
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accounts to the list of permitted accounts. Cloudera Manager, Runtime, and managed services create and use the
following accounts and groups:

Table 15: Users and Groups

Apache Atlas atlas atlas, hadoop Apache Atlas by default has
atlas as user and group. It is
configurable

Apache Flink flink flink The Flink Dashboard runs as this
user.

Apache HBase hbase hbase The Master and the
RegionServer processes run as
this user.

Apache HBase Indexer hbase hbase Theindexer serversarerun as
this user.

Apache HDFS hdfs hdfs, hadoop The NameNode and DataNodes
run as this user, and the HDFS
root directory aswell asthe
directories used for edit logs
should be owned by it.

Apache Hive hive hive The HiveServer2 process and
the Hive Metastore processes
run asthisuser.A user must be
defined for Hive accessto its
Metastore DB (for example,
MySQL or Postgres) but it can
be any identifier and does not
correspond to aUnix uid. Thisis
javax.jdo.option.ConnectionUserName
in hive-site.xml.

Hiveon Tez

Apache Impaa impala impala, hive Impala services run as this user.

Apache Kafka kafka kafka Kafka brokers, mirrorMaker, and
Connect workers run as this user.

Apache Knox knox knox Apache Knox Gateway Server
runs as this user

Apache Kudu kudu kudu Kudu services run as this user.

Apache Livy livy livy The Livy Server process runs as
this user

Apache NiFi nifi nifi Runs as the nifi user

Apache NiFi Registry nifiregistry nifiregistry Runs as the nifiregistry user

Apache Oozie oozie oozie The Oozie service runs as this
user.

Apache Ozone hdfs hdfs, hadoop Ozone Manager, Storage
Container Manager (SCM),
Recon and Ozone Datanodes run
asthisuser.

Apache Parquet ~ ~ No special users.

Apache Phoenix phoenix phoenix The Phoenix Query Server runs
asthis user

Apache Ranger ranger ranger, hadoop Ranger Admin, Usersync

and Tagsync services by
default have ranger as user and
ranger, hadoop as groups. It is
configurable.
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Component (Version) Unix User ID Groups Functionality

Apache Ranger KMS Ranger KM S runs with kms user
and group. It is configurable.

Apache Ranger Raz rangerraz ranger Ranger Raz runs with rangerraz
user and is part of the ranger
group.

Apache Ranger RMS rangerrms ranger Ranger RM S runs with
rangerrms user and is part of the
ranger group.

Apache Solr solr solr The Solr processes run as this
user.

Apache Spark spark spark The Spark History Server
process runs as this user.

Apache Sgoop sgoop sgoop This user isonly for the Sqoopl
Metastore, a configuration option
that is not recommended.

Apache YARN yarn yarn, hadoop Without Kerberos, all YARN
services and applications

run asthisuser. The
LinuxContainerExecutor
binary is owned by this user for

Kerberos.

Apache Zeppelin zeppelin zeppelin The Zeppelin Server process runs
as this user

Apache ZooK eeper zookeeper zookeeper The ZooK eeper processes run as

thisuser. It is not configurable.

Cloudera Manager (all versions) | cloudera-scm cloudera-scm Clusters managed by Cloudera
Manager run Cloudera Manager
Server, monitoring roles, and
other Cloudera Server processes
as cloudera-scm. Requires keytab
file named cmf .keytab because
name is hard-coded in Cloudera

Manager.

Cruise Control cruisecontrol hadoop The Cruise Control process runs
asthis user.

HttpFS httpfs httpfs The HttpFS service runs

asthis user. See “HttpFS
authentication” for instructions
on how to generate the merged
httpfs-http.keytab file.

Hue hue hue Hue services run as this user.
Hue Load Balancer apache apache The Hue Load balancer has a
dependency on the apache2

package that uses the apache user
name. Cloudera Manager does
not run processes using this user
ID.

Key Trustee Server keytrustee keytrustee The Key Trustee Server service
runs as this user.

Schema Registry schemaregistry hadoop The Schema Registry process
runs as this user.

Streams Messaging Manager streamsmsgmgr streamsmsgmgr The Streams Messaging Manager
processes runs as this user.
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Streams Replication Manager streamsrepmgr streamsrepmgr The Streams Replication
Manager processes runs as this
user.

This topic describes the data at rest encryption requirements for Cloudera Private Cloud Base.
Encryption comprises several components, each with its own requirements.
Data at rest encryption protection can be applied at a number of levels within Hadoop:

» OSfilesystem-level
*  Network-level
e HDFS-level (protects both data at rest and in transit)

This section contains the various hardware and software requirements for al encryption products used for Data at
Rest Encryption.

For more information on supported operating systems, see Cloudera Support Matrix.

For more information on the components, concepts, and architecture for encrypting data at rest, see Encrypting Data
at Rest.

Cryptographic operations require entropy to ensure randomness.

Y ou can check the available entropy on aLinux system by running the following command:
cat /proc/sys/kernel/random entropy_avai l

The output displays the entropy currently available. Check the entropy several times to determine the state of the
entropy pool on the system. If the entropy is consistently low (500 or less), you must increase it by installing rng-tools
and starting the rngd service.

For RHEL 7, run the following commands:

sudo yuminstall rng-tools

cp /usr/lib/systend/systenirngd. service /etc/systend/ system

sed -i -e 's/ExecStart=\/sbin\/rngd -f/ExecStart=\/sbin\/rngd -f -r \/dev\/u
randoni' /etc/systend/ system rngd. service

systenctt!| daenon-rel oad

systenttl start rngd

systentt!| enable rngd

Make sure that the hosts running Key Trustee Server and Ranger KM S have sufficient entropy to perform
cryptographic operations.

Installing and managing Key Trustee Server using Cloudera Manager requires Cloudera Manager 5.4.0 and higher.

Key Trustee Server installation requires the default umask of 0022.
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For new Key Trustee Server installations (5.4.0 and higher) and migrated upgrades (see Migrate Apache Web Server
to CherryPy for more information), Key Trustee Server requires the following TCP ports to be opened for inbound
traffic:

e 11371
Clients connect to this port over HTTPS.
» 11381 (PostgreSQL)
The passive Key Trustee Server connects to this port for database replication.
For upgrades that are not migrated to the CherryPy web server, the pre-upgrade port settings are preserved:
« 80

Clients connect to this port over HTTP to obtain the Key Trustee Server public key.
« 443 (HTTPS)

Clients connect to this port over HTTPS.
e 5432 (PostgreSQL)

The passive Key Trustee Server connects to this port for database replication.

To ensure secure network traffic, Cloudera recommends obtaining Transport Layer Security (TLS) certificates
specific to the hostname of your Key Trustee Server. To obtain the certificate, generate a Certificate Signing Request
(CSR) for the fully qualified domain name (FQDN) of the Key Trustee Server host. The CSR must be signed by
atrusted Certificate Authority (CA). After the certificate has been verified and signed by the CA, the Key Trustee
Server TLS configuration requires:

* The CA-signed certificate
e The private key used to generate the original CSR
e Theintermediate certificate/chain file (provided by the CA)

Cloudera recommends not using self-signed certificates. If you use self-signed certificates, you must use the --sk
ip-ssl-check parameter when registering Navigator Encrypt with the Key Trustee Server. This skips TLS hostname
validation, which safeguards against certain network-level attacks. For more information regarding insecure mode,
see Registration Options.

This topic describes the third-party filesystems supported by Cloudera Private Cloud Base.
Cloudera Private Cloud Base supports the following third-party filesystems:

Please see the CDP Private Cloud Base Release Guide for Dell EMC PowerScal e support.
Please see the CDP Private Cloud Base Release Guide for IBM Spectrum Scal e support.

These topics provide instructions for installing the trial version of Cloudera Private Cloud Base in a non-production
environment for demonstration and proof-of-concept use cases.

In these procedures, Cloudera Manager automates the installation of the JDK, Cloudera Manager Server, an
embedded PostgreSQL database, Cloudera Manager Agent, Cloudera Runtime, and other managed services on cluster
hosts. Cloudera Manager a so configures databases for the Cloudera Manager Server and Hive Metastore, Ranger,
and for Cloudera Management Serviceroles.
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Thisinstallation method is recommended for trial deployments, but is not supported for production deployments
because it is ot designed to scale. To use this method, server and cluster hosts must satisfy the following
reguirements:

« All hosts must have a supported operating system installed.

* You must be ableto log in to the Cloudera Manager Server host using the root user account or an account that has
passwordless sudo privileges.

* The Cloudera Manager Server host must have uniform SSH access on the same port to all hosts. For more
information, see Runtime and Cloudera Manager Networking and Security Requirements.

« All hosts must have access to standard package repositories for the operating system and either archive.cloudera
.com or alocal repository with the required installation files.

e SELinux must be disabled or set to permissive mode before running the installer.

Cloudera Private Cloud Base Trial Download Information
Cloudera Private Cloud Base Installation Guide

In this procedure, Cloudera Manager automates the installation of the Oracle JDK, Cloudera Manager Server,
embedded PostgreSQL database, Cloudera Manager Agent, Runtime, and managed service software on cluster hosts.
Cloudera Manager aso configures databases for the Cloudera Manager Server and Hive Metastore and optionally for
Cloudera Management Service roles.

Important: This procedureisintended for trial and proof-of-concept deployments only. It is not supported
for production deployments because it is not designed to scale.

Cluster Host Requirements:
The hosts you intend to use must satisfy the following requirements:

e You must be ableto log in to the Cloudera Manager Server host using the root user account or an account that has
passwordless sudo privileges.

* The Cloudera Manager Server host must have uniform SSH access on the same port to all hosts. For more
information, see Runtime and Cloudera Manager Networking and Security Requirements.

« All hosts must have access to standard package repositories for the operating system and either archive.cloudera
.com or alocal repository with the required installation files.

e SELinux must be disabled or set to permissive mode before running the installer.
Refer to the following topics for the steps required to install atrial cluster.

Before you begin atrial installation, you must disable SELinux if you want the Cloudera Manager installer to run.
Y ou can also optionally configure an HTTP proxy.

The Cloudera Manager installer accesses archive.cloudera.com by using yum on RHEL systems. zypper on SLES
systems, or apt-get on Ubuntu systems. If your hosts access the Internet through an HTTP proxy, you can configure
yum system-wide, to access archive.cloudera.com through a proxy.

To do so, modify the system configuration on every cluster host as follows:

RHEL -compatible /etc/yum.conf proxy=http://SERVER:PORT/
SLES [root/.curlrc --proxy=http://SERVER:PORT/
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Ubuntu [etc/apt/apt.conf Acquire::http::Proxy  "http
//ISERVER:PORT";

Note: Cloudera Private Cloud Base is supported on platforms with Security-Enhanced Linux (SELinux)

IE enabled and in enforcing mode. Clouderais not responsible for SELinux policy development, support, or
enforcement. If you experience issues running Cloudera software with SELinux enabled, contact your OS
provider for assistance.

If you are using SELinux in enforcing mode, Cloudera Support can request that you disable SELinux or
change the mode to permissive to rule out SELinux as a factor when investigating reported issues.

Although Cloudera supports running Cloudera software with SELinux enabled, the Cloudera Manager installer will
not proceed if SELinux is enabled. Disable SELinux or set it to permissive mode before running the installer.

After you have installed and deployed Cloudera Manager and Runtime, you can re-enable SELinux by changing SELI
NUX=permissive back to SELINUX=enforcing in /etc/selinux/config (or /etc/sysconfig/selinux), and then running the
following command to immediately switch to enforcing mode:

setenforce 1

If you are having trouble getting Cloudera Software working with SELinux, contact your OS vendor for support.
Clouderais not responsible for developing or supporting SELinux policies.

Y ou can download the trial version of Cloudera Private Cloud Base from the Cloudera Download site.

Y ou can use the trial software for 60 days without obtaining alicense key file. Thetrial installation includes an
embedded PostgreSQL database and is not suitable for a production environment.

1. Gotothetrial download page for Cloudera Private Cloud Base.
2. Click Try Now.
3. Follow the download-instructions.

Run the Cloudera Manager Server Installer.

Run the Cloudera Manager installer to the cluster host to which you are installing the Cloudera Manager Server.
By default, the automated installer binary (cloudera-manager-installer.bin) installs the highest version of Cloudera
Manager.

* Download thetrial software.
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1

Run the Cloudera Manager installer:
a) Change cloudera-manager-installer.bin to have execute permissions:

chnmod u+x cl ouder a-manager-installer. bin

b) Run the Cloudera Manager Server installer:

sudo ./cl oudera-manager-installer.bin

¢) For clusters without Internet access: Install Cloudera Manager packages from alocal repository:

sudo ./cl oudera-manager-installer.bin --skip repo_package=1

The Cloudera Manager Read M e page appears.

Cloudera Manager

The Cloudera Manager Installer enables you to install Cloudera Manager and

bootstrap an entire COP cluster, reguiring only that you have S5H access to

your cluster's machines, and that those machines have Internet access.

This installer is for demonstration and proof-of-concept deployments only.

It is not supported for production deployments because it is not designed to

scale and may require database migration as your cluster grows.
The Cloudera Manager Installer will automatically:

* Detect the operating system on the Cloudera Manager host

* Install the package repository for Cloudera Manager and the Java Runtime
Environment (JRE)

* Install the JRE if it's not already installed

* Install and configure an embedded PostgreSOL database

* Install and run the Cloudera Manager Server

Once server installation is complete, you can browse to Cloudera Manager's
web interface and use the cluster installation wizard to set up your CDP
cluster.

Cloudera Manager supports the following é&4-bit operatimg systems:

#* Red Hat Enterprise Linux 7 (Update & or later recommended)
* Oracle Enterprise Linux 7 (Update & or later recommended)
* Cent0S 7 (Update 4 or later recommended)

* Ubuntu 18.84 LTS

< Cancel > < Back > JLEESEES
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2. Click Next.
The Cloudera Standard L icense page appears.

Cloudera Data Center Edition
Cloudera Standard License
Version 2819-12-12

THE TERMS AND CONDITIONS OF THIS CLOUDERA STANDARD LICENSE (THE “AGREEMENT") APPLY TO YOUR USE OF OR ACCESS TO THE
PRODUCTS (AS DEFINED BELOW) MADE AVAILABLE BY CLOUDERA, INC. (“CLOUDERA").

PLEASE READ THIS AGREEMENT CAREFULLY.

IF YOU ("YOU" OR "CUSTOMER”) PLAN TO USE OR ACCESSS ANY OF THE PRODUCTS ON BEHALF OF A COMPANY OR OTHER ENTITY, YOU
REPRESENT THAT YOU ARE THE EMPLOYEE OR AGENT OF SUCH COMPANY OR OTHER ENTITY AND YOU HAVE THE AUTHORITY TO ACCEPT ALL OF
THE TERMS AND CONDITIONS SET FORTH IN THIS AGREEMENT ON BEHALF OF SUCH COMPANY OR OTHER ENTITY.

BY USING OR ACCESSING ANY OF THE PRODUCTS, YOU ACKNOWLEDGE AND AGREE THAT YOU: (A) HAVE READ, (B) UNDERSTAND, AND (C)
AGREE TO BE LEGALLY BOUND BY, ALL OF THE TERMS SET FORTH IN THIS AGREEMENT.

IF YOU DO NOT AGREE WITH ANY OF THE TERMS OF THIS AGREEMENT, YOU MAY NOT USE OR ACCESS ANY PORTION OF THE PRODUCTS.
THE "EFFECTIVE DATE" OF THIS AGREEMENT IS THE DATE YOU FIRST DOWNLOAD OR ACCESS ANY OF THE PRODUCTS.

1. Product. For the purpose of this Agreement, “Product” means any of Cloudera’s offerings provided to Customer under
the terms of this Agreement, including but not limited to Cloudera proprietary software, any hosted or cloud-based
service (a "Cloudera Online Service”), any trial software, and any software related to the foregoing.

2. Entire Agreement. This Agreement includes any exhibits attached hereto and web links referenced herein or in any
exhibit. This Agreement is the entire agreement of the parties regarding the subject matter hereof, and except as may be
otherwise agreed by the parties in writing, supersedes all other agreements between the parties, whether coral or
written, regarding the subject matter hereof.

3. Delivery. The Product is delivered via electronic download (or, in the case of Cloudera Online Services, as a hosted,

cloud-based service, accessible to Customer through a web browser), made available following Customer’s acceptance of
this Agreement. If Customer uses the Cloudera Online Services, Customer will adhere to, and agrees to be bound by, the

( 13%)
< Cancel > < Back >
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3. Click Next to accept the license agreement.
The theinstaller starts and does the following:

a. Instals Oracle JDK.

: DK .
I T

openjdk8

b. Installsthe Cloudera Manager Server.

INSTE 11 ;I'll':
Cloudera Manager Server -

clnudera—managar—snr\rnr

c. Installsthe embedded PostgreSQL packages and starts the database and Cloudera Manager Server.

Install 1 g

Embedded Database

cloudera-manager-server-db-2

Note: If theinstalation isinterrupted, run the following command on the Cloudera Manager Server host
before you retry the installation:

sudo /usr/share/ cnf/uninstall-cl oudera-manager. sh

Thelog filesfor the installer are stored in /var/log/cloudera-manager-installer/.
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4, Exittheinstdler:

a) When the installation completes, the complete URL for the Cloudera Manager Admin Console displays,
including the default port number: 7180.

i Important: Make anote of this URL or take a screen capture as you will need it for the next task.

Next step
Point your web browser to http:f/ccycloud-1.streams-trial.root.hwx.site:7188/. Log in to Cloudera Manager with
username: 'admin' and password: 'admin' to continue installation. (Note that the hostname may be incorrect. If the
url does not work, try the hostname you use when remotely connecting to this machine.) If you have trouble

connecting, make sure you have disabled firewalls, like iptables.

b) Click OK.

The success message appesars.
c) Click OK to exit the installer.

Finish
Installation was successful.

d) Wait afew minutes for the Cloudera Manager Server to start. To observe the startup process, run sudo tail -f
Ivar/log/cloudera-scm-server/cloudera-scm-server.log on the Cloudera Manager Server host. When you see
the following log entry, the Cloudera Manager Admin Console is ready:

I NFO WebSer ver | npl : com cl ouder a. server. cnf. \WbServerlInpl: Started Jetty
server.

Install Cloudera Runtime
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After you have installed Cloudera Manager, log in to Cloudera Manager to access the Add Cluster - Installation
wizard. Here you will add hoststo form a cluster and install Cloudera Runtime and Cloudera Manager Agent
software.

¢ You haveinstalled Cloudera Manager.

1. Inaweb browser, enter the URL that the Cloudera Manager Installer displayed in the previous task: http
:/I<SERVER_HOST>:7180, where <SERVER_HOST> isthe FQDN or IP address of the host where the Cloudera
Manager Server is running.

For example: http://ccycloud-1.streams-trial .root.nwx.site: 7180

The Cloudera Manager Sign In page appears.

[ C @ Mot Secure | ceycloud-1.streams-trial.root.hwx.site:7180/cmf/login LT« I |

c CLOUD=RA

Manager

[JRemember me
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2. Signinwith the default credentials:

¢ Username: admin
e Password: admin

Click Sign In.

admin

Remember me

Sign In

The Welcome to Cloudera Manager page appears.
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3. Select:

* Try Cloudera Data Platform for 60 days
* Yes, | accept the Cloudera Standard License Terms and Conditions

Welcome to Cloudera Manager 7.1.3

Upload License File

O Upload Cloudera Data Platform License

Cloudera Data Platform provides important features that help you manage and monitor your Hadoop clusters in mission-critical
environments. Cloudera Data Platform is a subscription service with enhanced capabilities and support. Contact Cloudera Sales (£

(Accept .txt or .zip)

@® Try Cloudera Data Platform for 60 days

A\ After the trial period, you will need a valid Cloudera Data Platform license to access the Cloudera Manager Admin Console. Your
cluster and data will remain unaffected.

Cloudera Standard License

Version 2019-12-12

THE TERMS AND CONDITIONS OF THIS CLOUDERA STANDARD LICENSE (THE "AGREEMENT") APPLY TO
¥OUR USE OF OR ACCESS TO THE PRODUCTS (AS DEFINED BELOW) MADE AVAILABLE BY CLOUDERA, INC.
("CLOUDERA").

PLEASE READ THIS AGREEMENT CAREFULLY.

IF YOU ("YOU" OR "CUSTOMER") PLAN TO USE OR ACCESSS ANY OF THE PRODUCTS ON BEHALF OF A
COMPANY OR OTHER ENTITY, YOU REPRESENT THAT YOU ARE THE EMPLOYEE OR AGENT OF SUCH

Yes, | accept the Cloudera Standard License Terms and Conditions.

Continue
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4. Click Continue.

The Add Cluster - Installation page, Welcome section appears. The steps on the left let you know where you are
in the workflow.

c CLOUDERA (1) Welcome
Manager

2 Cluster Basics

3 Specify Hosts

€) AutoTLS is currently not enabled. This means the over-the-wire communication is insecure. Click here

4 Select Repository to setup Enable AutoTLS

AKDC is currently not configured. This means you cannot create Kerberized clusters. Kerberized
clusters are required for Ranger, Atlas, and services that depend on them. Click here to setup a KDC.

5 Select JDK

6 Enter Login Credentials

Adding a cluster in Cloudera Manager consists of

7 Install Agents wo steps.

8 Install Parcels
@ Add a set of hosts to form a cluster and
B) Inspect Cluster install Cloudera Runtime and the Cloudera

Manager Agent software.

@ Select and configure the services to run on
this cluster.

CQ"Quick Links

Installation Guide

Operating System Requirements
Database Requirements

JDK Requirements

5. Click Continue.
The Cluster Basics section appears.
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6. Enter aname for the cluster and click Continue.

Add Cluster - Installation

Welcome

Cluster Basics

3 Specify Hosts

4 Select Repository

5 Select JDK

6 Enter Login Credentials

7 Install Agents

8 Install Parcels

9 Inspect Cluster

The Specify Hosts section appears.

Cluster Basics

Cluster Name

Streams Tria[l ]

[

Iléb

Regular Cluster

A Regular Cluster contains storage nodes, compute nodes,
and other services such as metadata and security
collocated in a single cluster.
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7. Enter the cluster host names or | P addresses in the Hostnames field.

Add Cluster - Installation

Welcome

Cluster Basics

Specify Hosts

4 Select Repository

5 Select JDK

6 Enter Login Credentials

7 Install Agents

8 Install Parcels

9 Inspect Cluster

Specify Hosts

Hosts should be specified using the same hostname (FQDN) that they will identify
themselves with. Cloudera recommends including Cloudera Manager Server's host.

This also enables health monitoring for that host.

Hostname

ceycloud-2.streams-trial.root.hwx.site
ceyeloud-3.streams-trial.root.hwx.sitel

Hint: Search for hostnames or IP addresses

using patterns .

Y ou can specify host name and | P address ranges as follows:

Expansion Range Matching Hosts

10.1.1.[1-4]

10.1.1.1,10.1.1.2,10.1.1.3,10.1.1.4

host[1-3].example.com

host1.example.com, host2.example.com, host3.example.com

host[07-10].example.com

host07.example.com, host08.example.com, host09.example.com, host10.example.com
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8. Click Search.

Cloudera Manager discovers the hosts.

Add Cluster - Installation

Welcome

Cluster Basics

Specify Hosts

4 Select Repository

5 Select JDK

6 Enter Login Credentials

7 Install Agents

8 Install Parcels

9 Inspect Cluster

Specify Hosts

Hosts should be specified using the same hostname (FQDN) that they will identify themselves with. Cloudera recommends

including Cloudera Manager Server's host. This also enables health monitoring for that host.

CCYCTOUT- T STrEamS-UTar roo LW STE
ceycloud-2. streams-trial.root.hwx.site
ceycloud-3.streams-trial.root.hwx.site

Hostname

Hint: Search for hostnames or IP addresses using patterns 0.

3 hosts scanned, 3 running SSH.

SSH Port: 22 |

Click the first checkbox, hold down the Shift key and click the last checkbox to select a range.

Expanded Query | Hostname (FQDN) IP Address Currently Managed

ccycloud-1.streams- ceycloud-1.streams- 172.27.123.204 No
trial.root.hwx.site trial.root.hwx._site

ccycloud-2.streams- ceycloud-2.streams- 172.27.26.143 No
trial.root.hwx.site trial.root.hwx.site

ccycloud-3.streams- ceycloud-3.streams- 172.27.92198 No

trial ront hwy site

trial rant hwy sita

Result

Host was
successfully

scanned

Host was
successfully

scanned.

Host was

anrrassfully

9. Verify host entries, deselect any that you do not want to install services on, and click Continue.
The Select Repository section appears.
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10. Select the following options:

» Public Cloudera Repository

e UseParcels

e Theversion of Cloudera Runtime that you want to install.
* Inthe Additional Parcels section, None.

Add Cluster - Installation

Ld Welcome

[ Cluster Basics

L Specify Hosts
(4) Select Repository

5 Select JDK

6 Enter Login Credentials
7 Install Agents

8 Install Parcels

9 Inspect Cluster

11. Click Continue.

Select Repository

Cloudera Manager Agent

Cloudera Manager Agent 7.1.3 (#4999720) needs to be installed on all new hosts.

Repository Location @ Public Cloudera Repository

Ensure the above version is listed in https://archive.cloudera.com/cm?7 and that you have access to
that repository. Requires direct Internet access on all hosts.

O Custom Repository

CDH and other software

Cloudera recommends the use of parcels for installation over packages, because parcels enable Cloudera Manager to easily
manage the software on your cluster, automating the deployment and upgrade of service binaries. Electing not to use parcels
will require you to manually upgrade packages on all hosts in your cluster when software updates are available, and will prevent
you from using Cloudera Manager's rolling upgrade capabilities.

Install Method O Use Packages @

@ Use Parcels (Recommended) @ Parcel Repositories & Network Settings  Other Parcel Configurations
Version Versions that are too new for this version of Cloudera Manager (7.1.3) will not be shown.
® Cloudera Runtime 7.1.3-1.cdh7.1.3.p0.4992530
(O CDH 6.3.2-1.cdh6.3.2.p0.1605554
O CDH 5.16.2-1.cdh5.16.2.p0.8
Additional Parcels (O ACCUMULO 1.9.2-1. ACCUMULO6.1.0.p0.908695

) ACCUMULO 1.7.2-5.5.0.ACCUMULOS5.5.0.p0.8
® None

The Select JDK section appears.
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12. Select Install a Cloudera-provided version of OpenJdDK.

Add Cluster - Installation

Welcome

Select JDK
Cluster Basics

Selected Version Cloudera Runtime 7.1

Specify Hosts
Supported JDK OpenJDK 8, 11 or Oracle JOK 8,11

: Version
Select Repository

More details on supported JDK version. (2'
Select JDK

If you plan to use JDK 11, you will need to install it manually on all hosts and then select the Manually manage JDK option

below.
6 Enter Login Credentials W

O Manually manage JOK

7 Install Agents
s €) Please ensure that a supported JDK is already installed on all hosts. You will need to manage installing the

unlimited strength JCE policy file, if necessary.

8 Install Parcels

® Install a Cloudera-provided version of OpenJDK
9 Inspect Cluster By proceeding, Cloudera will install a supported version of OpenJDK version 8.
O Install a system-provided version of OpenJDK

By proceeding, Cloudera will install the default version of OpenJDK version 8 provided by the Operating System.

13. Click Continue.
The Enter Login Credentials section appears.
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14. Do the following:

e Select root.

e Select All hosts accept same password.

« Enter the password for the account that allows root access to your hosts.
e Click Continue.

Add Cluster - Installation

L# Welcome

Enter Login Credentials

Cluster Basics

Root access to your hosts is required to install the Cloudera packages. This installer will connect to your hosts via SSH

Specify Hosts and log in either directly as root or as another user with password-less sudo/pbrun privileges to become root.

Login To All Hosts As: @ root

Select Repository O Anoth
nother user

Select JDK You may connect via password or public-key authentication for the user selected above.
Authentication Method: @ All hosts accept same password

Enter Login Credentlals O All hosts accept same private key
7 Install Agents Enter Password:
Confirm Password:

SSH Port: 22 |

Number of Simultanecus 10
Installations:

|

8 |Install Parcels

9 Inspect Cluster

i

(Running a large number of installations at once can consume large amounts of network
bandwidth and other system resources)

The Install Agents section appears showing the progress of the installation.
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Add Cluster - Installation

8

9

Welcome

Cluster Basics

Specify Hosts

Select Repository

Select JDK

Enter Login Credentials

Install Agents

Install Parcels

Inspect Cluster

Welcome

Cluster Basics

Specify Hosts

Select Repository

Select JDK

Enter Login Credentials

Install Agents

Install Parcels

Inspect Cluster

Install Agents

Installation in progress.

0 of 3 host(s) completed successfully. Abort Installation

Hostname IP Address Progress Status

ccycloud-1.streams- 172.27.123.204

trial.root.hwx.site

ccycloud-2.streams- 172.27.26.143

trial.root.hwx.site
ccycloud-3.streams- 172.27.92.198 -

trial.root.hwx.site

Add Cluster - Installation

Install Parcels

The selected parcels are being downloaded and installed on all the hosts in the cluster.

Distributed: 0/0 Unpacked: 0/0

v Cloudera Runtime 7.1.3-1.... Downloaded: 3%

After the parcels are installed the Inspect Cluster section appears.

D Installing openjdk8 package...

2 Installing openjdk8 package...

D Installing openjdkB package.

Details B3

Details O

Details O

Activated: 0/0

Back

After the agents are installed, the I nstall Par cels section appears showing the progress of the parcel installation.
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Add Cluster - Installation

L# Welcome

Inspect Cluster

k# Cluster Basics

You have created a new empty cluster. Cloudera recommends that you run the following inspections. For accurate
® Specify Hosts measurements, Cloudera recommends that they are performed sequentially.

@) select Reposttory @ Inspect Network Performance

Once the inspection is complete, review the inspector results before proceeding.

) SRl > Advanced Options

® Enter Login Credentials Inspect Network Performance

@ Inspect Hosts

k# |nstall Agents
Once the inspection is complete, review the inspector results before proceeding.

k@ |nstall Parcels Inspect Hosts

Q Inspect Cluster @ Fix the issues and run the inspection tools again.
O Quit the wizard and Cloudera Manager will delete the temporarily created cluster.

C I understand the risks of not running the inspections or the detected issues, let me continue with cluster setup.
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15. Do the following:
a) Select Inspect Network Performance.

Y ou can click Advanced Options to customize some ping parameters.
b) After the network inspector completes, click Show Inspector Results to view the resultsin a new tab.

Address any reported issues, and click Run Again.
¢) Click Inspect Hosts.
d) After the host inspector completes, click Show Inspector Results to view the resultsin a new tab.

Address any reported issues, and click Run Again.

Add Cluster - Installation

# Welcome

Inspect Cluster

Cluster Basics

You have created a new empty cluster. Cloudera recommends that you run the following inspections. For accurate

Specify Hosts measurements, Cloudera recommends that they are performed sequentially.

@ Inspect Network Performance

Select Repository

> Advanced Options

Select JDK .

Status @ Last Run a few seconds ago Duration 18.11s Show Inspector Results (£
Enter Login Credentials Run Again More ~
Install Agents o [nspec‘t Hosts

No issues were detected, review the inspector results to see what checks were performed.
Install Parcels

Status @ Last Run a few seconds ago Duration 18.48s Show Inspector Results (2

(9) Inspect Cluster
Run Again More »
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16. Click Continue.
The Add Cluster - Configuration page appears.

Add Cluster - Configuration

@ Select Services

Select Services
2 Assign Roles

Choose a combination of services to install.
3 Setup Database O Data Engineering

Process, develop, and serve predictive models.
Services: HDFS, YARN, YARN Queue Manager, Ranger, Atlas, Hive, Hive on Tez, Spark, Oozie, Hue, and Data Analytics

4 Enter Required Parameters
Studio

5 Review Changes

_ O Data Mart
6 Command Details

Browse, query, and explore your data in an interactive way.

Services: HDFS, Ranger, Atlas, Hive, Impala, and Hue
7 Summary

O Operational Database

Real-time insights for modern data-driven business.
Services: HDFS, Ranger, Atlas, and HBase

O Custom Services

Choose your own services. Services required by chosen services will automatically be included

This wizard will also install the Cloudera Management Service. These are a set of compaonents that enable monitoring,
reporting, events, and alerts; these components require databases to store information, which will be configured on the
next page.

Results
This completesthe Add Cluster - Installation wizard.

What to do next
Set up acluster.

Set Up a Cluster Using the Wizard

After completing the Cluster Installation wizard, the Cluster Setup wizard automatically starts. The following sections
guide you through each page of the wizard.

Select Services

The Select Services page alows you to select the services you want to install and configure. Make sure that you have
the appropriate license key for the services you want to use.
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f Important:
In case you deploy a scratch cluster that has not yet been kerberized, you cannot choose any service that
requires Kerberos as a pre-requisite, including Ranger, RangerKM S, Atlas, and Knox.

Each of these serviceswill carry such note near it (see example for Ranger):

O @ Ranger Apache Ranger is a framework to enable, monitor and manage comprehensive data security across the Hadoop platform.
This service requires Kerberos.

Choosing either of these services to be installed without having a Kerberos-based cluster will lead to a non-
functioning cluster. It is advised to install these services separately only after enabling Kerberos on the
cluster. For more information, see Set up aKDC.

After selecting the services you want to add, click Continue. The Assign Roles page displays.

Note that if you did not add Kerberos to the cluster at the beginning of the Wizard (i.e. setting Cloudera
Manager as Key Distribution Center), you will need to choose only Customer Services option and pick the
non-kerberos services you want to deploy, and only post enabling Kerberos, you will repeat the Wizard and
complete the Kerberos based services.

Y ou can choose from:

Data Engineering
Process develop, and serve predictive models.
Servicesincluded: HDFS, YARN, YARN Queue Manager, Ranger, Atlas, Hive, Hive on Tez,
Spark, Oozie, and Hue
DataMart
Browse, query, and explore your datain an interactive way.

Servicesincluded: HDFS, Ranger, Atlas, Hive, and Hue

Operational Database
Real-time insights for modern data-driven business.

Servicesincluded: HDFS, Ranger, Atlas, and HBase

Custom Services
Choose your own services. Services required by chosen services will automatically be included.

E Note:

In most cases, you will choose Custom Services and will pick the services that were
purchased by the customer. Remember that if thisis a scratch cluster installation and
KDC/TLS were not installed, any service marked with ared note stating This service
requires Kerberos can be installed now.

o — e ot
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After picking the services you would like to deploy, for each service you will be asked to choose the
nodes on which the service will be deployed. Assign the service as instructed by Cloudera according
to the Cloudera pre-defined role distribution design table.

B Note:
Though the Wizard installs the services chosen, some functions that are required
for these services are not installed during the Wizard's initial installation due to
dependencies and will need to be added later manually, such as service GateWays
for HBASE, HDFS, Solr, and Y arn. To add them manually later, once the cluster
isup, simply go to the service instances page, choose to add arole instance, pick
the Gateway instance, and assign it according to the Cloudera pre-defined role
distribution design table to the correct nodes.

After selecting the services you want to add, click Continue. The Assign Roles page displays.

The Assign Roles page suggests role assignments for the hosts in your cluster. Y ou can click on the hostname for a
role to select adifferent host. Y ou can also click the View By Host button to see all the roles assigned to a host.

To review the recommended role assignments, see Recommended Cluster Hosts and Role Distribution.

After assigning all of the roles for your services, click Continue. The Setup Database page displays.

When using the Cloudera Manager installer with the embedded database, the Setup Database page is pre-popul ated
with the database names and passwords. Click Test Connection to validate the settings. If the connection is
successful, a green checkmark and the word Successful appears next to each service. If there are any problems, the
error is reported next to the service that failed to connect. Some databases will be created in afuture step. For these,
the words Skipped. Cloudera Manager will create this database in alater step. appear next to the green checkmark.

After verifying that each connection is successful, click Continue. The Review Changes page displays.

The Enter Required Parameter s page lists required parameters for the Cloudera Manager API client, and Ranger.

If you do not have an existing user for the Cloudera Manager API client, use the default username and password
"admin" for both the The Existing Cloudera Manager API Client Username and The Existing Cloudera Manager AP
Client Password.

The Ranger Admin user, Usersync user, Tagsync User, and KMS Keyadmin User are created during cluster
deployment. In this page you must give a password for each of these users.

Note: Passwords for the Ranger Admin, Usersync, Tagsync, and KM S Keyadmin users must be a minimum
E of 8 characterslong, with at |east one a phabetic and one numeric character. The following characters are not
valid: "'\,

The Ranger database host, name, user, and user password were configured when you created the required Ranger
database. If you ran the gen_embedded_ranger_db.sh script to create the Ranger database, the output of the script
contained the host and database user password. Enter those here. The default database name is "ranger” and the
default database user is "rangeradmin.”

The Review Changes page lists default and suggested settings for several configuration parameters, including data
directories.
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Warning: Do not place DataNode data directories on NAS devices. When resizing an NAS, block replicas
can be deleted, which results in missing blocks.

Review and make any necessary changes, and then click Continue. The Command Details page displays.

The Command Details page lists the details of the First Run command. Y ou can expand the running commands to
view the details of any step, including log files and command output. Y ou can filter the view by selecting Show All
Steps, Show Only Failed Steps, or Show Running Steps.

After the First Run command completes, click Continue to go to the Summary page.

The Summary page reports the success or failure of the setup wizard. Click Finish to complete the wizard. The
installation is complete.

Cloudera recommends that you change the default password as soon as possible by clicking the logged-in username at
the top right of the home screen and clicking Change Password.

To stop the embedded PostgreSQL database, stop the services and serversin the order listed below.

1. Loginto the Cloudera Manager user interface and stop the services that have a dependency on the Hive metastore
(Hue, Impala, and Hive) in the following order:

» Stop the Hue and Impala services.
» Stop the Hive service.

2. On the Cloudera Manager Home page, click the 3 vertical dots next to Cloudera Management Service and select
Stop to stop the Cloudera Management Service.

3. Stop the Cloudera Manager Server.
RHEL 7:

sudo systenttl stop cloudera-scm server. service

4. Stop the Cloudera Manager Server database.
RHEL 7:

sudo systenctt!| stop cl oudera-scm server-db. service

To start the embedded PostgreSQL database, start the servers and services in the order listed below.

1. Start the Cloudera Manager Server database.
RHEL 7:

sudo systenctt!| start cl oudera-scm server-db. service
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2. Start the Cloudera Manager Server.

RHEL 7:

sudo systenct|

start cl oudera-scm server.service

3. Log into Cloudera Manager and start the Cloudera Manager Service. On the Cloudera Manager Home page, click
the 3 vertical dots next to Cloudera Management Service and select Start.

4. Inthe Cloudera Manager user interface, start the services that have a dependency on the Hive metastore (Hue,
Impala, and Hive) in the following order:

» Start the Hive service.
o Start the Hue and Impala services.

The embedded PostgreSQL database has generated user accounts and passwords. Y ou can change a password
associated PostgreSQL database account.

Y ou can see the generated accounts and passwords during the installation process and you should record them at that

time.

To find information about the PostgreSQL database account that the Cloudera Manager Server uses, read the /etc/clo
udera-scm-server/db.propertiesfile:

# cat /etc/cloudera-scmserver/db. properties

Aut o- gener at ed by scm prepare_dat abase. sh

#

Sat Oct 1 12:
#

com cl ouder a.
com cl ouder a.
com cl ouder a.
com cl ouder a.
com cl ouder a.

19:

cnf
cnf
cnf
cnf
cnf

15 PDT 201

. db. t ype=post gr esql

. db. host =l ocal host : 7432
. db. nane=scm

. db. user=scm

. db. passwor d=TXqEESuhj 5

To change a password associated with a PostgreSQL database account:

1. Obtain the root password from the /var/lib/cloudera-scm-server-db/data/generated _password.txt file:

# cat /var/lib/cl oudera-scm server-db/data/ generat ed password.t xt

MhPWGe Wi p

The password above was generated by /usr/share/cnf/bin/initialize enbedded
_db.sh (part of the cloudera-scmserver-db package)

and is the password for the user 'cloudera-scm for the database in the
current directory.

CGenerated at Fri Jun 29 16: 25:43 PDT 2012.

2. On the host on which the Cloudera Manager Server is running, log into PostgreSQL as the root user:

psql -U cloudera-scm-p 7432 -h | ocal host -d postgres
Password for user cloudera-scm MPwGWi p
psql (8.4.18)
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Type "hel p* for help.
post gres=#
3. Determine the database and owner names:

post gres=# \|
Li st of dat abases

Nane | Owner | Encoding | Collation | Ctype |

Access privil eges
----------- foccococococcoccofcoccoocooodmoocoocnocoocdmcoocooooooo oo ooc oo
anon | anon | UTF8 | en_US. UTF8 | en_US. UTF8

hi ve | hive | UTF8 | en_US.UTF8 | en_US. UTF8 |

nav | nav | UTF8 | en_US.UTF8 | en_US. UTF8

navns | navms | UTF8 | en_US.UTF8 | en_US. UTF8

postgres | cloudera-scm | UTF8 | en_US. UTF8 | en_US. UTF8

r man | rman | UTF8 | en_US. UTF8 | en_US. UTF8

scm | scm | UTF8 | en_US.UTF8 | en_US. UTF8 |

tenpl ate0 | cl oudera-scm| UTF8 | en_US.UTF8 | en_US.UTF8 | =c/"clou
dera- scnf

"cl ouder a

-scm' =CTc/ " cl ouder a- scnt
tenpl atel | cl oudera-scm| UTF8 | en_US. UTF8 | en_US.UTF8 | =c/"cl
ouder a- scnt'
"cl oude
ra-scni =CTc/ " cl ouder a- scnt'
(9 rows)

4. Set the password for an owner using the \password command. For example, to set the password for the amon
owner, do the following:

post gres=# \ password anon
Ent er new passwor d:
Enter it again:

5. Configure the role with the new password:
a) Inthe Cloudera Manager Admin Console, select ClustersCloudera Management Service.
b) Click the Configuration tab.
¢) Inthe Scope section, select the role where you are configuring the database.
d) Select CategoryDatabase category.
€) Set the ROLE NAME Database Password property.
f) Enter a Reason for change, and then click Save Changes to commit the changes.

If you have aready used the embedded PostgreSQL database and you are unable to redeploy afresh cluster, you must
migrate the embedded PostgreSQL database sever to an external PostgreSQL database.

Cloudera Manager provides an embedded PostgreSQL database server for trial and proof of concept deployments
when creating a cluster. To remind users that this embedded database is not suitable for production, Cloudera
Manager displays the banner text: ™Y ou are running Cloudera Manager in non-production mode, which uses an
embedded PostgreSQL database. Switch to using a supported external database before moving into production.”

If, however, you have already used the embedded database, and you are unable to redeploy afresh cluster, then you
must migrate to an external PostgreSQL database.
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Note: This procedure does not describe how to migrate to a database server other than PostgreSQL . Moving

E databases from one database server to a different type of database server isacomplex process that requires
modification of the schema and matching the data in the database tables to the new schema. It is strongly
recommended that you engage with Cloudera Professional Servicesif you wish to perform amigration to an
external database server other than PostgreSQL.

Before migrating the Cloudera Manager embedded PostgreSQL database to an external PostgreSQL database, ensure
that your setup meets the following conditions:

e The external PostgreSQL database server isrunning.

» The database server is configured to accept remote connections.

* The database server is configured to accept user logins using md>s.

* No one has manually created any databases in the external database server for roles that will be migrated.

Note: Toview alist of databasesin the external database server (requires default superuser permission):

sudo -u postgres psql -I
» All health issues with your cluster have been resolved.
For details about configuring the database server, see Configuring and Starting the PostgreSQL Server.
Important: Only perform the steps in Configuring and Starting the PostgreSQL Server. Do not proceed with
the creation of databases as described in the subsequent section.

For large clusters, Cloudera recommends running your database server on a dedicated host. Engage Cloudera
Professional Services or a certified database administrator to correctly tune your external database server.

Before you can migrate to another database server, you must first identify the databases using the embedded database
server.

When the Cloudera Manager Embedded Database server isinitialized, it creates the Cloudera Manager database and
databases for roles in the Management Services. The Installation Wizard (which runs automatically the first time you
log in to Cloudera Manager) or Add Service action for a cluster creates additional databases for roleswhen run. It is
in this context that you identify which roles are used in the embedded database server.

To identify which roles are using the Cloudera Manager embedded database server:

1. Obtain and save the cloudera-scm superuser password from the embedded database server. Y ou will need this
password in subseguent steps:

head -1 /var/lib/cloudera-scm server-db/data/generated password. txt

2. Makealist of all servicesthat are using the embedded database server. Then, after determining which services are
not using the embedded database server, remove those services from the list. The scm database must remain in
your list. Use the following table as a guide:

Cloudera Manager Server scm scm
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Cloudera Management Service Activity Monitor amon amon

Hive Hive Metastore Server hive hive

Hue Hue Server hue 7uu7uu7uhue
Oozie Oozie Server oozie_oozie_server oozie_oozie_server
Cloudera Management Service Reports Manager rman rman

Ranger ranger rangeradmin

3. Verify which roles are using the embedded database. Roles using the embedded database server aways use port
7432 (the default port for the embedded database) on the Cloudera Manager Server host.

a. Verify which roles are using the embedded database. Roles using the embedded database server always use
port 7432 (the default port for the embedded database) on the Cloudera Manager Server host.

For Cloudera Management Services:

1. Select Cloudera Management Service > Configuration, and type "7432" in the Search field.

2. Confirm that the hostname for the services being used is the same hostname used by the Cloudera Manager
Server.

Note:
E If any of the following fields contain the value "7432", then the service is using the embedded
database;

e Activity Monitor
* Reports Manager
For the Oozie Service:

1. Sdlect Oozie service > Configuration, and type "7432" in the Search field.
2. Confirm that the hostname is the Cloudera Manager Server.

For Hive and Hue Services:

1. Select the specific service > Configuration, and type "database host" in the Search field.
2. Confirm that the hostname is the Cloudera Manager Server.

3. Inthe Search field, type “database port” and confirm that the port is 7432.

4. Repeat these steps for each of the services (Hive and Hue).

4. Verify the database names in the embedded database server match the database names on your list (Step 2).
Databases that exist on the database server and not used by their roles do not need to be migrated. Thisstepisto
confirm that your list is correct.

Note: Do not add the postgres, template0, or templatel databases to your list. These are used only by the
PostgreSQL server.

psql -h local host -p 7432 -U cl oudera-scm - |

Password for user cloudera-scm <password>

Li st of databases
Narme | Owner | Encoding | Collate | Ctype

anon | anon | UTF8 | en_US.UTF8 | en_US. U
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hi ve | hive UTF8 en_US. UTF8 | en_US. UT
F8 |
hue | hue UTF8 en_US. UTF8 en_US
. UTF8 |
navns | navns UTF8 en_US. UTF8 en_US.
UTF8 |
00zi e_0o0zi e_server | o0o0zi e_oozie_server UTF8 en_US. UTF8 en_US. U
TF8 |
post gres | cloudera-scm UTF8 en_US. UTF8 en_US. UT
F8 |
rman | rman UTF8 en_US. UTF8 en_US
. UTF8 |
scm | scm UTF8 en_US. UTF8 en_US.
UTF8 |
tenpl at e0 | cloudera-scm UTF8 en_US. UTF8 en_US. U
TF8 | =c/"cl oudera-scni
tenpl atel | cloudera-scm UTF8 en_US. UTF8 en_US.
UTF8 | =c/"cl oudera-scnt
(12 rows)

Y ou should now have alist of al roles and database names that use the embedded database server, and are ready to
proceed with the migration of databases from the embedded database server to the external PostgreSQL database

server.

After you identify the roles that use the embedded database, you are ready to migrate from the embedded database

server to an external PostgreSQL database server.

While performing this procedure, ensure that the Cloudera Manager Agents remain running on all hosts. Unless

otherwise specified, when prompted for a password use the cloudera-scm password.

Note: After completing this migration, you cannot delete the cloudera-scm postgres superuser unless you
B remove the access privileges for the migrated databases. Minimally, you should change the cloudera-scm p

ostgres superuser password.

1. In Cloudera Manager, stop the cluster services identified as using the embedded database server. Be sure to stop
the Cloudera Management Service as well. Also be sure to stop any services with dependencies on these services.

The remaining Runtime services will continue to run without downtime.

Note: If you do not stop the services from within Cloudera Manager before stopping Cloudera Manager
E Server from the command line, they will continue to run and maintain a network connection to the

embedded database server. If this occurs, then the embedded database server will ignore any command

line stop commands (Step 2) and require that you manually stop the process, which in turn causes the

services to crash instead of stopping cleanly.

2. Navigate to Hosts > All Hosts, and make note of the number of roles assigned to hosts. Also take note whether or
not they arein acommissioned state. Y ou will need thisinformation later to validate that your scm database was

migrated correctly.
3. Stop the Cloudera Manager Server. To stop the server:

sudo service cloudera-scmserver stop
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4. Obtain and save the embedded database superuser password (you will need this password in subsequent steps)
from the generated _password.txt file:

head -1 /var/lib/cloudera-scm server-db/data/generated password.txt

5. Export the PostgreSQL user roles from the embedded database server to ensure the correct users, permissions, and
passwords are preserved for database access. Passwords are exported as an md5sum and are not visiblein plain
text. To export the database user roles (you will need the cloudera-scm user password):

pg_dunpall -h local host -p 7432 -U cloudera-scm-v --roles-only -f "/var/
t np/ cl oudera_user _rol es. sql"

6. Edit the /var/tmp/cloudera_user_roles.sql file to remove any CREATE ROLE and ALTER ROLE commands for
databases not in your list. Leave the entries for the cloudera-scm user untouched, because this user role is used
during the database import.

Important: If the external PostgresSQL database is an Amazon’s Relational Database Service

& (RDS), then remove al entriesfor ALTER ROLE or CREATE ROLE commands from the /var/tmp/
cloudera_user_roles.sql file for the Cloudera Manager database's user such as cloudera-scm, and then add
the following command for the same user:

CREATE ROLE cl ouder a-scm W TH NOSUPERUSER | NHERI T NOCREATEROLE NOCRE
ATEDB LOG N NOREPLI CATI ON NOBYPASSRLS PASSWORD ' <stri pped>';

7. Export the data from each of the databases on your list you created in Identify Roles that Use the Embedded
Database Server:

pg_dunp -F ¢ -h local host -p 7432 -U cl oudera-scm [ dat abase_nane] > /var/
t mp/ [ dat abase_nane] _db_backup- $(date +" %mn %d- %) . dunp

Thefollowing is a sample data export command for the scm database;

pg_dunp -F ¢ -h local host -p 7432 -U cl oudera-scm scm > /var/tnp/scm.db_
backup- $(dat e +%m %d- %) . dunp
Passwor d:

8. Stop and disable the embedded database server:

servi ce cl oudera-scmserver-db stop
chkconfi g cl oudera-scm server-db of f

Confirm that the embedded database server is stopped:

netstat -at | grep 7432

9. Back up the Cloudera Manager Server database configuration file:

cp /etc/cloudera-scmserver/db. properties /etc/cloudera-scmserver/db. pr
operties. enmbedded

10. Copy thefile /var/tmp/cloudera user_roles.sgl and the database dump files from the embedded database server
host to /var/tmp on the external database server host:

cd /var/tnp
scp cl oudera_user_rol es.sql *.dunp <user>@postgres-server>:/var/tnp
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11. Import the PostgreSQL user rolesinto the external database server.

The external PostgreSQL database server superuser password is required to import the user roles. If the superuser
role has been changed, you will be prompted for the username and password.

B Note: Only run the command that applies to your context; do not run both commands.

« Toimport users when using the default PostgreSQL superuser role:

sudo -u postgres psql -f /var/tnp/cloudera user _roles. sql
« Toimport users when the superuser role has been changed:

psql -h <dat abase- host nane> -p <dat abase-port> -U <superuser> -f /var/tm
p/ cl ouder a_user _rol es. sql

For example:

psql -h pg-server.exanple.com-p 5432 -U postgres -f /var/tnp/cloudera_u
ser _rol es. sql

Password for user postgres

12. Import the Cloudera Manager database on the external server. First copy the database dump files from the
Cloudera Manager Server host to your external PostgreSQL database server, and then import the database data:

Note: To successfully run the pg_restore command, there must be an existing database on the database
server to complete the connection; the existing database will not be modified. If the -d <existing-databas
e> option is not included, then the pg_restore command will fail.

pg_restore -C -h <dat abase- host nane> -p <dat abase-port> -d <exi sti ng-dat
abase> -U cl oudera-scm -v <data-file>

Repeat thisimport for each database.
The following exampleis for the scm database:

pg_restore -C -h pg-server.exanpl e.com-p 5432 -d postgres -U cloudera-scm
-v /var/tnp/scmserver _db_backup-20180312. dunp

pg_restore: connecting to database for restore
Passwor d:

13. Update the Cloudera Manager Server database configuration file to use the externa database server. Edit the /etc/
cloudera-scm-server/db.properties file as follows:

a) Update the com.cloudera.cmf.db.host value with the hostname and port number of the external database server.
b) Change the com.cloudera.cmf.db.setupType value from "EMBEDDED" to "EXTERNAL".
14. Start the Cloudera Manager Server and confirm it is working:

servi ce cl oudera-scmserver start
Note that if you start the Cloudera Manager GUI at this point, it may take up to five minutes after executing the

start command before it becomes available.

In Cloudera Manager Server, navigate to Hosts > All Hosts and confirm the number of roles assigned to hosts
(this number should match what you found in Step 2); also confirm that they are in a commissioned state that
matches what you observed in Step 2.
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15. Update the role configurations to use the external database hostname and port number. Only perform this task for
services where the database has been migrated.

For Cloudera Management Services:

a. Select Cloudera Management Service > Configuration, and type "7432" in the Search field.

b. Change any database hostname properties from the embedded database to the external database hostname and
port number.

c. Click Save Changes.
For the Oozie Service:

a. Select Oozie service > Configuration, and type "7432" in the Search field.

b. Change any database hostname properties from the embedded database to the external database hostname and
port number.

c. Click Save Changes.

For Hive and Hue Services:

a. Select the specific service > Configuration, and type "database host" in the Search field.
b. Change the hostname from the embedded database name to the external database hostname.
c. Click Save Changes.

16. Start the Cloudera Management Service and confirm that all management services are up and no health tests are
failing.

17. Start al Services viathe Cloudera Manager web Ul. This should start all services that were stopped for the
database migration. Confirm that all services are up and no health tests are failing.

18. On the embedded database server host, remove the embedded PostgreSQL database server:
a) Make abackup of the /var/lib/cloudera-scm-server-db/data directory:

tar czvf /var/tnp/enbedded_db_dat a_backup-$(date +"%n %-%").tgz /var/l
i b/ cl ouder a- scm server -db/ dat a

b) Remove the embedded database package:
For RHEL/SLES:

rpm --erase cl oudera-manager-server-db- 2
For Ubuntu:

apt - get renove cl ouder a- manager - server - db- 2

¢) Deletethe /var/lib/cloudera-scm-server-db/data directory.

This guide providesinstructions for installing and configuring FIPS encryption on CDP.

This topic provides important background information about CDP running in FIPS-compliant mode via the use of
FIPS 140-2 validated cryptographic modules.

The Federal Information Processing Standards (FIPS) publications are publicly available standards and guidelines
jointly developed by the US government and industry, and issued by the National |nstitute of Standards and
Technology (NIST) for usein information systems by Federal government agencies and government contractors.
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Within the FIPS Publications, the FIPS Publication 140-2 (FIPS 140-2) is the standard for encryption modules.

FIPS 140-2 specifies the security requirements that must be satisfied by a cryptographic module utilized within a
security system protecting sensitive information. To ensure conformance with the FIPS 140-2 standard, cryptographic
modules must first be validated as conforming to the FIPS 140-2 standard using the Cryptographic Module Validation
Program (CMVP). Through the CMV P, validation of a cryptographic module for FIPS 140-2 conformance is
conducted by independent Cryptographic and Security Testing (CST) laboratories that have been accredited by the
National Voluntary Laboratory Accreditation Program (NVLAP). Following validation, cryptographic modules are
issued validation certificates, and these modules can then be deployed by Federal agencies as part of information
systems that require the protection of sensitive information. For additional details on the FIPS 140-2 Publication and
standard, see Security Requirements for Cryptographic Modules.

While the FIPS 140-2 standard has been broadly adopted, in the United States the FIPS 140-2 standard is leveraged in
several government security compliance and accreditation mandates and frameworks, including FISMA, FedRAMP,
and DISA Security Technical Implementation Guides (STIG). Within many of these compliance and accreditation
mandates, it is specified that FIPS validated cryptography must be used at a minimum when encryption is employed
within an information system. These mandates also specify that FIPS-validated cryptography should be used in a
compliant manner consistent with the standard and mandates. As aresult, system operators are typically required to:

1. Enable FIPS mode within an operating system (OS) used in the information system (e.g., RHEL and CentOS), to
ensure that the OS is configured to be compliant with the FIPS 140-2 standard, and to enforce the use of FIPS-
approved keystores, algorithms, and strengths with FIPS 140-2 validated cryptographic modules.

2. With respect to the application running on top of the OS, ensure that FIPS 140-2 validated cryptographic modules
are used with the application. In addition, configure the application to be compliant with the FIPS 140-2 standard
aswell as the government security compliance and applicable accreditation mandate or framework. This typically
includes employing the use of FIPS-approved keystores and algorithms with FIPS 140-2 validated cryptographic
modules, as well as employing strong authentication, authorization, audit, data governance, in-transient data
encryption, and at-rest data encryption features.

Beginning with CDP Private Cloud Base version 7.1.5, CDP Private Cloud Base can be configured to operate in a
FIPS-compliant mode by leveraging FIPS 140-2 validated cryptographic modules. Cloudera has accomplished this by
supporting the deployment of the CDP Private Cloud Base platform on a FIPS-mode enabled Operating System (e.g.,
RHEL or CentOS) that is integrated with FIPS 140-2 validated cryptography modules.

Safel ogic provides Cloudera with supported FIPS 140-2 validated modules that have been approved through the
NIST CMVP. These modules replace JCE (Java Cryptographic Extension) providers (such as Bouncy Castle),
OpenSSL, NSS, and Libgerypt cryptographic libraries. The Safelogic CryptoComply modules are separately licensed
as abundle and can be acquired through arequest to your Cloudera Account Team. The Safel_ogic CryptoComply
modules are as follows:

e CryptoComply for Server (CCS) - OpenSSL RPMs
e CryptoComply for Java (CCJ) - Java Cryptography Extension JAR
e CryptoComply for Libgcrypt RPMs

Cloudera has integrated these FIPS-validated libraries with the CDP Private Cloud Base platform through installation
and runtime configuration of the CDP Private Cloud Base platform. Y ou must install the Safel_ogic CryptoComply
modules on the applicable operating system, configured in FIPS mode, and then configure CDP Private Cloud Base to
use these modules in a FIPS-compliant manner.

Beginning with version 7.1.5, CDP Private Cloud Base is capable of running in a FIPS-compliant mode. Cloudera
currently supports a subset of platform components and features running on a FIPS-compliant operating system.
Cloudera does not guarantee that the platform components themselves are FIPS 140-2 compliant. However, future
releases of CDP Private Cloud Base will replace non-compliant platform components and features with fully
compliant FIPS 140-2 implementations.

Given that the use of CDP Private Cloud Base security features within regulated government environmentsis
commonplace, these features should be configurable to be compliant with the FIPS 140-2 standard, as well asthe
applicable government security compliance and accreditation mandate or framework. This typically includes the use
of FIPS-approved keystores and algorithms with FIPS 140-2 validated cryptographic modules, strong authentication,
authorization, audit, data governance, in-transient data encryption, and at-rest data encryption features. Cloudera
recommends the use of the following components as described in the installation documentation:;
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e Encryption in-motion using TLS (Auto-TL S support).

» Encryption at-rest with HDFS Transparent Data Encryption (TDE), Ranger KMS, and Key Trustee Server asthe
backend keystore.

» Strong authentication with Kerberos and Apache Knox.

« Authorization, audit, and data governance with Apache Ranger and Apache Atlas.

CDP Private Cloud Base with FIPS-compliant mode can only be configured during new cluster installations.
Converting an existing CDP Base cluster from non-FIPS mode to FIPS-compliant mode is not supported. However,
FIPS-enabled CDP Base clusters can be upgraded between versions, provided both the source and target versions
support FIPS. Before upgrading, verify FIPS support for the target CDP and Cloudera Manager versions using

the Cloudera support matrix.

Clouderais not responsible for providing instructions for enabling FIPS mode on a RHEL or CentOS-based operating
system, or instructions on configuring the required external databasesin a FIPS 140-2 compliant manner. Please
consult the vendor documentation for your database for details.

The supported platform components and features and all limitations with this rel ease are documented in the
Prerequisites for using FIPS on page 77 section.

In summary, the ability to run CDP Private Cloud Base in a FIPS 140-2 compliant mode alows CDP Private Cloud
Base FIPS platform customers to improve conformance with their compliance and accreditation standards within their
information systems..

This page provides comprehensive information regarding prerequisites that you must be aware of while using FIPS
for CDP.

Creating a new, fresh cluster is the only way to enable or disable FIPS.

Important: If you are using RHEL 8.8 in FIPS mode, then before you initiate the Cloudera Manager cluster
& installation or upgrade process, ensure to add the symbolic links to the OpenSSL libraries on all the cluster
hosts. For information about workaround, see Known Issues in Cloudera Manager 7.11.3.

See the Cloudera Manager release notes.

» Upgrades are not currently supported to or from CDP with FIPS.
E Note: Upgrades that do not change FIPS status, i.e., CDP FIPS to CDP FIPS, are supported.

* Replication is not currently supported.
* MRIT localfsis not supported in FIPS environments where SHA2 compatibility is required.

» If you are upgrading to Cloudera Runtime 7.1.8 from 7.1.7 SP1 + FIPS, the package manager enabled version
does not support FIPS and many Runtime components may not start. To overcome this scenario, you must revert
back to the original Safelogic openss-devel-y package.

* Operating system:
RHEL/Centos 7.9 or RHEL 8.8. For more information, see Operating system requirements.
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e Java

Support for FIPS + OpenJDK 8 or Oracle JDK 8 (started from Cloudera Runtime 7.1.9 and
Cloudera Manager 7.11.3 release onwar ds).

Support for FIPS + OpenJDK 11 or Oracle JDK 11 (started from Cloudera Runtime 7.1.9 CHF3
and Cloudera Manager 7.11.3 CHF3 release onwar ds).

Support for FIPS + OpendDK 17 (started from Cloudera Runtime 7.1.9 SP1 and Cloudera
Manager 7.11.3 CHF7 release onwar ds). For more information, see Java requirements.

* OpendDK 8 versions. For FIPS the only required and tested versions are 1.8u231 and 1.8u232.
» Install and configure adatabase. See Step 3. Install and Configure Databases on page 150

A

A

Important:

The minimum supported database for CDP Private Cloud Base 7.1.9 in FIPS mode starts from
PostgresSQL 10, 11, 12, 13, and 14 versions.

The minimum supported database for CDP Private Cloud Base 7.1.9 SP1 in FIPS mode starts from
PostgresSQL 10, 13, 14, 15, 16 (11 and 12 version support was dropped, and 15, 16 were introduced)
versions.

(The embedded version of PostgreSQL is not supported).

Caution: Clouderarequires disabling the fapolicyd daemon present in RHEL 8 (and later) systems
before beginning installation of Cloudera Manager application. Be informed that fapolicyd is a user space
daemon that determines access rights to files based on attributes of the process and file. It can be used to
either blacklist or whitelist processes or file access. Proceed with caution with enforcing the use of this
daemon. Improper configuration may render the system non-functional.

» ClouderaManager versions7.2.4,7.3.1,7.4.4,7.6.1,7.7.1,7.7.3,and 7.11.3
» CDP Private Cloud Base versions 7.1.5, 7.1.6, 7.1.7, 7.1.7 SP1, 7.1.7 SP2, 7.1.8, 7.1.9, and 7.1.9 SP1.

The following components are supported in FIPS mode:

* Atlas
« Avro

» Cloudera Manager

e Cruise Control

» Hadoop

» Hadoop Credential Provider

. HDFS
. HBase

* Hive

* Hiveon-Tez
* Hive Meta Store
* Hive Warehouse Connector

e Hue

* lceberg
* Impaa
+ Kafka

» Kerberos
e Key Trustee Server

*«  Knox
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e Kudu

e Livy

«  MapReduce

e OMID

* Qozie

e Parquet

e Phoenix

¢ Queue Manager
e Ranger

* Ranger KMS

» Schema Registry
e Streams Messaging Manager
» Streams Replication Manager
e Solr
*  Spark
* Sqoop
e Tez
« TLS
*« YARN
e Zeppdin
Note: FIPS support for JDK11 in Zeppelin is available starting from Cloudera Manager 7.11.3
Cumulative hotfix 4

e ZooKeeper

E Note:
Navigator Encrypt is not FIPS-compliant.

f Important:

Please contact your Cloudera Sales or Support team to obtain the CDP PV C Base Safel_ogic FIPS modules.

1. Cryptographic operations require entropy to ensure randomness.
Check the available entropy:
cat /proc/sys/kernel/random/entropy_avail must be always above 2k
* Inorder to keep the entropy high, install the below tools and keep them running:

* rng-tools - For information about checking available entropy and using rng-tools, see "Entropy
Requirements® in Data at Rest Encryption Requirements.
» haveged - For information about using the haveged entropy daemon, see the haveged documentation.

Note: Virtual Machines might have insufficient sources of entropy, which can cause extreme slowness
B of many Cloudera Manager and CDP operations even with rngd and haveged enabled. Y ou might

need to take the following additional hypervisor-level measuresto provide enough entropy for strong

cryptographic functions required for FIPS compliance:

¢ Ensure that the Hardware Random Number Generator (Hwrng) is enabled by setting disableHwrng to
false

e Set different entropy sourcesif necessary

79


https://docs.cloudera.com/cdp-private-cloud-base/7.1.9/installation/topics/cdpdc-data-at-rest-encryption-requirements.html
http://www.issihosts.com/haveged/

Cloudera Manager Installing and Configuring CDP with FIPS

2. Configure the operating system for FIPS.
See, for RHEL 7:https://access.redhat.com/documentation/en-us/red_hat_enterprise_linux/7/html/security _guide/
chap-federa_standards and_regulations.
See, for RHEL 8: https://access.redhat.com/documentation/en-us/red_hat_enterprise_linux/8/html/
security _hardening/using-the-system-wide-cryptographic-policies_security-hardening#switching-the-system-to-
fips-mode_using-the-system-wide-cryptographic-policies

3. Ondll hosts, run one of the following commands to verify that FIPS mode is enabled:

cat /proc/sys/crypto/fips_enabl ed
sysctl crypto.fips_enabl ed

4. Configure arepository toinstall Cloudera Manager and other required packages.
a) On the Cloudera Manager server host, download the repository file for your operating system and version:

https://[usernane]: [ password] @r chi ve. cl oudera. com p/cnv/ 7. 4. 4/ redhat 7/ y
um cl ouder a- manager . r epo

b) Open the /etc/yum.repos.d/cloudera-manager.repo file in atext editor and replace the changeme placehol der
values with your user name and password.

[ cl ouder a- nanager ]
nane=Cl oudera Manager 7.4.4
baseur| =htt ps://archive. cl oudera. com p/cnv/ 7. 4. 4/ redhat 7/ yum
gpgkey=https://archi ve. cl oudera. com p/cni?/ 7. 4. 4/ r edhat 7/ yum
RPM GPG- KEY- cl ouder a
user nane=changen®e
passwor d=changene
gpgcheck=1
enabl ed=1
aut or ef resh=0
type=r pm nd
¢) If your hosts do not have access to https://archive.cloudera.com, you will need to set up alocal repository. See
Configuring aLoca Package Repository on page 136.
5. Manually install OpenJDK 8/ Oracle JDK 8 or OpenJDK 11/ Oracle JDK 11/ OpendDK 17 (From Cloudera
Runtime 7.1.9 SP1 release onwar ds) on all hosts.

* Installing OpenJdDK for CDP Runtime on page 147
e Installing Oracle JDK for CDP Runtime on page 150

i Attention: The next step differsfor JDK 8 and JDK 11:

6. Download and Install CryptoComply for Java (CC for Java) Safel ogic - Java JCE Provider on all hosts:
For JDK 8:
a) Obtain the Safel ogic CC Java module JAR file.
b) Copy theccj-3.0.2.1.jar fileto $JAVA_HOME/jrellib/ext.
¢) Obtain the Safel ogic BCTLS Java module JAR file.
d) Copy the betls-safelogic.jar fileto $JAVA_HOME/jreflib/ext.
€) Change the file permissions on both the ccj-3.0.2.1.jar and bctls-safel ogic.jar files to root and 0644:

chown root: ${java_hone}/jre/libl/ext/ccj-3.0.2.1.jar
chnod 0644 ${java hone}/jrel/lib/ext/ccj-3.0.2.1.jar
chown root: ${java hone}/jrel/lib/ext/bctls-safelogic.jar
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chnod 0644 ${java hone}/jrel/lib/ext/bctls-safelogic.jar

For JDK 11:

a) Obtain the Safel ogic CC Java module JAR file.

b) Copy the ccj-3.0.2.1.jar file to /path/of /your/choice/.

¢) Obtain the Safel.ogic BCTLS Java module JAR file.

d) Copy the bctls-safelogic.jar file to /path/of/your/choice.

€) Change the file permissions on both the ccj-3.0.2.1.jar and bctls-safelogic.jar files to root and 0644:

chown root: /path/of/your/choice/ccj-3.0.2.1.jar
chnmod 0644 [/ pat h/ of /your/choice/ccj-3.0.2.1.jar
chown root: /path/of/your/choice/bctls-safelogic.jar
chnmod 0644 / pat h/ of / your/choi ce/ bctl s-safel ogic.jar

IE Note: The path /path/of/your/choice/ must be the same for both ccj-3.0.2.1.jar and bctls-safelogic.jar.

i Attention: /path/of/your/choicel is/usr/shareljava.

For JDK 17: Follow the same instructions as provided for JDK 11.
7. Add the CCJ configuration to the $JAVA_HOME/conf/security/java.policy file within the closed bracket as
shown below:

/1 CCJ Java Pernissions

perni ssion java.l ang. Runti mePerni ssi on "get Protecti onDonai n";

perm ssion java.l ang. Runti mePer ni ssi on "accessDecl ar edMenber s";

perm ssion java.util.PropertyPerm ssion "java.runtine. nane", "read";

perm ssion java.security. SecurityPerm ssion "putProviderProperty. CQJ";

/1 CC) Key Export and Transl ation

per mi ssi on com saf el ogi c. cryptoconpl y. crypto. Crypt oServi cesPerni ssion "exp
ort Keys";

/] CCJ SSL

per m ssi on com saf el ogi c. crypt oconpl y. crypto. Crypt oServi cesPerni ssion "t

| sAl gorit hnmsEnabl ed";

/1 CC) Setting of Default SecureRandom

per mi ssion com saf el ogi c. crypt oconpl y. crypt o. Crypt oServi cesPerm ssion "d
ef aul t RandontConfi g";

/1 CCJ Setting CryptoServicesRegi strar Properties

per m ssi on com saf el ogi c. crypt oconpl y. crypto. Crypt oServi cesPerni ssion "glo
bal Confi g";

/| CCJ Enabl e JKS

per mi ssion com saf el ogi c. cryptoconpl y.jca.enable jks "true";

}
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8. Edit the $JAVA_HOME/conf/security/java.security file asfollows:

Note:

B Using yum install java-1.8.0-openjdk-devel on RHEL 8 will install a higher-than-recommended version
of OpenJdDK, such as 8u402, which should work with one adjustment to the java.security file. If any
"fips.provider" parameters exist in java.security, they must be replaced with the following:

#

# Security providers used when FIPS nbde support is active

#

#fi ps. provi der. 1=sun. security. pkcsll. SunPKCS11 ${j ava. hone}/|i b/ secur
ity/nss.fips.cfg

#f i ps. provi der. 2=sun. security. provi der. Sun

#f i ps. provi der. 3=sun. security. ec. SUnEC

#f i ps. provi der.4=com sun. net. ssl.internal .ssl.Provi der SunPKCS11- NSS-
FI PS
fips.provider.1l=com safel ogi c. cryptoconply.jcajce. provider. CryptoCo
npl yFi psProvi der

fips. provi der. 2=org. bouncycast| e.j sse. provi der. BouncyCast | eJssePr ov
i der fips:CCJ

fips. provider.3=sun.fips.provider. Sun
fips.provider.4=sun.security.rsa. SunRsaSi gn

fips. provider.5=sun. security.ec. SUnEC

#f i ps. provi der. 6=com sun. net.ssl .internal.ssl.Provider

fips. provi der.6=com sun. crypto. provi der. SunJCE

fips.provider.7=sun. security.jgss. SunProvi der

fips. provider.8=com sun. security.sasl.Provider
fips.provider.9=org.jcp.xmn .dsig.internal.dom XM.DSi gRI

#f i ps. provider.1l=sun. security. smartcardi 0. SUunPCSC

a) Add thefollowing lines:

#

# List of providers and their preference orders (see above):

#

security. provider.1=com saf el ogi c. crypt oconply.jcajce. provider. Crypt oCo
nmpl yFi psProvi der

security. provider. 2=org. bouncycast| e. ] sse. provi der. BouncyCast | eJssePr ov
i der fips:CCl

security. provider.3=sun. security.provider. Sun

security. provider.4=sun. security.rsa. SunRsaSi gn

security. provider.5=sun. security.ec. SuneC

#security. provi der. 6=com sun. net. ssl.internal.ssl.Provider

security. provider.6=com sun. crypto. provi der. SunJCE

security. provider.7=sun.security.jgss. SunProvi der

security. provi der.8=com sun. security. sasl.Provider

security. provider.9=org.jcp.xm.dsig.internal.dom XM.DSi gR

#security. provider.11=sun. security.smartcardi 0. SUuUnPCSC

b) Comment out the sd.KeyManagerFactory.algorithm=SunX509 line and add a new line with the text sd.KeyM
anagerFactory.al gorithm=X.509.

#

# Determ nes the default key and trust manager factory algorithns for
# the javax.net.ssl package.

#

#ssl . KeyManager Fact ory. al gori t hmeSunXx509

ssl . KeyManager Fact ory. al gori t hm=X. 509

ssl . Trust Manager Fact ory. al gori t hm=PKI X

ONLY for JDK 11 or above:
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9. Make the following changes to the Cloudera Manager configuration:

a) Open /etc/default/cloudera-scm-server.
b) uncomment the below configs related to FIPS:

#

# Enabl e FI PS node

#

# To enabl e FIPS node set the -Dcom cl oudera.cnf.fipsWbde to true

#

# export CMF_JAVA OPTS="${CMF_JAVA OPTS} -Dcom cl oudera. cnf.fipshMde=
true"

#

# If JDK version is 11 or higher:

# Unconmment and provi de val ues below to include CCIJ with FIPS node

# export CMF_JAVA OPTS="${CMF_JAVA OPTS} -Dcom cl oudera. cl oudera. cnf.fi
pshbde. j dk1lpl us. ccj.jar. path=/path/to/ccj.jar -Dcom cl oudera. cl oudera.c
nf.fi pshwbde. j dkllpl us. ccj . nmodul eName=ccj _nodul e_name"

#

# If JDK version is 11 or higher:

# Unconment and provi de val ues below to include BCTLS with FIPS node

# export CMF_JAVA OPTS="${CMF_JAVA OPTS} -Dcom cl oudera. cl oudera. cnf.

fi psMode. j dk1lpl us. bctls.jar. path=/path/to/bctls.jar -Dcom cl oudera. clou
dera.cnf. fipshMde.jdkllpl us. bctls. nodul eName=bct| s_nodul e_nane"

#

to

#

# Enabl e FI PS node

#

# To enabl e FIPS node set the -Dcom cl oudera.cnf.fipshWbde to true

#

export CMF_JAVA OPTS="${CMF_JAVA OPTS} -Dcom cl oudera.cnf.fi psvbde=true"
#

# If JDK version is 11 or higher:

# Unconment and provi de val ues below to include CC) with FIPS node
export CMF_JAVA OPTS="${CMF_JAVA OPTS} -Dcom cl oudera.cl oudera.cnf.fi
psMbde. j dk11pl us. ccj . j ar. pat h=/ pat h/ of / your/ choi ce/ ccj-3.0.2.1.jar -Dcom
. ¢l ouder a. cl oudera. cnf. fi psMde. j dk1llpl us. ccj . nodul eNanme=ccj _nodul e_name

#

# | f JDK version is 11 or higher:

# Unconment and provi de val ues bel ow to include BCTLS with FIPS node

export CMF_JAVA OPTS="${CMF_JAVA OPTS} -Dcom cl oudera. cl oudera.cnf.fi

psMbde. j dk11pl us. betl s. j ar. pat h=/ pat h/ of / your/ choi ce/ bct| s-safel ogi c. jar
- Dcom cl ouder a. cl oudera. cnf. fi pshbde. j dk11lpl us. bct | s. nodul eNane=bctls_m

odul e_nane"
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10.

11.

#

Note: The moduleName of ccj and bctls modules depends on the how the jars were published. If the jar

B has a'Automatic Module Name' 1abel inside the META-INF/MANIFEST .MF file of the jar, then use that
as the module name. Otherwise, the name of the jar (separated by dots, explained below) becomes the
default module name.

For example:

If the ccj jar file nameis ccj-test-3.0.2.1.jar, then the module name becomes cj.test. The version numbers are
ignored.

Y ou can aso find out what the module name would be, using the following command:

$ sudo ${JAVA HOVE}/bin/jar --file=/path/of/your/choice/ccj-test-3.0.2.1
.jar --describe-nodul e
No nodul e descriptor found. Derived automatic nodul e.

ccj.test@.0.2.1 automatic <---- nodule Name is ccj.test
requires java. base mandat ed
cont ai ns com saf el ogi c. crypt oconpl y

For JDK 11 and 17, execute the following after updating the two paths /path/of/your/choice/.... to match your ccj
and bctlsjar paths. Thiswill create an default environment variable for Java commands to register the Safelogic
Java modules.

echo "export JDK_JAVA_OPTIONS="--modul e-path=/path/of/your/choice/ccj-3.0.2.1.jar:/path/of /your/choi
ce/betlsjar --add-exports java.base/sun.security.provider=com.safel ogic.cryptocomply.fips.core --ad
d-modules com.safel ogic.cryptocomply . fips.core,bctls" >/etc/profile.d/cloudera-ccj.sh
Add the following safety-valve settings for Spark cluster mode:
For SPARK_ON_YARN>GATEWAY role

spark-conf/spark-env.sh_client_config_safety valve

export SPARK SUBM T_OPTS="$SPARK SUBM T_OPTS - - add- export s=j ava.
base/ sun. security. provi der=bctl|s --add-exports=java. base/sun. sec
urity. provi der=com saf el ogi c. crypt oconpl y. fi ps.core --add-nodul e
s=com saf el ogi c. cryptoconpl y. fips. core, bctls --nodul e-pat h=<BCTL
S JARS DI R>"

For SPARK3 ON_YARN > GATEWAY role
spark3-conf/spark-env.sh_client_config_safety valve

export SPARK SUBM T_OPTS="$SPARK SUBM T_OPTS - - add- export s=j ava.
base/ sun. security. provi der=bctls --add-exports=java. base/ sun. sec
urity. provi der=com saf el ogi c. crypt oconpl y. fi ps.core --add-nodul e
s=com saf el ogi c. crypt oconply.fips.core, bctls --nodul e-pat h=<BCTL
S JARS DI R>"

Where <BCTLS JARS DIR> isthe directory containing the Safel.ogic bctls and fips core jar files.

For Spark to work correctly on FIPS for JDK 11 or above:

12.

Add the following safety-valve settings:
For SPARK_ON_YARN>GATEWAY role
spark-conf/spark-defaults.conf_client_config_safety valve

spar k. yarn. am extraJavaQpt i ons=- - add- export s=j ava. base/ sun. secur
ity.provider=bctls --add-exports=java. base/sun. security. provider
=com saf el ogi c. crypt oconpl y. fi ps. core --add-nodul es=com saf el ogi
c.cryptoconply. fips.core, bctls --nodul e-pat h=<BCTLS JARS DIR> -D
com saf el ogi c. crypt oconpl y. fi ps. approved_onl y=true -Dj ava. net. pr
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ef erl Pv4St ack=true -0 dk.tls. epheneral DHKeySi ze=2048 -Djdk.tls.t
rust NanmeSer vi ce=true -Dorg. bouncycastl e.jsse.client.assumeOigin
al Host Name=t r ue

spark. driver. extraJavaOpti ons=--add- exports=j ava. base/ sun. securi
ty. provi der=bctls --add-exports=java. base/sun.security.provider=
com saf el ogi c. crypt oconpl y. fi ps. core --add- nodul es=com saf el ogi c
.cryptoconply.fips.core, bctls --nodul e-pat h=<BCTLS_JARS DI R> - Dc
om saf el ogi c. crypt oconpl y. fi ps. approved_onl y=true -Dj ava.net.pre
ferl Pv4aStack=true -D dk.tls.epheneral DHKeySi ze=2048 -Dj dk.tls.tr
ust NaneSer vi ce=true -Dorg. bouncycastle.jsse.client.assumeOigi na
| Host Nane=t r ue

spar k. execut or . ext raJavaOpt i ons=- - add- expor t s=j ava. base/ sun. secur
ity.provider=bctls --add-exports=java. base/sun.security.provider
=com saf el ogi c. crypt oconpl y. fi ps. core --add-nodul es=com saf el ogi
c.cryptoconply. fips.core, bctls --nodul e-pat h=<BCTLS JARS DIR> -D
com saf el ogi c. crypt oconpl y. fi ps. approved_onl y=t rue -Dj ava. net. pr
ef erl Pv4St ack=true -D dk.tls. epheneral DHKeySi ze=2048 -Djdk.tls.t
rust NanmeSer vi ce=t rue -Dorg. bouncycastl e.jsse.client.assumeOigin
al Host Nanme=t r ue

For SPARK3 ON_YARN > GATEWAY role
spark3-conf/spark-defaults.conf_client_config_safety valve

spar k. yarn. am extraJavaQpt i ons=- - add- export s=j ava. base/ sun. secur
ity.provider=bctls --add-exports=java. base/sun. security. provider
=com saf el ogi c. crypt oconply. fips.core --add-nodul es=com saf el og

c.cryptoconply. fips.core, bctls --nodul e-pat h=<BCTLS JARS DIR> -D
com saf el ogi c. crypt oconpl y. fi ps. approved_onl y=t rue -Dj ava. net. pr
ef erl Pv4St ack=true -0 dk.tls.epheneral DHKeySi ze=2048 -Dj dk.tls.t
rust NameSer vi ce=true -Dorg. bouncycastle.jsse.client.assumeOrigin
al Host Name=t r ue

spark. driver. defaul t JavaOpt i ons=- - add- export s=j ava. base/ sun. secu
rity.provider=bctls --add-exports=java. base/sun.security. provide
r=com saf el ogi c. cryptoconply. fips.core --add-nodul es=com saf el og
ic.cryptoconply.fips.core, bctls --nodul e-pat h=<BCTLS JARS DI R> -
Dcom saf el ogi c. crypt oconpl y. fi ps. approved_onl y=true -Djava.net.p
referl Pv4dSt ack=true -0 dk.tls. epheneral DHKeySi ze=2048 -Dj dk.tls.
trust NameSer vi ce=true -Dorg. bouncycastle.jsse.client.assuneOig

nal Host Nanme=t r ue

spar k. execut or . def aul t JavaQpt i ons=- - add- export s=j ava. base/ sun. s

ecurity. provider=bctls --add-exports=java. base/sun. security. prov
i der=com saf el ogi c. cryptoconply.fips.core --add-nodul es=com safe
| ogi c. cryptoconply.fips.core, bctls --nodul e-pat h=<BCTLS JARS DI R
> -Dcom saf el ogi c. cryptoconpl y. fi ps. approved_onl y=true -Dj ava. ne
t.preferl Pv4aSt ack=true -Dj dk.tls. epheneral DHKeySi ze=2048 - Dj dk. t
I s. trust NaneServi ce=true -Dorg. bouncycastle.jsse.client.assuneO
i gi nal Host Nane=t r ue

Where <BCTLS JARS DIR> isthe directory containing the Safel ogic bctls and fips core jar files.

For RHEL 7, install and configure Safelogic packages.
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f Important:
RHEL 7: install and configure Safel. ogic modules.

as described below

RHEL 8:
Skip this step. DO NOT install Safelogic modules and packages.

OS-provided OpenSSL
Skip this step. DO NOT install Safelogic modules and packages.

Please contact your Cloudera Sales or Support team to obtain the CDP PV C Base Safelogic FIPS modules.

Installing the Safelogic modules and packages may overwrite existing packages on your hosts. Cloudera
recommends that you test any non-Cloudera software running on the host for correct functionality.

Obtain the CryptoComply for Libgerypt (CC for Libgerypt) and CryptoComply for Server (CC for Server)
Safel_ogic modules and packages.

Copy the CryptoComply for Server (CCS) - OpenSSL RPMsto al hosts.

a) Unzip the download.
b) Run the following command to install the packages.

yum | ocalinstall -y openssl-1.0.2y-1.el7.centos.x86_64.rpm\
openssl -devel -1.0. 2y-1. el 7. cent 0s. x86_64. rpm \
openssl -1ibs-1.0.2y-1.el 7. cent 0s. x86_64. rpm\
openssl -perl-1.0.2y-1.el 7. cent 0s. x86_64. rpm \
openssl -static-1.0.2y-1.el 7. cent 0s. x86_64. rpm
Copy the CryptoComply for Libgcrypt RPMsto al hosts.
a) Unzip thefile.
b) Run the following command to install the packages.

yum |l ocalinstall -y libgcrypt-1.5.3-12.el7.centos. 1. x86_64.rpm

Log in to the Cloudera Manager server host.
Run the following command to install Cloudera Manager server.

sudo yum install cloudera-nmanager-daenons cl ouder a- nanager - agent cl ouder a-
nmanager - server

Add the following line at the end of the /etc/default/cloudera-scm-server file:

export CMF_JAVA OPTS="${CMF_JAVA OPTS} -Dcom cl oudera.cnf.fi pshMbde=true -
Dcom saf el ogi c. crypt oconpl y. fi ps. approved_onl y=t rue"

Run the following commands on each host to validate the CCJand CCS installation.
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1. Run the following command:
sysctl crypto.fips_enabl ed
This should return:

crypto.fips_enabled = 1

2. Run the following command:
echo greeting | openssl md5

This command should fail, indicating that FIPS is enabled.
f Attention: The next step differsfor JDK 8 and JDK 11:

3. Run the following command:
JDK 8

Run the following command to verify the list of security providersin JDK 8

read -r -d '' list_providers <<EOF

p = java.security. Security.getProviders();

for (i =0; i < p.length; i++) { java.lang. System out. printl n(
plil); }

ECF

${JAVA HOVE}/ bin/jrunscript -e "$list_providers"
This command should return the version numbers of the Safel_ogic packages, for example:

CCJ version 1.01

SUN version 1.8
SunRsaSi gn version 1.8
SunEC version 1.8
SunJSSE version 1.8
SunJCE version 1.8
SunJGSS version 1.8
SunSASL version 1.8
XMLDSi g version 1.8
SunPCSC version 1.8

JDK 11 (Recommended)

Run the following command on the Cloudera Manager Server to verify the list of security providers
in JDK 11, which grabs the chosen path for the cj jar file (assume that the betlsfile isin the same
directory) and show providers with those modul es added:

cat > ListSecurityProviders.java <<-ECF
i mport java.security. Provider;
i mport java.security. Security;

public class ListSecurityProviders {
public static void main(String[] args) {
Provider[] providers = Security.getProviders();
for (Provider provider : providers) {
Systemout.println("Provider: " + provider.getNane());
System out . printl n("Version: + provider.getVersionStr());
Systemout.printin("Info: " + provider.getlnfo());
System out. println();
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EOF

java -p /directory/chosen/for/ccj-bctls/jars/ ListSecurityProvid
ers.java

The output will include the following providers if they are configured and referenced properly: for
example:

Provi der: CCJ

Ver si on: <versi on>

Info: CryptoConply® for Java version <version>

Provi der: BCJSSE

Versi on: <version>

I nfo: Bouncy Castle JSSE Provider Version <version>

For JDK 17: Follow the same instruction as provided for JDK 11.
4. Run the following command:

read -r -d '' do_maxAESKeylLengt h <<EOF

java.l ang. System out. printl n(j avax. crypt o. G pher. get MaxAl | owedKeyLengt h("
AES/ CBC/ PKCS5Paddi ng") ) ;

ECF

answer = ${ JAVA HOVE}/ bi n/jrunscri pt -Dcom safel ogi c. cryptoconply.fips.a
pproved_onl y=true -e "$do_maxAESKeylLengt h""

echo $answer

This command should return:

2147483647

Note:
E Running the embedded PostgreSQL database on a FIPS mode enabled OS, configured in a FIPS compliant
manner, is not supported.

1. Configure the database in a FIPS-compliant manner. Consult the vendor documentation for your database for
details.

2. Enable the database for TLS/SSL clients, to ensure that all JIDBC connections into these databases are FIPS
compliant. Consult the vendor documentation for your database for details.

3. Configure JDBC Driver in a FIPS compliant manner with TLS/SSL and BCFK'S provided by CCJ JCE provider.
Consult the following Cloudera Knowledge Base article for more information: Configuring SSL/TLS from the
various CDH Services to their respective PostgreSQL Databases.

4. Complete the setup of your databases for use with Cloudera Manager and Cloudera Runtime components. See
Install and Configure PostgreSQL for CDP on page 152.

Note: Starting 7.1.9 SP1, if you are using PostgreSQL as a backend database for Hue on a FIPS cluster,
E you must install a version of the psycopg?2 package from the source to be at least 2.9.5 on all Hue hosts

because the psycopg2-binary package usesits version of the libssl library file which does not support

FIPS. See Installing the psycopg?2 Python package for PostgreSQL database on a FIPS cluster (RHEL 8).
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Perform the following steps to install and configure Cloudera Manager for FIPS.

1. Loginto the Cloudera Manager server host and run the following command to start the Cloudera Manager server:

sudo systentt!l start cloudera-scmserver

2. Wait afew minutes for Cloudera Manager server to start.

3. Run thefollowing command to start the Cloudera Manager agents, the super vi sor d process, and all managed
Service processes.

sudo systencttl start cloudera-scm agent

4. Use aweb browser to navigate to http://<server_host>:7180, where <server_host> is the FQDN or |P address of
the host where the Cloudera Manager server is running.

5. Log into Cloudera Manager Admin Console. The default credentials are:

¢ User name: admin
¢ Password: admin

6. Set up acluster. See Step 6: Start the Cloudera Manager Server and Agents on page 218 and Step 7: Using the
installation wizard on page 220 for more information.

Use the following steps to install additional required components for FIPS.

Note:

IE FIPS publications (including the 140-2 publication) do not mandate the use of Apache Knox, Kerberos,
Apache Ranger, Apache Atlas, HDFS TDE, Ranger KMS, or Key Trustee Server. However, it istypical that
these features are employed with Cloudera deployments in government regulated environments to achieve
many types of government authorizations with various government standards, such as FedRAMP or FISMA.
FIPS and NIST publications serve as the basis for many of these government standards.

1. Perform the Additional Stepsfor Apache Ranger on page 245.
2. Add Ranger to the Shadow group.

usernod -a -G shadow ranger
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3. Install and Configure TLS either automatically or manually.
If you areusing Auto-TLS, see:

« Usecasel: Use CM to generate an internal CA and corresponding certificates
¢ Usecase 2: Use an existing Certificate Authority

If you are manually configuring TLS, see:
¢ Manually Configuring TLS Encryption for Cloudera Manager
IE Note: Additional manual TLS configuration steps may be required for stack components.

Generate certificatesin BCFK S format

The standard keytool utility distributed with the JDK can generate BCFK S formatted keystores using the CCJ
security provider. When the CCJ security provider is statically installed into the JDK as previously described,
there is no need to pass the keytool utility the -providerpath path/to/ccj-3.0.2.1.jar or -providerclass com.safel
ogic.cryptocomply.jcajce.provider.ProvBCFK S arguments. It is only necessary to pass BCFK'S as the storetype
for the keytool operation being invoked.

For example, keytool -importkeystore can be used to import a PK CS12 keystore into a BCFK S keystore:

keyt ool \
-i mportkeystore -v \
-srckeystore <pkcsl12_keystore file> \
-srcstoretype PKCS12 \
-srcstorepass <pkcsl2 pass> \
- dest keystore <bcfks_keystore file> \
- dest st oret ype BCFKS \
- dest st orepass <bcfks_keystore pass> \
- dest keypass <bcf ks_key pass>

Systems administrators and other platform implementers should consult their organization’ s information systems
security managers for the correct procedures for generating keypairs and requesting signing of x509 certificates.
The Cloudera Data Platform requires the private key and signed certificate in both PEM encoded and BCFKS
keystore format. The steps to accomplish this task might look similar to the following:

a) openssl genpkey

b) openss req

¢) Havethe CA signthe CSR.

d) Import the private key and signed certificate into a PK CS12 keystore:

openssl pkcsl2

€) Import the PKCS12 keystore into a BCFK S keystore:

keyt ool -inportkeystore

4. Enable Kerberos authentication using the Cloudera Manager K erberos wizard.

5. Set the kdc_timeout value in the krb5.conf file to a high enough setting to avoid client timeout errors while
running queries.

a) Open the /etc/krb5.conf file with atext editor.
b) Under [libdefaults], set the kdc_timeout value to a minimum of 5000 (5 seconds).

6. Install Apache Knox. See Installing Apache Knox on page 246.

7. Install Ranger KM S with Key Trustee Server. See Installing Ranger KM S backed with a Key Trustee Server and
HA

8. Configure HDFS Transparent Data Encryption with Ranger KM S with Key Trustee Server.

90


https://docs.cloudera.com/cloudera-manager/7.11.3/security-encrypting-data-in-transit/topics/cm-security-use-case-1.html
https://docs.cloudera.com/cloudera-manager/7.11.3/security-encrypting-data-in-transit/topics/cm-security-use-case-2.html
https://docs.cloudera.com/cdp-private-cloud-base/7.1.9/security-encrypting-data-in-transit/topics/cm-security-how-to-configure-cm-tls.html
https://docs.cloudera.com/cdp-private-cloud-base/7.1.9/security-kerberos-authentication/topics/cm-security-kerberos-enabling-intro.html
https://docs.cloudera.com/cloudera-manager/7.11.3/installation/topics/cm-security-hdfs-installing-kms-with-ha-backed-by-kts.html
https://docs.cloudera.com/cloudera-manager/7.11.3/installation/topics/cm-security-hdfs-installing-kms-with-ha-backed-by-kts.html
https://docs.cloudera.com/cdp-private-cloud-base/7.1.9/security-encrypting-data-at-rest/topics/cm-security-hdfs-te.html

Cloudera Manager

Production Installation

These topics provide procedures for installing Cloudera Private Cloud Base in a production environment.

Cloudera Private Cloud Base Installation Guide

Before you begin a production installation of Cloudera Manager, Cloudera Runtime, and other managed services,
review the Cloudera Private Cloud Base Requirements and Supported Versions on page 12, in addition to the
Cloudera Data Platform Release Notes.

For planning, best practices, and recommendations, review the CDP Private Cloud Base Reference Architecture.

PO

A

K

Important:

* Inatypical installation process, socket's somax connection must NOT be set to avery low value (default
is128, which isvery low for Hadoop systems). Cloudera recommends that you set socket's somax
connection value to atleast 16000 OOTB via Cloudera Manager or host inspector.

e Security-Enhanced Linux (SELinux) alows you to set access control through policies. However, if you
are unable to deploy the Runtime cluster using your policies, you can set SELinux in permissive mode on
each host of your cluster before you deploy the Runtime parcels.

Caution: Clouderarequires disabling the fapolicyd daemon present in RHEL 8 (and later) systems before
beginning installation of Cloudera Manager application. Be informed that fapolicyd is a user space daemon
that determines access rights to files based on attributes of the process and file. It can be used to either
blacklist or whitelist processes or file access. Proceed with caution with enforcing the use of this daemon.
Improper configuration may render the system non-functional.

Note: The importance of security in a production environment cannot be understated. TLS and Kerberos
form the baseline for secure operations of your CDP Runtime environment. Cloudera supports security
services such as Ranger and Atlas only when they are run on clusters where Kerberos is enabled to
authenticate users.

Y ARN Queue Manager in Cloudera Data Platform (CDP) Private Cloud Base 7.1.9 CHF 2 does not require you to
install a PostGres database, therefore users should not see the Setup Database screen and should be able to skip the
Setup Database screen. When conducting afresh install of 7.1.9 CHF 2, and if you are unable to bypass the Setup
Database screen, perform the following steps:

1. Ensurethat you have both CDP and Cloudera Manager upgraded to 7.1.9 CHF 2.
2. When you reach the Setup Database screen in the Cloudera Manager installation wizard for Queue Manager, enter
any dummy values for the following fields:

a. Database name: configstore

b. Database Username: dbuser

¢. Database Password: dbpassword
d. Database Hostname: localhost

YARN Queue Manager does not connect to PostGres with the above details and falls back to the embedded
database.
3. Run thefollowing script command in a browser console to enable the Continue button:

document.querySel ector('.btn.next").removeAttribute('disabled’);
4. Click Continue and proceed with the Y ARN Queue Manager installation.
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5. Afterinstallation is complete, SSH into the host that has Queue Manager installed, and run this command: sed -i '

s/migrationCompl eted=true/migrationCompl eted=fal se/*

Ivar/lib/hadoop-yarn/migration.properties

E Note: Enable Queue Manager in the YARN configurations, and restart Y ARN.

6. Restart YARN Queue Manager.

The following topics describe additional considerations you should be aware of before beginning an installation:

Installing Python 3

Certain CDP services such as Cloudera Manager and Hue use Python 3.x. Installing Python 3.x is mandatory
to deploy CDP Private Cloud Base. Review the supported operating systems (OS) and use the corresponding
instructions to install the recommended Python version.

Cloudera Manager 7.11.3 is supported only on the following operating systems. The following table lists the
supported operating systems, the Python version that is distributed with those operating systems, and the Python 3
versions required for deploying CDP:

Operating system Python version distributed with | Python version required for Installation required?
the OS deploying CDP

RHEL 7.9 Python 2 Python 3.8

RHEL 7.9 FIPS Python 2 Python 3.8 Yes
RHEL 8.6 Python 3.6 Python 3.8 Yes
RHEL 8.8 Python 3.6 Python 3.8 Yes
RHEL 8.8 FIPS Python 3.6 Python 3.8 Yes
For 7.1.9 SP1 Python 3.6 Python 3.8 Yes
RHEL 8.10

For 7.1.9 SP1 Python 3.9 Python 3.9 Yes
RHEL 9.4

For 7.1.9 SP1 Python 3.9 Python 3.9 Yes
RHEL 9.2

RHEL 9.1 Python 3.9 Python 3.9 Yes
For 7.1.9 GA upto 7.1.9 CHF6 | Python 3.6 Python 3.8 Yes
SLES 15 SP4

For 7.1.9 SP1 Python 3.6 Python 3.10 Yes
SLES 15 SP4

For 7.1.9 SP1 Python 3.11 Python 3.10 Yes
SLES 15 SP5

CentOS 7.9 Python 2 Python 3.8 Yes
CentOS 7.9 FIPS Python 2 Python 3.8 Yes
CentOS 8 None Python 3.8 Yes
Oracle 8.8 UEK Python 3.6 Python 3.8 Yes
For 7.1.9 SP1 Python 3.6 Python 3.8 Yes
Oracle 8.10 (supported with Red

Hat Compatible Kernel (RHCK)

only)

Ubuntu 20.04 Python 3.8 Python 3.8 No
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For 7.1.9 SP1 Python 3.10 Python 3.10 No
Ubuntu 22.04

Important: The minimum required version of Python 3.8 is 3.8.12. The minimum version of Python 3.9 is
3.9.14.

Cloudera Manager 7.11.3 does not work with Python 2.7. While using Cloudera Manager 7.11.3 with Cloudera
Runtime 7.1.8 or 7.1.9 version, you may remove all Python 2 versions from the operating system, only when the
operating system allows you to remove the Python 2 version.

If you are running Cloudera Runtime 7.1.7 SP2 or below versions with Cloudera Manager 7.11.3, then Python 2.7 is
still required for the Cloudera Runtime components. In this scenario, you must install both Python 2.7 (for Cloudera
Runtime components) and Python 3 (for Cloudera Manager 7.11.3).

The term standard Python package in Cloudera documentation refers to the Python package that is distributed

with the OS, or an unmodified Python binary that is compiled from the source. If you have made modifications or
customizations to the Python source code and then compiled the binaries into a package, then that is referred to as the
custom Python package.

You caninstall Python in a standard or custom location on your filesystem. In Cloudera documentation, the term
standard location refersto one of the following default locations where Python isinstalled, depending on the
package:

e Jusr/bin
 Jusr/local/python38/bin

* Jusr/local/bin

» /opt/rh/rh-python38/root/usr/bin

A custom location is any location on the filesystem other than these standard locations.

Typically, all standard packages that are distributed with an OS are installed in the standard |ocations. However, you
have an option to install custom Python 3 packages in standard or custom locations, or standard Python binariesin
standard or custom |ocations.

If the supported Python 3 version (standard package) is distributed with the OS, you can use the OS's package
manager to install Python, which gets installed in the standard location. If you want to install a standard Python binary
at a standard or custom location, then you must manually download, build, and install the corresponding version of
the Python binaries from the source code.

Important: Since Python 3.8 standard package is not available with RHEL 7, you must manually download,
& install, and build Python 3.8 from source on RHEL 7.

Important: When you install Python in a custom location, then you must create symboalic links to enable

& Cloudera Manager agents to access Python binaries from the custom location. If you are using Hue, then you
must also prepend the custom path to the custom bin directory in the Hue Service Environment Advanced
Configuration Snippet (Safety Valve) field in Cloudera Manager.

Cloudera Manager agents and Hue require Python 3.8. Y ou must install Python 3.8.12 or higher on all cluster hosts
before installing Cloudera Manager and adding servicesto your cluster. Follow the instructions in this topic to
manually download, install, and build standard Python 3.8 binaries from source on CentOS 7 and CentOS 8 at a
standard or custom location.
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Y ou must manually download, install, and build Python 3.8 from source on CentOS 7 and CentOS 8 because:

e Python 2.7.5is preinstalled on CentOS 7, but CDP requires Python 3.8
« Python is not distributed with CentOS 8, unlike other Linux distributions

You can install Python 3.8 in a standard location or in a custom location depending on your organization's policies.
Toinstall Python 3.8 in a custom location, replace [*** CUSTOM-INSTALL-PATH***] in the instructions with the
custom path.

Install the following necessary developer tools and packages on your system:

e gcc
* make

* openss-devel
e bzip2-devel
 libffi-devel

e Zlib-devel

yuminstall gcc openssl-devel bzip2-devel libffi-devel zlib-devel -y

B Note: You cannot install the “openssl-devel” package on a FIPS cluster.

Installing Python 3.8 from CentOS Softwar e Collections (SCL)
1. You caninstall the Python 3.8 from CentOS Software Collections (SCL) by running the following commands:

yuminstall centos-rel ease-scl ( part of the extra repository )
yuminstall rh-python38 rh-python38-python-pip rh-python38-python-pip-wh
eel

2. Verify Python 3.8 isinstalled successfully.

3. If you are unable to install Python 3.8 from CentOS Software Collections (SCL), then you can perform the
following steps to build the Python 3.8 from source distribution.

1. SSH into the host system as aroot user.
2. Change directory to /opt:

cd /opt
3. Download Python 3.8 as follows:

curl -O https://ww. python. org/ftp/python/3.8.17/Python-3.8.17.tgz
4. Decompress the package as follows:

tar -zxvf Python-3.8.17.tgz

5. Change directory to where you decompressed the Python 3.8 package:

cd /opt/Python-3.8.17
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6. Install Python 3.8 asfollows:
Standard location:

./ configure --enabl e-shared

i Attention: By default, Python isinstalled in any one of the following locations:

e Jusr/bin

e /usr/local/python38/bin

e Jusr/local/bin

e /opt/rh/rh-python38/root/usr/bin

Custom location:

./ configure --enabl e-shared --prefix=[*** CUSTOW | NSTALL- PATH***]
If you areinstalling Python 3.8 in any non-standard |ocation, then you must specify the path using the --prefix
option. Y ou must also create a symbolic link pointing to /usr/bin or to /usr/local/bin by running the following
command:

In -s [***SOURCE***] [***DESTI NATI ON***]
For example:

In -s [***CUSTOM | NSTALL- PATH***]/ pyt hon3. 8 /usr/ bi n/ pyt hon3. 8

The --enabled-shared option is used to build a shared library instead of a static library.
7. Build Python 3.8 asfollows:
a) Run the make command to compile thefiles:

make

b) Run the following command to put the compiled filesin the default location, or in the custom location that you
specified using the --prefix option:

make altinstall

Using altinstall prevents you from overwriting the system Python, if any.
¢) Copy the shared compiled library files (libpython3.8.50) to the /lib64/ directory:

cp --no-clobber ./1ibpython3.8.so0o* /1ib64/

The --no-clobber option is used to prevent overwriting files.
d) Change the permissions of the libpython3.8.so files as follows:

chnmod 755 /1i b64/1ibpyt hon3. 8. so*

If you see an error such as “ error while loading shared libraries: libpython3.8.s0.1.0: cannot open shared object
file: No such file or directory”, then run the following command:

export LD LI BRARY_PATH=$LD LI BRARY_PATH: /usr/ | ocal /1ib/

8. Change the permission of the Python 3.8 installation directory to 755 so that Hue and its related services can
leverage the binary and the site packages, as follows:

chnmod -R 755 /usr/local/lib/python3.8
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Enable Cloudera Manager to use Python 3.8 installed in a custom location

If you have installed Python 3.8 at a custom location, then you must either create a symbolic

link using theal t er nat i ves command or by adding an environment variable to the Cloudera
Manager Agent in the systemd service definition files with the full path to the Python 3.8 custom-
built binary.

Tousetheal t er nat i ves command, get help by running the command al t er nati ves - -
hel p. You should create symbolic links from either /usr/bin/python3.8 or /usr/local/bin/python3.8
to [*** CUSTOM-INSTALL-PATH***]/bin/python3.8 where you installed the Python 3.8 package.

Important: Using the alternatives command to set up symbolic links does not
support setting up of the PY THONHOME or PY THONPATH variablesif that is
necessary for your custom version of Python 3.8 installation.

To add an environment variable to the Cloudera Manager Agent in the systemd service definition
files perform the following steps:

1. SSH into the host system on which you installed Python 3.8 as aroot user.

2. Open the /usr/lib/systemd/system/cloudera-scm-supervisord.service file for editing.
3. Add thefollowing line in the cloudera-scm-supervisord.service file under the [Service] section:

Envi r onment =" PYTHONBI N=[ *** CUSTOM | NSTALL- PATH***] / bi n/ pyt hon3
. 8"

4. Open the /ust/lib/systemd/system/cloudera-scm-agent.service file for editing.

5. Add the following line in the cloudera-scm-agent.service file under the [Service] section:

Envi r onment =" PYTHONBI N=[ *** CUSTOM | NSTALL- PATH***] / bi n/ pyt hon3
. 8”

Important: If your custom version of Python 3.8 installation requires setting up
the PY THONHOME or PY THONPATH variables, then add them with additional
Environment lines.

Enable Hueto use Python 3.8 installed in a custom location

If you haveinstalled Python 3.8 in a custom location and you did not configure alternatives, then
you must prepend the custom path to the custom bin directory in Cloudera Manager Clusters Hue
Configuration Hue Service Environment Advanced Configuration Snippet (Safety Valve) separated
by colon (:) asfollows:

Key: PATH
Vaue: [*** CUSTOM-INSTALL-PATH***]:/usr/local/sbin:/usr/local/bin:/usr/sbin:/usr/bin

Install the psycopg2-binary package

Install the “ psycopg2-binary” package after installing Python 3.8 for using PostgreSQL as a
backend database for Hue.

Introduction to the alternatives command in Linux
Installing the psycopg2 Python package for PostgreSQL -backed Hue

Cloudera Manager agents and Hue require Python 3.8. Y ou must install Python 3.8.12 or higher on al cluster hosts
before installing Cloudera Manager and adding services to your cluster. Follow the instructions in thistopic to install
the standard Python 3.8 packagesin a standard location on RHEL 8.

96


https://www.redhat.com/sysadmin/alternatives-command
https://docs.cloudera.com/cdp-private-cloud-base/7.1.9/installation/topics/cdpdc-installing-psycopg2-package.html

Cloudera Manager Production Installation

Python 3 isdistributed in versions 3.6, 3.8, and 3.9, provided by the python36, python38, and python39 modules on
RHEL 8. CDP requires that you install Python version 3.8 on your cluster hosts.

Attention: If you are using RHEL 8, Clouderarecommends that you uninstall Python 2.7, if it is present on
& your hosts. If you are using RHEL 7, do not uninstall Python 2.7.

1. SSH into the host system as aroot user.
2. Install Python 3.8 by running the following command:

yuminstall python38

i Attention: By default, Pythonisinstalled in any one of the following locations:

e Jusr/bin

e Jusr/local/python38/bin

e usr/local/bin

* Jopt/rh/rh-python38/root/usr/bin
3. Verify the Python version as follows:

pyt hon3. 8 --version

Install the psycopg2-binary package

Install the “ psycopg2-binary” package after installing Python 3.8 for using PostgreSQL as a
backend database for Hue.

Introduction to the alternatives command in Linux
Installing the psycopg2 Python package for PostgreSQL -backed Hue

Cloudera Manager agents and Hue require Python 3.8. Y ou must install Python 3.8.12 or higher on all cluster hosts
before installing Cloudera Manager and adding servicesto your cluster. Follow the instructions in this topic to install
the standard Python 3.8 packages in a standard location on RHEL 7.

Python 3isdistributed in versions 3.6, 3.8, and 3.9, provided by the python36, python38, and python39 modules on
RHEL 7. CDP requires that you install Python version 3.8 on your cluster hosts.

E Note:

If you are using RHEL 8, Cloudera recommends that you uninstall Python 2.7, if it is present on your hosts. If
you are using RHEL 7, do not uninstall Python 2.7.

1. SSH into the host system as aroot user.
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2. Run thefollowing command to enable the additional repositories:

subscri pti on- manager repos --enable rhel-server-rhscl-7-rpns

Note:

IE The benefit of using Red Hat Software Collectionsis that you can have multiple versions of Python
installed at the same time along with the base Python 2.7 that shipped with RHEL 7. You can easily
switch between versionswith scl  enable.

3. Install Python 3.8 by running the following command:
sudo yuminstall rh-python38

IE Note: By default, Python isinstalled in the following location:

e /opt/rh/rh-python38/root/usr/bin/python3.8
4. Install the psycopg2-binary package by running the following command:

scl enable rh-python38 -- pip install --upgrade pip
scl enable rh-python38 -- pip install psycopg2-binary

5. Verify the Python version as follows:

[opt/rh/rh-python38/root/usr/bin/python3.8 --version

Cloudera Manager agents and Hue require Python 3.8. Y ou must install Python 3.8.12 or higher on all cluster hosts
before installing Cloudera Manager and adding services to your cluster. Follow the instructions in this topic to
manually download, install, and build standard Python 3.8 binaries from source on RHEL 7 or RHEL 8 at a standard
or custom location.

You can install Python 3.8 in a standard location or in a custom location depending on your organization's policies.
Toinstall Python 3.8 at a custom location, replace [*** CUSTOM-INSTALL-PATH***] in the instructions with the
custom path.

Attention: If you are using RHEL 8, Clouderarecommends that you uninstall Python 2.7, if it is present on
your hosts. If you are using RHEL 7, do not uninstall Python 2.7.

Install the following necessary developer tools and packages on your system:

e gcc
e make

* openss-devel
e bzip2-devel

* libffi-deve

o Zlib-devel

yuminstall gcc openssl-devel bzip2-devel |ibffi-devel zlib-devel -y

IE Note: You cannot install the “openssl-devel” package on a FIPS cluster.
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1. SSH into the host system as aroot user.
2. Change directory to /opt:

cd /opt
3. Download Python 3.8 asfollows:

curl -O https://ww. pyt hon. org/ftp/python/3.8.17/Python-3.8.17.tgz
4, Decompress the package as follows:

tar -zxvf Python-3.8.17.tgz
5. Change directory to where you decompressed the Python 3.8 package:

cd /opt/Python-3.8.17

6. Install Python 3.8 asfollows:
Standard location:

./ configure --enabl e-shared

i Attention: By default, Python isinstalled in any one of the following locations:

e Jusr/bin

e /usr/local/python38/bin

e Jusr/local/bin

e /opt/rh/rh-python38/root/usr/bin

Custom location:

./ configure --enabl e-shared --prefix=[*** CUSTOW | NSTALL- PATH* **]
If you areinstalling Python 3.8 in any non-standard |ocation, then you must specify the path using the --prefix
option. You must also create a symbolic link pointing to /usr/bin or to /usr/local/bin by running the following
command:

In -s [***SOURCE***] [***DESTI NATI ON***]
For example:

In -s [***CUSTOM | NSTALL- PATH***]/ bi n/ pyt hon3. 8 /usr/ bi n/ pyt hon3. 8

The --enabled-shared option is used to build a shared library instead of a static library.
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7. Build Python 3.8 asfollows:
a) Run the make command to compile the files:

make

b) Run the following command to put the compiled filesin the default location, or in the custom location that you
specified using the --prefix option:

make altinstall

Using atinstall prevents you from overwriting the system Python, if any.
¢) Copy the shared compiled library files (libpython3.8.50) to the /lib64/ directory:

cp --no-clobber ./1ibpython3.8.s0o* /1ib64/

The --no-clobber option is used to prevent overwriting files.
d) Change the permissions of the libpython3.8.so files as follows:

chnmod 755 /1i b64/1ibpyt hon3. 8. so*

If you see an error such as “error while loading shared libraries: libpython3.8.50.1.0: cannot open shared object
file: No such file or directory”, then run the following command:

export LD LI BRARY_PATH=$LD LI BRARY_PATH: /usr/ Il ocal /lib/

8. Change the permission of the Python 3.8 installation directory to 755 so that Hue and its related services can
leverage the binary and the site packages, as follows:

chnod -R 755 /usr/local/lib/python3.8

Enable Cloudera Manager to use Python 3.8 installed in a custom location

If you have installed Python 3.8 at a custom location, then you must either create a symbolic

link using theal t er nat i ves command or by adding an environment variable to the Cloudera
Manager Agent in the systemd service definition files with the full path to the Python 3.8 custom-
built binary.

Tousetheal t er nat i ves command, get help by running the command al t er nati ves - -
hel p. You should create symbolic links from either /usr/bin/python3.8 or /usr/local/bin/python3.8
to [*** CUSTOM-INSTALL-PATH***]/bin/python3.8 where you installed the Python 3.8 package.

& Important:
Usingtheal t er nat i ves command to set up symbolic links affects the host
environment globally. All applications on the host will be affected. If thisis different
from what you intend, you might need to customize the PY THONHOME or PY TH
ONPATH variables for the CDP environment. For more information, see the
following section.

Customizing Python environment for CDP Services

This section isintended for expert users with unique requirements to customize their Python
environment for CDP services or non-Cloudera applications running on cluster hosts. These steps
are not needed for normal configurations. The users must decide if they are using the PY THONHO
ME or PY THONPATH variables.

Caution: Clouderadoes not provide information or guidance on the usage or the
effects of setting the PY THONHOME or PY THONPATH variables.

100



Cloudera Manager Production Installation

To add an environment variable to the Cloudera Manager Agent in the systemd service definition
files perform the following steps:

1. SSH into the host system on which you installed Python 3.8 as aroot user.

2. Open the /usr/lib/systemd/system/cloudera-scm-supervisord.service file for editing.

3. Add thefollowing line in the cloudera-scm-supervisord.service file under the [Service] section:

Envi r onment =" PYTHONBI N=[ *** CUSTOM | NSTALL- PATH***] / bi n/ pyt hon3
. 8"

4. Open the /ust/lib/systemd/system/cloudera-scm-agent.service file for editing.
5. Add the following line in the cloudera-scm-agent.service file under the [Service] section:

Envi r onment =" PYTHONBI N=[ *** CUSTOM | NSTALL- PATH***] / bi n/ pyt hon3
. 8”

Important: If your custom version of Python 3.8 installation requires setting up
the PY THONHOME or PY THONPATH variables, then add them with additional
Environment lines.

Enable Hueto use Python 3.8 installed in a custom location

If you haveinstalled Python 3.8 in a custom location and you did not configure alternatives, then
you must prepend the custom path to the custom bin directory in Cloudera Manager Clusters Hue
Configuration Hue Service Environment Advanced Configuration Snippet (Safety Valve) separated
by colon (:) asfollows:

Key: PATH
Vaue: [*** CUSTOM-INSTALL-PATH***]:/usr/local/sbin:/usr/local/bin:/usr/sbin:/usr/bin

Install the psycopg2-binary package

Install the “ psycopg2-binary” package after installing Python 3.8 for using PostgreSQL as a
backend database for Hue.

Introduction to the alternatives command in Linux
Installing the psycopg2 Python package for PostgreSQL -backed Hue

Cloudera Manager agents and Hue reguire Python 3.9 on RHEL 9. Y ou must install Python 3.9.14 or higher on all
cluster hosts before installing Cloudera Manager and adding services to your cluster. Follow instructions in thistopic
to install the standard Python 3.9 packages in a standard location on RHEL 9.1, RHEL 9.2, or RHEL 9.4.

Python 3.9 is the default Python implementation provided by RHEL 9 and is usually installed by default. Perform this
task toinstall or re-install it manually.

1. SSH into the host system as aroot user.
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2. Install Python 3.9 by running one of the following commands:
dnf install python3
or
yuminstall python3

i Attention: By default, Pythonisinstalled in any one of the following locations:

e Jusr/bin

e Jusr/local/python39/bin

e usr/local/bin

e /opt/rh/rh-python39/root/usr/bin

3. Verify the Python version as follows:
pyt hon3 --version
or

pyt hon3.9 --version

Install the psycopg2-binary package

Install the  psycopg2-binary” package after installing Python 3.8 for using PostgreSQL as a
backend database for Hue.

Introduction to the alternatives command in Linux
Installing the psycopg2 Python package for PostgreSQL -backed Hue

Cloudera Manager agents and Hue require Python 3.9 on RHEL 9. Y ou must install Python 3.9.14 or higher on all
cluster hosts before installing Cloudera Manager and adding services to your cluster. Follow the instructions in this
topic to manually download, install, and build standard Python 3.9 binaries from source on RHEL 9 to install Python
at a standard or custom location.

Y ou must manually download, install, and build Python 3.9 from source to install Python at a custom location. Y ou
must also replace [*** CUSTOM-INSTALL-PATH***] in the instructions with the custom path.

Install the following necessary developer tools and packages on your system:

e gcc
* make

e openss-devel
e bzip2-devel

* libffi-deve

» Zlib-devel

yuminstall gcc openssl-devel bzip2-devel |ibffi-devel zlib-devel -y
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E Note: You cannot install the “openssl-devel” package on a FIPS cluster.

1. SSH into the host system as aroot user.
2. Change directory to /opt:

cd /opt
3. Download Python 3.9 asfollows:

curl -O https://ww. python. org/ftp/python/3.9.14/ Pyt hon-3.9.14.tgz
4. Decompress the package as follows:

tar -zxvf Python-3.9.14.tQgz
5. Change directory to where you decompressed the Python 3.9 package:

cd /opt/Python-3.9. 14

6. Install Python 3.9 asfollows:
Standard location:

./ configure --enabl e-shared

f Attention: By default, Python isinstalled in any one of the following locations:

e Just/bin

e /usr/local/python39/bin

e Jusr/local/bin

e /opt/rh/rh-python39/root/usr/bin

Custom location:

./configure --enabl e-shared --prefix=[***CUSTOW | NSTALL- PATH***]
If you areinstalling Python 3.9 in any non-standard |ocation, then you must specify the path using the --prefix
option. You must also create a symbolic link pointing to /usr/bin or to /usr/local/bin by running the following
command:

In -s [***SOURCE***] [***DESTI NATI ON***]
For example:

In -s [***CUSTOM | NSTALL- PATH***]/ pyt hon3. 9 /usr/ bi n/ pyt hon3. 9

The --enabled-shared option is used to build a shared library instead of a static library.
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7. Build Python 3.9 asfollows:
a) Run the make command to compile the files:

make
b) Run the following command to put the compiled filesin the default location, or in the custom location that you
specified using the --prefix option:

make altinstall

Using atinstall prevents you from overwriting the system Python, if any.
¢) Copy the shared compiled library files (libpython3.9.50) to the /lib64/ directory:

cp --no-clobber ./libpython3.9.s0* /1ib64/

The --no-clobber option is used to prevent overwriting files.
d) Change the permissions of the libpython3.9.so files as follows:

chnmod 755 /1i b64/1ibpyt hon3. 9. so*

If you see an error such as “error while loading shared libraries: libpython3.9.50.1.0: cannot open shared object
file: No such file or directory”, then run the following command:

export LD LI BRARY_PATH=$LD LI BRARY_PATH: /usr/ Il ocal /lib/

8. Change the permission of the Python 3.9 installation directory to 755 so that Hue and its related services can
leverage the binary and the site packages, as follows:

chnod -R 755 /usr/local/lib/python3.9

Enable Cloudera Manager to use Python 3.9 installed in a custom location

If you have installed Python 3.9 at a custom location, then you must either create a symbolic

link using theal t er nat i ves command or by adding an environment variable to the Cloudera
Manager Agent in the systemd service definition files with the full path to the Python 3.9 custom-
built binary.

Tousetheal t er nat i ves command, get help by running the command al t er nati ves - -
hel p. You should create symbolic links from either /usr/bin/python3.9 or /usr/local/bin/python3.9
to [*** CUSTOM-INSTALL-PATH***]/bin/python3.9 where you installed the Python 3.9 package.

Important: Using the alternatives command to set up symbolic links does not
support setting up of the PY THONHOME or PY THONPATH variablesif that is
necessary for your custom version of Python 3.9 installation.

To add an environment variable to the Cloudera Manager Agent in the systemd service definition
files perform the following steps:

1. SSH into the host system on which you installed Python 3.9 as aroot user.
2. Open the /usr/lib/systemd/system/cloudera-scm-supervisord.service file for editing.
3. Add thefollowing line in the cloudera-scm-supervisord.service file under the [Service] section:

Envi ronment =" PYTHONBI N=[ *** CUSTOM | NSTALL- PATH***] / bi n/ pyt hon3
.97

»

Open the /usr/lib/systemd/system/cloudera-scm-agent.service file for editing.
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5. Add the following linein the cloudera-scm-agent.service file under the [ Service] section:

Envi ronment =" PYTHONBI N=[ * * * CUSTOM | NSTALL- PATH***]/ bi n/ pyt hon3
. 9"

Important: If your custom version of Python 3.9 installation requires setting up
the PY THONHOME or PY THONPATH variables, then add them with additional
Environment lines.

Enable Hueto use Python 3.9 installed in a custom location

If you have installed Python 3.9 in a custom location and you did not configure alternatives, then
you must prepend the custom path to the custom bin directory in Cloudera Manager Clusters Hue
Configuration Hue Service Environment Advanced Configuration Snippet (Safety Valve) separated
by colon (:) asfollows:

Key: PATH
Value: [*** CUSTOM-INSTALL-PATH***]:/usr/local/shin:/usr/local/bin:/usr/sbin:/ust/bin

Install the psycopg2-binary package

Install the “ psycopg2-binary” package after installing Python 3.9 for using PostgreSQL as a
backend database for Hue.

Introduction to the alternatives command in Linux
Installing the psycopg2 Python package for PostgreSQL -backed Hue

For CDP Runtime 7.1.9 SP1, Cloudera Manager agents and Hue require Python 3.10 on SLES 15 SP4. Y ou must
install Python 3.10 on all cluster hosts before installing Cloudera Manager and adding services to your cluster. Follow
theinstructionsin this topic to install the standard Python 3.10 packages in a standard location on SLES 15 SP4.

Note: SLES 15 SP4 isdistributed with Python 3.6. Because CDP Runtime 7.1.9 SP1 requires Python 3.10,
E you must install it manually.

1. SSH into the host system as aroot user.

2. Ensure the SLE-Module-Python3-15-SP4-Updates repository is present in the system before installing Python
3.10.

3. Install Python 3.10 by running the following command:

sudo zypper install python310 python310-devel

4. Veify the Python version as follows:

pyt hon3. 10 --versi on

Install the psycopg2-binary package

Install the “ psycopg2-binary” package after installing Python 3.10 for using PostgreSQL as a
backend database for Hue.
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For CDP Runtime 7.1.9 SP1, Cloudera Manager agents and Hue require Python 3.10 on SLES 15 SP5. Y ou must
install Python 3.10 on all cluster hosts before installing Cloudera Manager and adding services to your cluster. Follow
the instructions in this topic to manually download, build, and install standard Python 3.10 binary from source on
SLES 15 SP5 to install Python at a standard or custom location.

Important: Since the standard Python 3.10 package is unavailable, you must manually download, install,
and build Python 3.10 from source to install Python at a standard or custom location.

Toinstall Python 3.10 at a custom location, you must also replace [*** CUSTOM-INSTALL-PATH***] in the
instructions with the custom path.

Install the following necessary developer tools and packages on your system:

e gcc
* make

* openss-devel
e bzip2-devel

* libffi-devel

o Zlib-devel

* libbz2-devel
* gzip

zypper install gcc openssl-devel bzip2-devel libffi-devel zlib-devel nake |i
bbz2-devel gzip

1. SSH into the host system as aroot user.
2. Change directory to /opt:

cd /opt
3. Download Python 3.10 as follows:

curl -O https://ww. python. org/ftp/python/3.10. 14/ Python-3.10. 14.tgz
4. Decompress the package as follows:

tar -zxvf Python-3.10.14.tgz

5. Change directory to where you decompressed the Python 3.10 package:

cd /opt/Python-3.10. 14
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6. Install Python 3.10 asfollows:
Standard location:

./ configure --enabl e-shared

i Attention: By default, Python isinstalled in any one of the following locations:

e Jusr/bin
e /usr/local/python310/bin
e Jusr/local/bin

Custom location:
./configure --enabl e-shared --prefix=[***CUSTOM | NSTALL- PATH***]

If you areinstalling Python 3.10 in any non-standard location, then you must specify the path using the --prefix
option. You must also create a symbolic link pointing to /usr/bin or to /usr/local/bin by running the following
command:

In -s [***SOURCE***] [***DESTI NATI ON***]
For example:
In -s [***CUSTOM | NSTALL- PATH***]/ pyt hon3. 10 /usr/ bi n/ pyt hon3. 10

The --enabled-shared option is used to build a shared library instead of a static library.
7. Build Python 3.10 asfollows:
a) Run the make command to compile thefiles:

make

b) Run the following command to put the compiled files in the default location, or in the custom location that you
specified using the --prefix option:

make altinstall

Using altinstall prevents you from overwriting the system Python, if any.
¢) Copy the shared compiled library files (libpython3.10.s0) to the /lib64/ directory:

cp --no-clobber ./libpython3.10.s0o* /lib64/

The --no-clobber option is used to prevent overwriting files.
d) Change the permissions of the libpython3.10.so files as follows:

chmod 755 /1i b64/1ibpyt hon3. 10. so*

If you see an error such as “error while loading shared libraries: libpython3.10.50.1.0: cannot open shared object
file: No such file or directory”, then run the following command:

export LD LI BRARY_PATH=$LD LI BRARY_PATH: /usr/l ocal /lib/

8. Change the permission of the Python 3.10 installation directory to 755 so that Hue and its related services can
leverage the binary and the site packages, as follows:

chnod -R 755 /usr/local/lib/python3. 10
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Enable Cloudera Manager to use Python 3.10 installed in a custom location

If you have installed Python 3.10 at a custom location, then you must either create a symbolic

link using theal t er nat i ves command or by adding an environment variable to the Cloudera
Manager Agent in the systemd service definition files with the full path to the Python 3.10 custom-
built binary.

Tousetheal t er nat i ves command, get help by running the command al t er nat i ves

- - hel p. You should create symboalic links from either /usr/bin/python3.10 or /ust/local/bin/
python3.10 to [*** CUSTOM-INSTALL-PATH***]/bin/python3.10 where you installed the Python
3.10 package.

Important: Using the alternatives command to set up symbolic links does not
support setting up of the PY THONHOME or PY THONPATH variablesif that is
necessary for your custom version of Python 3.10 installation.

To add an environment variable to the Cloudera Manager Agent in the systemd service definition
files perform the following steps:

1. SSH into the host system on which you installed Python 3.10 as aroot user.
2. Open the /usr/lib/systemd/system/cloudera-scm-supervisord.service file for editing.
3. Add thefollowing line in the cloudera-scm-supervisord.service file under the [Service] section:

Envi r onment =" PYTHONBI N=[ *** CUSTOM | NSTALL- PATH***] / bi n/ pyt hon3
. 10”

4. Open the /ust/lib/systemd/system/cloudera-scm-agent.service file for editing.
5. Add the following line in the cloudera-scm-agent.service file under the [Service] section:

Envi r onment =" PYTHONBI N=[ *** CUSTOM | NSTALL- PATH***] / bi n/ pyt hon3
. 10”

Important: If your custom version of Python 3.10 installation requires setting up
the PY THONHOME or PY THONPATH variables, then add them with additional
Environment lines.

Enable Hueto use Python 3.10 installed in a custom location

If you haveinstalled Python 3.10 in a custom location and you did not configure alternatives, then
you must prepend the custom path to the custom bin directory in Cloudera Manager Clusters Hue
Configuration Hue Service Environment Advanced Configuration Snippet (Safety Valve) separated
by colon (:) asfollows:

Key: PATH
Vaue: [*** CUSTOM-INSTALL-PATH***]:/usr/local/sbin:/usr/local/bin:/usr/sbin:/usr/bin

Install the psycopg2-binary package

Install the “ psycopg2-binary” package after installing Python 3.10 for using PostgreSQL as a
backend database for Hue.

Cloudera Manager agents and Hue require Python 3.8 on SLES 12 SP5 or SLES 15 SP4. Y ou must install Python
3.8.12 or higher on all cluster hosts before installing Cloudera Manager and adding servicesto your cluster. Follow
instructions in this topic to install the standard Python 3.8 packagesin a standard location on SLES 12 SP5 or SLES
15 SP4.
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Important: SLES 12 SP5 is distributed with Python 3.6. Because CDP requires Python 3.8, you must install
Fd % it manually.

Important: SLES 15 SP4 is distributed with Python 3.10. Because CDP requires Python 3.8, you must
& install it manually.

1. SSH into the host system as aroot user.
2. Install Python 3.8 asfollows:

Y ou can check the current availability of standard Python 3.8 package in the official SUSE repositories by running
the following comand:

zypper search python3. 8
If standard Python 3.8 package is available, then you can proceed to install it by running the following command:

zypper install python3.8

If standard Python 3.8 package is not available, then you must manually download, install, and build Python
3.8 from source to install Python at a standard or custom location. For more information, see Installing standard
Python 3.8 binary on SLES 12 SP5 or SLES 15 SP4 at a standard or custom location.

3. Verify the Python version as follows:

pyt hon3. 8 --version

Install the psycopg2-binary package

Install the “ psycopg2-binary” package after installing Python 3.8 for using PostgreSQL as a
backend database for Hue.

Introduction to the alternatives command in Linux
Installing the psycopg2 Python package for PostgreSQL -backed Hue

Cloudera Manager agents and Hue require Python 3.8 on SLES 12 SP5 or SLES 15 SP4. Y ou must install Python
3.8.12 or higher on all cluster hosts before installing Cloudera Manager and adding servicesto your cluster. Follow
the instructions in this topic to manually download, build, and install standard Python 3.8 binary from source on
SLES 12 SP5 or SLES 15 SP4 to install Python at a standard or custom location.

Y ou must manually download, install, and build Python 3.8 from source to install Python at a standard or custom
location. To install Python 3.8 at a custom location, you must also replace [*** CUSTOM-INSTALL-PATH***] in the
instructions with the custom path.

Install the following necessary developer tools and packages on your system:

e gcc
* make
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* openss-devel
e bzip2-devel

* libffi-devel

o Zlib-devel
 libbz2-devel
s gzip

zypper install gcc openssl-devel bzip2-devel |ibffi-devel zlib-devel make |
bbz2-devel gzip

1. SSH into the host system as aroot user.
2. Change directory to /opt:

cd /opt
3. Download Python 3.8 asfollows:

curl -O https://ww. pyt hon.org/ftp/python/3.8.17/Python-3.8.17.tgz
4. Decompress the package as follows:

tar -zxvf Python-3.8.17.tgz
5. Change directory to where you decompressed the Python 3.8 package:

cd /opt/Python-3.8.17

6. Install Python 3.8 asfollows:
Standard location:

./ configure --enabl e-shared

f Attention: By default, Python isinstalled in any one of the following locations:

e Jusr/bin
e /usr/local/python38/bin
e Jusr/local/bin

Custom location:

./ configure --enabl e-shared --prefix=[*** CUSTOW | NSTALL- PATH***]
If you areinstalling Python 3.8 in any non-standard |ocation, then you must specify the path using the --prefix
option. Y ou must also create a symbolic link pointing to /usr/bin or to /usr/local/bin by running the following
command:

In -s [***SOURCE***] [***DESTI NATI ON***]
For example:

In -s [***CUSTOM | NSTALL- PATH***]/ pyt hon3. 8 /usr/ bi n/ pyt hon3. 8

The --enabled-shared option is used to build a shared library instead of a static library.
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7. Build Python 3.8 asfollows:
a) Run the make command to compile the files:

make
b) Run the following command to put the compiled filesin the default location, or in the custom location that you
specified using the --prefix option:

make altinstall

Using atinstall prevents you from overwriting the system Python, if any.
¢) Copy the shared compiled library files (libpython3.8.50) to the /lib64/ directory:

cp --no-clobber ./1ibpython3.8.s0o* /1ib64/

The --no-clobber option is used to prevent overwriting files.
d) Change the permissions of the libpython3.8.so files as follows:

chnmod 755 /1i b64/1ibpyt hon3. 8. so*

If you see an error such as “error while loading shared libraries: libpython3.8.50.1.0: cannot open shared object
file: No such file or directory”, then run the following command:

export LD LI BRARY_PATH=$LD LI BRARY_PATH: /usr/ Il ocal /lib/

8. Change the permission of the Python 3.8 installation directory to 755 so that Hue and its related services can
leverage the binary and the site packages, as follows:

chnod -R 755 /usr/local/lib/python3.8

Enable Cloudera Manager to use Python 3.8 installed in a custom location

If you have installed Python 3.8 at a custom location, then you must either create a symbolic

link using theal t er nat i ves command or by adding an environment variable to the Cloudera
Manager Agent in the systemd service definition files with the full path to the Python 3.8 custom-
built binary.

Tousetheal t er nat i ves command, get help by running the command al t er nati ves - -
hel p. You should create symbolic links from either /usr/bin/python3.8 or /usr/local/bin/python3.8
to [*** CUSTOM-INSTALL-PATH***]/bin/python3.8 where you installed the Python 3.8 package.

Important: Using the alternatives command to set up symbolic links does not
support setting up of the PY THONHOME or PY THONPATH variablesif that is
necessary for your custom version of Python 3.8 installation.

To add an environment variable to the Cloudera Manager Agent in the systemd service definition
files perform the following steps:

1. SSH into the host system on which you installed Python 3.8 as aroot user.
2. Open the /usr/lib/systemd/system/cloudera-scm-supervisord.service file for editing.
3. Add thefollowing line in the cloudera-scm-supervisord.service file under the [Service] section:

Envi ronment =" PYTHONBI N=[ *** CUSTOM | NSTALL- PATH***] / bi n/ pyt hon3
. 8”

»

Open the /usr/lib/systemd/system/cloudera-scm-agent.service file for editing.
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5. Add the following linein the cloudera-scm-agent.service file under the [ Service] section:

Envi ronment =" PYTHONBI N=[ * * * CUSTOM | NSTALL- PATH***]/ bi n/ pyt hon3
. 8”

Important: If your custom version of Python 3.8 installation requires setting up
the PY THONHOME or PY THONPATH variables, then add them with additional
Environment lines.

Enable Hueto use Python 3.8 installed in a custom location

If you have installed Python 3.8 in a custom location and you did not configure alternatives, then
you must prepend the custom path to the custom bin directory in Cloudera Manager Clusters Hue
Configuration Hue Service Environment Advanced Configuration Snippet (Safety Valve) separated
by colon (:) asfollows:

Key: PATH
Value: [*** CUSTOM-INSTALL-PATH***]:/usr/local/shin:/usr/local/bin:/usr/sbin:/ust/bin

Install the psycopg2-binary package

Install the “ psycopg2-binary” package after installing Python 3.8 for using PostgreSQL as a
backend database for Hue.

Introduction to the alternatives command in Linux
Installing the psycopg2 Python package for PostgreSQL -backed Hue

Cloudera Manager agents and Hue require Python 3.8. Y ou must install Python 3.8.12 or higher on all cluster hosts
before installing Cloudera Manager and adding servicesto your cluster. Follow instructionsin thistopic to install the
standard Python 3.8 binaries at a standard location on Oracle UEK 8.8.

Install the Extra Packages for Enterprise Linux (EPEL) asfollows:

dnf install epel-rel ease

1. SSH into the host system as aroot user.
2. Install Python 3.8 by running the follwing command:

dnf install python38 python38-devel

i Attention: By default, Pythonisinstalled in any one of the following locations:

e Jusr/bin
e /usr/bin/python3.8-config
e usr/local/bin

Y ou can check the location at which Python 3.8 isinstalled by running the following commands:
wher ei s pyt hon3. 8
Sample output:

pyt hon3: /usr/bin/python3.8 /usr/bin/python3.8-config /usr/bin/python3. 8-
x86_64-config /usr/bin/python3 /usr/lib/python3.6 /usr/lib/python3.8 /usr/
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i b64/ pyt hon3. 6 /usr/1ib64/python3.8 /usr/include/python3.6m /usr/include/
pyt hon3. 8 /usr/share/ man/ manl/ pyt hon3. 1. gz

echo $PATH
Sample output:

lusr/local /sbin:/usr/local/bin:/usr/sbin:/usr/bin:/sbin:/bin

3. Verify the Python version as follows:
pyt hon3. 8 --version
Sample output:

Pyt hon 3.8.16

Install the psycopg2-binary package

Install the “ psycopg2-binary” package after installing Python 3.8 for using PostgreSQL as a
backend database for Hue.

Introduction to the alternatives command in Linux
Installing the psycopg2 Python package for PostgreSQL -backed Hue

This topic helps you plan for the storage needs and data storage locations used by the Cloudera Manager Server and
the Cloudera Management Service to store metrics and data.

Minimum Required Role: Full Administrator. This feature is not available when using Cloudera Manager to manage
Data Hub clusters.

Cloudera Manager tracks metrics of services, jobs, and applications in many background processes. All of these
metrics require storage. Depending on the size of your organization, this storage can be local or remote, disk-based or
in a database, managed by you or by another team in another location.

Most system administrators are aware of common locations like /var/log/ and the need for these locations to have
adequate space. Failing to plan for the storage needs of all components of the Cloudera Manager Server and the
Cloudera Management Service can negatively impact your cluster in the following ways:

« The cluster might not be able to retain historical operational datato meet internal requirements.

e The cluster might miss critical audit information that was not gathered or retained for the required length of time.

« Administrators might be unable to research past events or health status.

« Administrators might not have historical MR1, YARN, or Impala usage data when they need to reference or report
on them later.

* There might be gaps in metrics collection and charts.

« The cluster might experience dataloss due to filling storage locations to 100% of capacity. The effects of such an
event can impact many other components.

The main theme here is that you must architect your data storage needs well in advance. Y ou must inform your
operations staff about your critical data storage locations for each host so that they can provision your infrastructure
adequately and back it up appropriately. Make sure to document the discovered requirements in your internal build
documentation and run books.

This topic describes both local disk storage and RDBMS storage. This distinction is made both for storage planning
and also to inform migration of roles from one host to another, preparing backups, and other lifecycle management
events.
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The following tables provide details about each individual Cloudera Management service to enable Cloudera
Manager administrators to make appropriate storage and lifecycle planning decisions.

Table 17: Cloudera Manager Server

Configuration Topic Cloudera Manager Server Configuration

Default Storage Location RDBMS:
Any Supported RDBMS.
Disk:

Cloudera Manager Server Loca Data Storage Directory (command_storage path) on the host
where the Cloudera Manager Server is configured to run. Thislocal path is used by Cloudera
Manager for storing data, including command result files. Critical configurations are not stored
in thislocation.

Default setting: /var/lib/cloudera-scm-server/

Storage Configuration Defaults, Minimum, or | There are no direct storage defaults relevant to this entity.
Maximum

Where to Control Data Retention or Size The size of the Cloudera Manager Server database varies depending on the number of managed
hosts and the number of discrete commands that have been run in the cluster. To configure the
size of the retained command results in the Cloudera Manager Administration Console, select
AdministrationSettings and edit the following property:

Command Eviction Age

Length of time after which inactive commands are evicted from the
database.

Default istwo years.

Sizing, Planning & Best Practices The Cloudera Manager Server database is the most vital configuration store in a Cloudera
Manager deployment. This database holds the configuration for clusters, services, roles, and
other necessary information that defines a deployment of Cloudera Manager and its managed
hosts.

Make sure that you perform regular, verified, remotely-stored backups of the Cloudera Manager
Server database.

Table 18: Cloudera Management Service - Service Monitor Configuration

Default Storage Location Ivar/lib/cloudera-service-monitor/ on the host where the Service Monitor roleis configured to
run.

Storage Configuration Defaults/ Minimum/ |« 10 GiB Services Time Series Storage
Maximum +  1GiB ImpaaQuery Storage
¢« 1GiB YARN Application Storage

Total: ~12 GiB Minimum (No Maximum)
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Where to Control Data Retention or Size Service Monitor data growth is controlled by configuring the maximum amount of storage
spaceit can use.

To configure data retention in Cloudera Manager Administration Console:

Go the Cloudera Management Service.

Click the Configuration tab.

Select Scope Service Monitor or Cloudera Management Service (Service-Wide) .
Select Category Main .

L ocate the PROPERTYNAME property or search for it by typing its name in the Search
box.

Time-Series Storage

a s~ wDn e

The approximate amount of disk space dedicated to storing time
series and health data. When the store has reached its maximum
size, it deletes older data to make room for newer data. The disk
usage is approximate because the store only begins deleting data
when it reaches the limit.

Note that Cloudera Manager stores time-series data at a number of
different data granularities, and these granularities have different
effective retention periods. The Service Monitor stores metric data
not only as raw data points but also as ten-minute, hourly, six-
hourly, daily, and weekly summary data points. Raw data consumes
the bulk of the allocated storage space and weekly summaries
consume the least. Raw data is retained for the shortest amount of
time while weekly summary points are unlikely to ever be deleted.

Select Cloudera Management ServiceCharts Library tab in
Cloudera Manager for information about how space is consumed
within the Service Monitor. These pre-built charts also show
information about the amount of data retained and time window
covered by each data granularity.

Impala Storage

The approximate amount of disk space dedicated to storing Impala
query data. When the store reaches its maximum size, it deletes
older datato make room for newer queries. The disk usageis
approximate because the store only begins deleting data when it
reaches the limit.

YARN Storage

The approximate amount of disk space dedicated to storing YARN
application data. When the store reaches its maximum size, it
deletes ol der data to make room for newer applications. The disk
usage is approximate because Cloudera Manager only begins
deleting data when it reaches the limit.

6. Enter aReason for change, and then click Save Changes to commit the changes.

Sizing, Planning, and Best Practices The Service Monitor gathers metrics about configured roles and servicesin your cluster and
aso runs active health tests. These health tests run regardless of idle and use periods, because
they are always relevant. The Service Monitor gathers metrics and health test results regardless
of the level of activity in the cluster. This data continues to grow, even in an idle cluster.

Table 19: Cloudera Management Service - Host Monitor

Default Storage Location Ivar/lib/cloudera-host-monitor/ on the host where the Host Monitor role is configured to run.

Storage Configuration Defaults/ Minimum/ Default (and minimum): 10 GiB Host Time Series Storage
Maximum
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Where to Control Data Retention or Size Host Monitor data growth is controlled by configuring the maximum amount of storage space it
can use.

See Data Sorage for Monitoring Data.

To configure these data retention configuration properties in the Cloudera Manager
Administration Console:

1. Go the Cloudera Management Service.

Click the Configuration tab.

Select Scope Host Monitor or Cloudera Management Service (Service-Wide).
Select Category Main .

L ocate each property or search for it by typing its name in the Search box.
Time-Series Storage

o wn

The approximate amount of disk space dedicated to storing time
series and health data. When the store reaches its maximum size,
it deletes older data to make room for newer data. The disk usage
is approximate because the store only begins deleting data when it
reaches the limit.

Note that Cloudera Manager stores time-series data at a number of
different data granularities, and these granul arities have different
effective retention periods. Host Monitor stores metric data not only
as raw data points but also as summaries of ten minute, one hour,
six hour, one day, and one week increments. Raw data consumes
the bulk of the allocated storage space and weekly summaries
consume the least. Raw data is retained for the shortest amount of
time, while weekly summary points are unlikely to ever be deleted.

See the Cloudera Management Service Charts Library tab in
Cloudera Manager for information on how space is consumed
within the Host Monitor. These pre-built charts also show
information about the amount of data retained and the time window
covered by each data granularity.

6. Enter aReason for change, and then click Save Changes to commit the changes.

Sizing, Planning and Best Practices The Host Monitor gathers metrics about host-level items of interest (for example: disk space
usage, RAM, CPU usage, swapping, etc) and aso informs host health tests. The Host Monitor
gathers metrics and health test results regardless of the level of activity in the cluster. This data
continues to grow fairly linearly, evenin anidle cluster.

Table 20: Cloudera Management Service - Event Server

Configuration Topic Event Server Configuration

Default Storage Location Ivar/lib/cloudera-scm-eventserver/ on the host where the Event Server role is configured to run.
Storage Configuration Defaults 5,000,000 events retained

Where to Control Data Retention or The amount of storage space the Event Server uses is influenced by configuring how many
Minimum /Maximum discrete eventsit can retain.

To configure data retention in Cloudera Manager Administration Console,

Go the Cloudera Management Service.

Click the Configuration tab.

Select Scope Event Server or Cloudera Management Service (Service-Wide).
Select CategoryMain.

Edit the following property:

Maximum Number of Eventsin the Event Server Store

g~ LN e

The maximum size of the Event Server store, in events. When this
sizeis exceeded, events are deleted starting with the oldest first
until the size of the store is below this threshold

6. Enter aReason for change, and then click Save Changes to commit the changes.
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Configuration Topic Event Server Configuration

Sizing, Planning, and Best Practices The Event Server isamanaged Lucene index that collects relevant events that happen within
your cluster, such as results of health tests, log events that are created when alog entry matches
aset of rulesfor identifying messages of interest and makes them available for searching,
filtering and additional action. Y ou can view and filter events on the Diagnostics Events tab of
the Cloudera Manager Administration Console. Y ou can also poll this data using the Cloudera
Manager API.

Note: The Cloudera Management Service role Alert Publisher sources all the

E content for its work by regularly polling the Event Server for entries that are marked
to be sent out using SNMP or SMTP(S). The Alert Publisher is not discussed
because it has no noteworthy storage requirements of its own.

Table 21: Cloudera Management Service - Reports Manager

Configuration Topic Reports Manager Configuration

Default Storage Location RDBMS:
Any Supported RDBMS.
Disk:

Ivar/lib/cloudera-scm-headlamp/ on the host where the Reports Manager roleis configured to
run.

Storage Configuration Defaults RDBMS:

There are no configurable parameters to directly control the size of this data set.
Disk:
There are no configurable parameters to directly control the size of this data set. The storage

utilization depends not only on the size of the HDFS fsimage, but also on the HDFS file path
complexity. Longer file paths contribute to more space utilization.

Where to Control Data Retention or The Reports Manager uses space in two main locations; on the Reports Manager host and on
Minimum / Maximum its supporting database. Cloudera recommends that the database be on a separate host from the
Reports Manager host for process isolation and performance.

Sizing, Planning, and Best Practices Reports Manager downloads the fsimage from the NameNode (every 60 minutes by default)
and storesit locally to perform operations against, including indexing the HDFS filesystem
structure. More files and directories resultsin alarger fsimage, which consumes more disk
space.

Reports Manager has no control over the size of the fsimage. If your total HDFS usage trends
upward notably or you add excessively long pathsin HDFS, it might be necessary to revisit
and adjust the amount of local storage allocated to the Reports Manager. Periodically monitor,
review, and adjust the local storage allocation.

Table 22: Cloudera Navigator - Navigator Audit Server

Default Storage Location Any Supported RDBMS.

Storage Configuration Defaults Default: 90 Days retention
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Where to Control Data Retention or Min/Max | Navigator Audit Server storage usage is controlled by configuring how many days of datait can
retain. Any older datais purged.

To configure data retention in the Cloudera Manager Administration Console:

1. Go the Cloudera Management Service.

Click the Configuration tab.

Select Scope Navigator Audit Server or Cloudera Management Service (Service-Wide).
Select CategoryMain.

Locate the Navigator Audit Server Data Expiration Period property or search for it by
typing its name in the Search box.

Navigator Audit Server Data Expiration Period

In Navigator Audit Server, purge audit data of various auditable
services when the data reaches this age in days. By default,
Navigator Audit Server keeps data about audits for 90 days.

6. Click Save Changes to commit the changes.

o wn

Sizing, Planning, and Best Practices The size of the Navigator Audit Server database directly depends on the number of audit events
the cluster’ s audited services generate. Normally the volume of HDFS audits exceeds the
volume of other audits (all other components like MRv1, Hive and Impala read from HDFS,
which generates additional audit events).

The average size of adiscrete HDFS audit event is~1 KB. For a busy cluster of 50 hosts with
~100K audit events generated per hour, the Navigator Audit Server database would consume
~2.5 GB per day. To retain 90 days of audits at that level, plan for a database size of around 250
GB. If other configured cluster services generate roughly the same amount of data as the HDFS
audits, plan for the Navigator Audit Server database to require around 500 GB of storage for 90
days of data.

Notes:

¢ Individua Hive and Impala queries themselves can be very large. Since the query itself is
part of an audit event, such audit events consume space in proportion to the length of the
query.

*  Theamount of space required increases as activity on the cluster increases. In some cases,
Navigator Audit Server databases can exceed 1 TB for 90 days of audit events. Benchmark
your cluster periodically and adjust accordingly.

To map Cloudera Navigator versions to Cloudera Manager versions, see Product Compatibility
Matrix for Cloudera Navigator.

Table 23: Cloudera Navigator - Navigator Metadata Server

Configuration Topic Navigator Metadata Server Configuration

Default Storage Location RDBMS:
Any Supported RDBMS.
Disk:

Ivar/lib/cloudera-scm-navigator/ on the host where the Navigator Metadata Server roleis
configured to run.

Storage Configuration Defaults RDBMS:

There are no exposed defaults or configurations to directly cull or purge the size of this data set.
Disk:

There are no configuration defaults to influence the size of thislocation. Y ou can change the
location itself with the Navigator Metadata Server Storage Dir property. The size of the data

in this location depends on the amount of metadatain the system (HDFS fsimage size, Hive

Metastore size) and activity on the system (the number of MapReduce Jobs run, Hive queries
executed, €tc).
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Configuration Topic Navigator Metadata Server Configuration

Where to Control Data Retention or Min/lMax | RDBMS:

The Navigator Metadata Server database should be carefully tuned to support large volumes of
metadata.

Disk:

The Navigator Metadata Server index (an embedded Solr instance) can consume lots of disk

space at the location specified for the Navigator Metadata Server Storage Dir property. Ongoing
maintenance tasks include purging metadata from the system.

Sizing, Planning, and Best Practices Memory:
See Navigator Metadata Server Tuning.
RDBMS:

The database is used to store policies and authorization data. The dataset is small, but this
database is also used during a Solr schema upgrade, where Solr documents are extracted and
inserted again in Solr. This has same space requirements as above use case, but the space is only
used temporarily during product upgrades.

Use the product compatibility matrix to map Cloudera Navigator and Cloudera Manager
versions.

Disk:

Thisfilesystem location contains all the metadata that is extracted from managed clusters.

The datais stored in Solr, so thisis the location where Solr storesitsindex and documents.
Depending on the size of the cluster, this data can occupy tens of gigabytes. A guidelineisto
look at the size of HDFS fsimage and allocate two to three times that size asthe initial size. The

data hereisincremental and continues to grow as activity is performed on the cluster. Therate
of growth can be on order of tens of megabytes per day.

Genera Performance Notes
When possible:

» For entitiesthat use an RDBMS, install the database on a separate host from the service, and consolidate roles that
use databases on as few servers as possible.

* Provide a dedicated spindle to the RDBMS or datastore data directory to avoid disk contention with other read/
write activity.

Cluster Lifecycle Management with Cloudera Manager
Cloudera Manager clusters that use parcelsto provide Cloudera Runtime and other components require adequate disk
space in the following locations:
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Table 24: Parcel Lifecycle Management

Parcel Lifecycle Path (default) Notes

Local Parcel Repository Path (/opt/cloudera/pa | This path exists only on the host where Cloudera Manager Server (cloudera-scm-server) runs.
rcel-repo) The Cloudera Manager Server stages al new parcelsin thislocation asit fetches them from
any external repositories. Cloudera Manager Agents are then instructed to fetch the parcels
from this location when the administrator distributes the parcel using the Cloudera Manager
Administration Console or the Cloudera Manager API.

Sizing and Planning

The default location is /opt/cloudera/parcel -repo but you can configure another local filesystem
location on the host where Cloudera Manager Server runs.

Provide sufficient space to hold al the parcels you download from al configured Remote Parcel
Repository URLs. Cloudera Manager deployments that manage multiple clusters store all
applicable parcelsfor all clusters.

Parcels are provided for each operating system, so be aware that heterogeneous clusters
(distinct operating systems represented in the cluster) require more space than clusters with
homogeneous operating systems.

For example, a cluster with both RHEL6.x and 7.x hosts must hold -el6 and -el 7 parcelsin the
Local Parcel Repository Path, which requires twice the amount of space.

Lifecycle Management and Best Practices

Delete any parcelsthat are no longer in use from the Cloudera Manager Administration
Console, (never delete them manually from the command line) to recover disk spacein the
Local Parcel Repository Path and simultaneously across all managed cluster hosts which hold
the parcel.

Backup Considerations

Perform regular backups of this path, and consider it a non-optional accessory to backing up
Cloudera Manager Server. If you migrate Cloudera Manager Server to anew host or restore it
from a backup (for example, after a hardware failure), recover the full content of this path to the
new host, in the /opt/cloudera/parcel-repo directory before starting any cloudera-scm-agent or
cloudera-scm-server processes.

Parcel Cache (/opt/cloudera/parcel-cache) Managed Hosts running a Cloudera Manager Agent stage distributed parcelsinto this path (as
.parcel files, unextracted). Do not manually manipulate this directory or itsfiles.

Sizing and Planning

Provide sufficient space per-host to hold al the parcels you distribute to each host.

Y ou can configure Cloudera Manager to remove these cached .parcel files after they are
extracted and placed in /opt/cloudera/parcel§/. It is not mandatory to keep these temporary files

but keeping them avoids the need to transfer the .parcel file from the Cloudera Manager Server
repository should you need to extract the parcel again for any reason.

To configure this behavior in the Cloudera Manager Administration Console, select
AdministrationSettingsParcel sRetain Downloaded Parcel Files
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Parcel Lifecycle Path (default) Notes

Host Parcel Directory (/opt/cloudera/parcels) | Managed cluster hosts running a Cloudera Manager Agent extract parcels from the /opt/clouder
alparcel-cache directory into this path upon parcel activation. Many critical system symlinks
point to filesin this path and you should never manually manipulate its contents.

Sizing and Planning

Provide sufficient space on each host to hold all the parcels you distribute to each host. Be
aware that the typical Runtime or CDH parcel size is approximately 2 GB per parcel, and some
third party parcels can exceed 3 GB. If you maintain various versions of parcels staged before
and after upgrading, be aware of the disk space implications.

Y ou can configure Cloudera Manager to automatically remove older parcels when they are no
longer in use. As an administrator you can always manually delete parcel versions not in use,
but configuring these settings can handle the deletion automatically, in case you forget.

To configure this behavior in the Cloudera Manager Administration Console, select
AdministrationSettingsParcels and configure the following property:

Automatically Remove Old Parcels

This parameter controls whether parcels for old versions of an
activated product should be removed from a cluster when they are
no longer in use.

The default value is Disabled.
Number of Old Parcel Versionsto Retain

If you enable Automatically Remove Old Parcels, this setting
specifies the number of old parcelsto keep. Any old parcels beyond
this value are removed. If this property is set to zero, no old parcels
areretained.

The default valueis 3.

Table 25: Management Service Lifecycle - Space Reclamation Tasks

Task Description

Activity Monitor (One-time) The Activity Monitor only works against a MapReduce (MR1) service, not YARN. So if your
deployment has fully migrated to YARN and no longer uses a MapReduce (MR1) service, your
Activity Monitor database is no longer growing. If you have waited longer than the default
Activity Monitor retention period (14 days) to address this point, then the Activity Monitor has
aready purged it al for you and your database is mostly empty. If your deployment meets these
conditions, consider cleaning up by dropping the Activity Monitor database (again, only when
you are satisfied that you no longer need the data or have confirmed that it is no longer in use)
and the Activity Monitor role.

Service Monitor and Host Monitor (One-time) | For those who used Cloudera Manager version 4.x and have now upgraded to version 5.x: The
Service Monitor and Host Monitor were migrated from their previously-configured RDBMS
into a dedicated time series store used solely by each of these roles respectively. After this
happens, there is still legacy database connection information in the configuration for these
roles. Thiswas used to alow for theinitial migration but is no longer being used for any active
work.

After the above migration has taken place, the RDBM S databases previously used by the
Service Monitor and Host Monitor are no longer used. Space occupied by these databases is
now recoverable. |f appropriate in your environment (and you are satisfied that you have long-
term backups or do not need the data on disk any longer), you can drop those databases.

Ongoing Space Reclamation Cloudera Management Services are automatically rolling up, purging or otherwise consolidating
aged datafor you in the background. Configure retention and purging limits per-role to control
how and when this occurs. These configurations are discussed per-entity above. Adjust the
default configurations to meet your space limitations or retention needs.

Log File Storage Space

All cluster hosts write out separate log files for each role instance assigned to the host. Cluster administrators can
monitor and manage the disk space used by these roles and configure log rotation to prevent log files from consuming
too much disk space.
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Y ou must configure each host in the cluster to ensure that all members can communicate with each other.

i Important: Cloudera Runtime requires |Pv4. IPv6 is not supported.

O Tip: When bonding, use the bond0 IP address as it represents all aggregated links.

1. Set the hostname to a unique name (not localhost).

sudo host nanect!| set-hostnane foo-1.exanpl e.com

2. Edit /etc/hosts with the | P address and fully qualified domain name (FQDN) of each host in the cluster. Y ou can
add the unqualified name as well.

1 foo-1.exanple.com foo-1
2 foo-2.exanpl e.com foo-2
3 foo-3.exanpl e.com foo-3
4 foo-4.exanmple.com foo-4

& Important:

¢ The canonical name of each host in /etc/hosts must be the FQDN (for example myhost-1.example
.com), not the unqualified hostname (for example myhost-1). The canonical name is the first entry
after the IP address.

e Do not use diases, either in /etc/hosts or in configuring DNS.

¢ Unqualified hosthames (short names) must be unique in a Cloudera Manager instance. For example,
you cannot have both HOST01.EXAMPLE.COM and HOST01.STANDBY.EXAMPLE.COM managed
by the same Cloudera Manager Server.

3. Edit /etc/sysconfig/network with the FQDN of this host only:

HOSTNAME=f 00- 1. exanpl e. com

4. Verify that each host consistently identifies to the network:
a) Run uname -aand check that the hostname matches the output of the hostname command.
b) Run/shin/ifconfig and note the value of inet  addr in the ethO (or bondO) entry, for example:

et ho Li nk encap: Et hernet HWaddr 00: 0C. 29: Ad: E8: 97

inet addr:172.29.82.176 Bcast:172.29.87.255 Mask: 255. 255. 2
48.0

¢) Run host -v -t A $(hostname) and verify that the output matches the hostname command. The | P address
should be the same as reported by ifconfig for ethO (or bondO):

Trying "foo-1. exanpl e. cont
.. ANSVER SECTI ON:
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foo-1. exanple.com 60 IN A 172.29.82.176
Important: If the host command is not installed on your system, then install it by running the
following command:

« RHEL:

yuminstall bind-utils

« Ubuntu:

apt install bind9-host
« SLES

zypper in bind-utils

Security-Enhanced Linux (SELinux) allows you to set access control through policies. If you are having trouble
deploying Runtime or CDH with your policies, set SELinux in permissive mode on each host before you deploy
Runtime or CDH on your cluster.

Note: CDP Private Cloud Base, with the exception of Cloudera Navigator Encrypt, is supported on platforms
with Security-Enhanced Linux (SELinux) enabled and in enforcing mode. Clouderais not responsible for
SELinux policy development, support, or enforcement. If you experience issues running Cloudera software
with SELinux enabled, contact your OS provider for assistance.

If you are using SELinux in enforcing mode, Cloudera Support can request that you disable SELinux or
change the mode to permissive to rule out SELinux as afactor when investigating reported issues.

1. Check the SELinux state:

getenforce

2. If the output is either Permissive or Disabled, you can skip this task and continue to Disabling the Firewall to
disable the firewall on each host in your cluster. If the output is enforcing, continue to the next step.

Open the /etc/selinux/config file (in some systems, the /etc/sysconfig/selinux file).
Change the line SELINUX=enforcing to SELINUX=permissive.

Save and close the file.

Restart your system or run the following command to disable SELinux immediately:

o 0k~ w

setenforce O
After you have installed and deployed Runtime or CDH, you can re-enable SELinux by changing SELINUX=
permissive back to SELINUX=enforcing in /etc/selinux/config (or /etc/sysconfig/selinux), and then running the
following command to immediately switch to enforcing mode:

setenforce 1

If you are having trouble getting Cloudera Software working with SELinux, contact your OS vendor for support.
Clouderais not responsible for devel oping or supporting SELinux policies.
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To disable the firewall on each host in your cluster, perform the following steps on each host.

1. If theiptables command is not installed on your system, then install it by running the following command:

* RHEL:

sudo yuminstall iptables
e SLES

sudo zypper install iptables
« Ubuntu:

sudo apt-get install iptables

2. For iptables, save the existing rule set:

sudo i ptabl es-save > ~/firewall.rules

3. Disablethefirewall:
e RHEL 7 compatible:

sudo systenct!l disable firewalld
sudo systenttl stop firewalld

e SLES.

sudo chkconfig SuSEfirewal | 2 _setup off
sudo chkconfig SuSEfirewal |2 _init off
sudo rcSuSEfirewal | 2 stop

*  Ubuntu:

sudo service ufw stop

Runtime requires that you configure a Network Time Protocol (NTP) service on each machine in your cluster. Most
operating systems include the ntpd service for time synchronization.

Some operating systems use chronyd by default instead of ntpd. If chronyd is running (on any OS), Cloudera
Manager uses it to determine whether the host clock is synchronized. Otherwise, Cloudera Manager uses ntpd.

Note: If you are using ntpd to synchronize your host clocks, but chronyd is aso running, Cloudera M anager
E relies on chronyd to verify time synchronization, even if it is not synchronizing properly. This can result in
Cloudera Manager reporting clock offset errors, even though the timeis correct.

Tofix this, either configure and use chronyd or disable it and remove it from the hosts.

i Important:

Y ou should verify whether ntpd or chronyd is already installed and running. If ntpd or chronyd is already
installed and running, then you can skip enabling NTP service.

Please refer your OS vendor's documentation to install and configure either ntpd or chronyd.
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To perform as expected, Impala depends on the availability of the software, hardware, and configurations described in
the following sections.

The ultimate source of truth about compatibility between various versions of Cloudera Runtime, Cloudera Manager,
and various Runtime components is the Product Compatibility Matrix.

The relevant supported operating systems and versions for Impala are the same as for the corresponding Cloudera
Runtime platforms. For details, see the Operating System Requirements topic.

Impala can interoperate with data stored in Hive, and uses the same infrastructure as Hive for tracking metadata about
schema obj ects such as tables and columns. The following components are prerequisites for Impala:

To instal the metastore:

1. Install aMySQL or PostgreSQL database. Start the database if it is not started after installation.

2. Download the MySQL Connector or the PostgreSQL connector and place it in the /usr/share/javal directory.

3. Usethe appropriate command line tool for your database to create the metastore database.

4. Usethe appropriate command line tool for your database to grant privileges for the metastore database to the hive
user.

5. Maodify hive-sitexml to include information matching your particular database: its URL, username, and password.
Y ou will copy the hive-site.xml file to the Impala Configuration Directory later in the Impalainstallation process.

Although Impalais primarily written in C++, it does use Java to communicate with various Hadoop components:

» Theofficialy supported IVMsfor Impala are the OpendJDK VM and Oracle VM. Other VMs might cause
issues, typically resulting in afailureat i npal ad startup. In particular, the JamVM used by default on certain
levels of Ubuntu systems can causei npal ad to fail to start.

e Internaly, thei npal ad daemon relies on the JAVA_HOME environment variable to locate the system Java
libraries. Make surethe i npal ad serviceisnot run from an environment with an incorrect setting for this
variable.

« All Javadependencies are packaged in the impala-dependencies.jar file, which islocated at /usr/lib/impala/lib/.
These map to everything that is built under fe/target/dependency.

As part of ensuring best performance, Impala attempts to compl ete tasks on local data, as opposed to using network
connections to work with remote data. To support this goal, Impala matches the hostname provided to each Impala
daemon with the | P address of each DataNode by resolving the hostname flag to an |P address. For Impala to work
with local data, use asingle IP interface for the DataNode and the Impala daemon on each machine. Ensure that

the Impala daemon's hostname flag resolves to the | P address of the DataNode. For single-homed machines, thisis
usualy automatic, but for multi-homed machines, ensure that the Impala daemon's hostname resolves to the correct
interface. Impalatries to detect the correct hostname at start-up, and prints the derived hostname at the start of the log
in amessage of the form:

Usi ng host nane: i npal a- daenon- 1. exanpl e. com

In the majority of cases, this automatic detection works correctly. If you need to explicitly set the hostname, do so by
setting the --hostname flag.
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E Note: RedHat Userswith server configurations that utilise networks of 10Gb/s or more might need to adjust

the vm.min_free kbytes parameter to a significantly increased val ue to ensure ample space for storing packet
backlogs before the operating system processes them. This hel ps prevent packet drops and avoids connection
timeouts.

These timeouts might manifest as EndDataStream errors or generic Impala Connection timeouts.

Additional details regarding modifications to the vm.min_free kbytes parameter and the reasons for its
necessity can be found here.

Impala daemons should be deployed on nodes using the same Glibc version since different Glibc version supports
different Unicode standard version. Not using the same Glibc version might result in inconsistent UTF-8 behavior
when UTF8_MODE is set to true.

The memory allocation should be consistent across Impala executor nodes. A single Impala executor with alower
memory limit than the rest can easily become a bottleneck and lead to suboptimal performance.

Thi

s guideline does not apply to coordinator-only nodes.

During join operations, portions of datafrom each joined table are loaded into memory. Data sets can be very large,
so ensure your hardware has sufficient memory to accommodate the joins you anticipate compl eting.

While requirements vary according to data set size, the following is generally recommended:

CPU

Impalaversion 2.2 and higher uses the SSSE3 instruction set, which isincluded in newer processors.

Note: Thisrequired level of processor isthe same asin Impalaversion 1.x. The Impala2.0 and 2.1
B releases had a stricter requirement for the SSE4.1 instruction set, which has now been relaxed.

Memory

128 GB or more recommended, ideally 256 GB or more. If the intermediate results during query processing on a
particular node exceed the amount of memory available to Impala on that node, the query writes temporary work
datato disk, which can lead to long query times. Note that because the work is parallelized, and intermediate
results for aggregate queries are typically smaller than the origina data, Impala can query and join tables that are
much larger than the memory available on an individual node.

JVM Heap Sizefor Catalog Server

4 GB or more recommended, ideally 8 GB or more, to accommaodate the maximum numbers of tables, partitions,
and data files you are planning to use with Impala.
Storage

DataNodes with 12 or more disks each. 1/0 speeds are often the limiting factor for disk performance with Impala.
Ensure that you have sufficient disk space to store the data Impalawill be querying.

Default settings for max_map_count can be insufficient for Impalainstallations that run with many concurrent
gueries. We recommend increasing max_map_count to avoid potential failures due to exhausting memory mapping
limits under heavy load.

max_map_count is the OS virtual memory parameter and defines the maximum number of memory map areas that a
process can use.
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To increase the max_map_countparameter in your OS and to make the above setting durable, refer to your OS
documentation.

» For example, if you are using RHEL 9, add the following line to /etc/sysctl.conf:

/etc/sysctl.conf:vm max_nmap_count =8000000

» Reload the config as root: sysctl -p.
e Check the new value: cat /proc/sys’'vm/max_map_count.
* Redtart.

For user account requirements, see the topic User Account Requirements in the Impala documentation.

Cluster hosts can be broadly described as master hosts, utility hosts, gateway hosts, or worker hosts.

« Master hosts run Hadoop master processes such as the HDFS NameNode and Y ARN Resource Manager.

« Utility hosts run other cluster processes that are not master processes such as Cloudera Manager and one or more
Hive Metastores.

» Gateway hosts are client access points for launching jobs in the cluster. The number of gateway hosts required
varies depending on the type and size of the workloads.

*  Worker hosts primarily run DataNodes and other distributed processes such as Impala

Important: Clouderarecommends that you always enable high availability when Runtimeisused in a
production environment.

The following tables describe the recommended role allocations for different cluster sizes. Note that these
configurations take into account services dependencies that might not be obvious. For example, running Atlas or
Ranger requires also running HBase, Kafka, Solr, and ZooK eeper. For details see Service Dependences in Cloudera
Manager.

Attention: When High Availability (HA) is enabled and the total number of nodesis under 10, you must

& carefully plan the composition of the worker nodes. That is the utility nodes and master nodes. If you decide
that your development cluster isto be HA enabled, you must add the HA configuration for at least 3-10 hosts
for seamless performance.
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3 - 10 Worker Hosts without High Availability

Master Hosts Utility Hosts Gateway Hosts

One host for al Utility and Gateway roles:

Master Host 1:

« NameNode

* YARN ResourceManager

¢ YARN Queue Manager

*  JobHistory Server

e ZooKeeper

e Kudu master

«  Spark History Server

e HBase master

¢ Schema Registry

¢ Ozone Manager (A maximum of 3
Ozone Managers are supported)

«  Storage Container Manager

Secondary NameNode

Cloudera Manager

Cloudera Manager Management Service
Cruise Control

Hive Metastore

HiveServer2

Impala Catalog Server

Impala StateStore

Hue

Oozie

Gateway configuration

HBase backup master

Ranger Admin, Tagsync, Usersync servers
Ranger KMS

Ranger RMS

Atlas server

Solr server (CDP-INFRA-SOLR instance to support Atlas)
Streams Messaging Manager

Streams Replication Manager Service
ZooK eeper

Knox: One KnoxGateway service on utility or gateway hosts.
S3 Gateway

Worker Hosts

3- 10 Worker Hosts:

» DataNode
*  NodeManager
* Impalad

e Kudu tablet server

o KafkaBroker

» KafkaConnect

* HBase RegionServer

e Solr server (For Cloudera
Search)

e StreamsReplication
Manager Driver

e ZooKeeper (Recommend 3
serverstotal)

*  Ozone DataNode
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3 - 20 Worker Hosts with High Availability

Master Hosts Utility Hosts Gateway Hosts

Master Host 1:
¢« NameNode
¢ JournaNode

*  FailoverController

* YARN ResourceManager

¢ YARN Queue Manager

e ZooKeeper

¢ JobHistory Server

¢ Kudu master

¢ HBase master

¢ SchemaRegistry

¢ Ozone Manager (A maximum of 3

Ozone Managers are supported)
«  Storage Container Manager
Master Host 2:
¢ NameNode
«  JournalNode

*  FailoverController

¢ YARN ResourceManager

¢ YARN Queue Manager

e ZooKeeper

e Kudu master

e HBase master

e Schema Registry

*  Ozone Manager (A maximum of 3

Ozone Managers are supported)
¢ Storage Container Manager
Master Host 3:

¢ Kudu master (Kudu requires an odd
number of mastersfor HA.)

e Spark History Server
¢ JournalNode (requires dedicated disk)

e ZooKeeper
¢ Ozone Manager (A maximum of 3
Ozone Managers are supported)

*  Storage Container Manager

Utility Host 1:

e ClouderaManager

¢ ClouderaManager
Management Service

e Cruise Control

* Hive Metastore

e Impala Catalog Server
¢ Impala StateStore

e Oozie

¢ Ranger Admin, Tagsync,
Usersync servers

¢ Ranger KMS

¢ Ranger RMS

e Atlasserver

e Solr server (CDP-INFRA-
SOLR instance to support
Atlas)

e Streams Messaging
Manager

e StreamsReplication
Manager Service

¢ Knox: One KnoxGateway
service for HA. Instead of
utility, you can also select
gateway hosts.

Utility Host 2:

¢ Hive Metastore

¢ Ranger Admin, Tagsync,
Usersync servers

¢ Ranger KMS

¢ Ranger RMS

« Atlasserver

e Solr server (CDP-INFRA-

SOLR instance to support

Atlas)

Knox: One KnoxGateway

service for HA. Instead of

utility, you can also select

gateway hosts.

One or more Gateway Hosts:

*  Hue

e HiveServer2

*  Gateway configuration
¢ S3Gateway

Worker Hosts

3- 20 Worker Hosts:

» DataNode
*  NodeManager
* Impalad

e Kudu tablet server

o KafkaBroker
(Recommend 3 brokers
minimum)

» KafkaConnect

» HBase RegionServer

e Solr server (For Cloudera
Search, recommend
3 servers minimum)

e StreamsReplication
Manager Driver

e Ozone DataNode
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20 - 80 Worker Hosts with High Availability

Master Hosts Utility Hosts Gateway Hosts

One or more Gateway Hosts:

Master Host 1:

NameNode

JournalNode
FailoverController

Y ARN ResourceM anager
YARN Queue Manager

ZooK eeper

Kudu master

HBase master

Schema Registry

Ozone Manager (A maximum of 3
Ozone Managers are supported)
Storage Container Manager

Master Host 2:

NameNode

JournalNode
FailoverController

Y ARN ResourceManager
YARN Queue Manager

ZooK eeper

Kudu master

HBase master

Schema Registry

Ozone Manager (A maximum of 3
Ozone Managers are supported)
Storage Container Manager

Master Host 3:

ZooK eeper
JournalNode
JobHistory Server
Spark History Server
Kudu master

HBase master

Ozone Manager (A maximum of 3
Ozone Managers are supported)

Storage Container Manager

Utility Host 1.

Cloudera Manager

Cruise Control

Hive Metastore

Ranger Admin, Tagsync,
Usersync servers

Ranger KMS

Ranger RMS

Atlas server

Solr server (CDP-INFRA-
SOLR instance to support
Atlas)

Streams Messaging
Manager

Streams Replication
Manager Service

Utility Host 2:

Cloudera Manager
Management Service

Hive Metastore

Impala Catalog Server
Impala StateStore

Oozie

Ranger Admin, Tagsync,
Usersync servers

Ranger KMS

Ranger RMS

Atlas server

Solr server (CDP-INFRA-
SOLR instance to support
Atlas)

Hue

HiveServer2

Gateway configuration
S3 Gateway

Two or more Gateway Hosts:

Knox: Two KnoxGateway
services, one on each of the
first two Gateway Hosts
for HA.

S3 Gateway

Worker Hosts

20 - 80 Worker Hosts:

» DataNode
*  NodeManager
* Impalad

e Kudu tablet server

o KafkaBroker
(Recommend 3 brokers
minimum)

» KafkaConnect

» HBase RegionServer

e Solr server (For Cloudera
Search, recommend
3 servers minimum)

e StreamsReplication
Manager Driver

e Ozone DataNode
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80 - 200 Worker Hosts with High Availability

Master Hosts Utility Hosts Gateway Hosts

One or more Gateway Hosts:

Master Host 1:

NameNode

JournalNode
FailoverController

Y ARN ResourceM anager
YARN Queue Manager

ZooK eeper

Kudu master

HBase master

Schema Registry

Ozone Manager (A maximum of 3
Ozone Managers are supported)
Storage Container Manager

Master Host 2:

NameNode

JournalNode
FailoverController

Y ARN ResourceManager
YARN Queue Manager

ZooK eeper

Kudu master

HBase master

Schema Registry

Ozone Manager (A maximum of 3
Ozone Managers are supported)
Storage Container Manager

Master Host 3:

ZooK eeper

JournalNode

JobHistory Server

Spark History Server

Kudu master

HBase master

Ozone Manager (A maximum of 3
Ozone Managers are supported)
Storage Container Manager

Utility Host 1.

Cloudera Manager
Cruise Control
Streams Messaging
Manager

Streams Replication
Manager Service

Utility Host 2:

Hive Metastore
Impala Catalog Server
Impala StateStore
Oozie

Utility Host 3:

Host Monitor

Utility Host 4:

Ranger Admin, Tagsync,
Usersync servers

Ranger KMS

Ranger RMS

Atlas server

Solr server

Utility Host 5:

Hive Metastore

Ranger Admin, Tagsync,
Usersync servers

Ranger KMS

Ranger RMS

Atlas server

Solr server

Utility Host 6:

Reports Manager

Utility Host 7:

Service Monitor

Hue

HiveServer2

Gateway configuration
S3 Gateway

Two or more Gateway Hosts:

Knox: Two KnoxGateway
services, one on each of the
first two Gateway Hosts
for HA.

S3 Gateway

Worker Hosts

80 - 200 Worker Hosts:

e DataNode

*  NodeManager

* Impalad

e Kudu tablet server
(Recommend 100 tablet

servers maximum)

o KafkaBroker
(Recommend 3 brokers
minimum)

» KafkaConnect

» HBase RegionServer

e Solr server (For Cloudera
Search, recommend
3 servers minimum)

e StreamsReplication
Manager Driver

*  Ozone DataNode
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200 - 500 Worker Hosts with High Availability

Master Hosts Utility Hosts Gateway Hosts

One or more Gateway Hosts:

Master Host 1:

¢« NameNode

¢ JournaNode

¢ FailoverController
e ZooKeeper

¢ Kudu master

e HBase master
¢ Ozone Manager (A maximum of 3

Ozone Managers are supported)
«  Storage Container Manager
Master Host 2:
« NameNode
*  JournalNode
*  FailoverController
e ZooKeeper

e Kudu master
* HBase master
¢ Ozone Manager (A maximum of 3

Ozone Managers are supported)
*  Storage Container Manager
Master Host 3:

¢  YARN ResourceManager

¢ YARN Queue Manager

e ZooKeeper

«  JournalNode

e Kudu master

¢ HBase master

¢ SchemaRegistry

¢ Ozone Manager (A maximum of 3

Ozone Managers are supported)
*  Storage Container Manager
Master Host 4:

¢ YARN ResourceManager

¢ YARN Queue Manager

e ZooKeeper

e JournalNode

¢ Schema Registry

¢ Ozone Manager (A maximum of 3

Ozone Managers are supported)
«  Storage Container Manager
Master Host 5:

¢ JobHistory Server
e Spark History Server

e ZooKeeper

«  JournaNode

¢ Ozone Manager (A maximum of 3
Ozone Managers are supported)

¢ Storage Container Manager

Cloudera recommends no more than three
masters for Kudu and HBase.

Utility Host 1.

Cloudera Manager
Cruise Control
Streams Messaging
Manager

Streams Replication
Manager Service

Utility Host 2:

Hive Metastore
Impala Catalog Server
Impala StateStore
Oozie

Utility Host 3:

Host Monitor

Utility Host 4:

Ranger Admin, Tagsync,
Usersync servers

Ranger KMS

Ranger RMS

Atlas server

Solr server (CDP-INFRA-
SOLR instance to support
Atlas)

Utility Host 5:

Hive Metastore

Ranger Admin, Tagsync,
Usersync servers

Ranger KMS

Ranger RMS

Atlas server

Solr server (CDP-INFRA-
SOLR instance to support
Atlas)

Utility Host6:

Reports Manager

Utility Host 7:

Service Monitor

Hue

HiveServer2

Gateway configuration
S3 Gateway

Two or more Gateway Hosts:

Knox: Two KnoxGateway
services, one on each of the
first two Gateway Hosts
for HA.

S3 Gateway

Worker Hosts

200 - 500 Worker Hosts:

e DataNode

*  NodeManager

* Impalad

e Kudu tablet server
(Recommend 100 tablet

servers maximum)

o KafkaBroker
(Recommend 3 brokers
minimum)

» KafkaConnect

» HBase RegionServer

e Solr server (For Cloudera
Search, recommend
3 servers minimum)

e StreamsReplication
Manager Driver

*  Ozone DataNode
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500 -1000 Worker Hosts with High Availability

Master Hosts Utility Hosts Gateway Hosts

One or more Gateway Hosts:

Master Host 1:

¢« NameNode

¢ JournaNode

¢ FailoverController
e ZooKeeper

¢ Kudu master

e HBase master
¢ Ozone Manager (A maximum of 3

Ozone Managers are supported)
«  Storage Container Manager
Master Host 2:
« NameNode
*  JournalNode
*  FailoverController
e ZooKeeper

e Kudu master
* HBase master
¢ Ozone Manager (A maximum of 3

Ozone Managers are supported)
*  Storage Container Manager
Master Host 3:

¢  YARN ResourceManager

¢ YARN Queue Manager

e ZooKeeper

«  JournalNode

e Kudu master

¢ HBase master

¢ SchemaRegistry

¢ Ozone Manager (A maximum of 3

Ozone Managers are supported)
*  Storage Container Manager
Master Host 4:

¢ YARN ResourceManager

¢ YARN Queue Manager

e ZooKeeper

e JournalNode

¢ Schema Registry

¢ Ozone Manager (A maximum of 3

Ozone Managers are supported)
«  Storage Container Manager
Master Host 5:

¢ JobHistory Server
e Spark History Server

e ZooKeeper

«  JournaNode

¢ Ozone Manager (A maximum of 3
Ozone Managers are supported)

¢ Storage Container Manager

Cloudera recommends no more than three
masters for Kudu and HBase.

Utility Host 1.

Cloudera Manager
Cruise Control
Streams Messaging
Manager

Streams Replication
Manager Service

Utility Host 2:

Hive Metastore
Impala Catalog Server
Impala StateStore
Oozie

Utility Host 3:

Host Monitor

Utility Host 4:

Ranger Admin, Tagsync,
Usersync servers

Ranger KMS

Ranger RMS

Atlas server

Solr server (CDP-INFRA-
SOLR instance to support
Atlas)

Utility Host 5:

Hive Metastore

Ranger Admin, Tagsync,
Usersync servers

Ranger KMS

Ranger RMS

Atlas server

Solr server (CDP-INFRA-
SOLR instance to support
Atlas)

Utility Host 6:

Reports Manager

Utility Host 7:

Service Monitor

Hue

HiveServer2

Gateway configuration
S3 Gateway

Two or more Gateway Hosts:

Knox: Two KnoxGateway
services, one on each of the
first two Gateway Hosts
for HA.

S3 Gateway

Worker Hosts

500 - 1000 Worker Hosts:

e DataNode

*  NodeManager

* Impalad

e Kudu tablet server
(Recommend 100 tablet

servers maximum)

o KafkaBroker
(Recommend 3 brokers
minimum)

» KafkaConnect

» HBase RegionServer

e Solr server (For Cloudera
Search, recommend
3 servers minimum)

e StreamsReplication
Manager Driver

*  Ozone DataNode

Related Information

Service Dependencies in Cloudera Manager

Configuring HMS for high availability
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If you are enabling data-at-rest encryption for a Cloudera Runtime cluster, Cloudera recommends that you isolate the
Key Trustee Server from other enterprise data hub (EDH) services by deploying the Key Trustee Server on dedicated
hosts in a separate cluster managed by Cloudera Manager.

Cloudera a so recommends deploying Key Trustee KM S on dedicated hosts in the same cluster as the EDH services
that require access to Key Trustee Server. This architecture helps users avoid having to restart the Key Trustee Server
when restarting a cluster.

For production environmentsin general, or if you have enabled high availability for HDFS and are using data-at-rest
encryption, Cloudera recommends that you enable high availability for Key Trustee Server and Key Trustee KMS.

Cloudera hosts two types of software repositories that you can use to install products such as Cloudera Manager or
Cloudera Runtime—parcel repositories and package repositories. These repositories are effective solutions in most
cases, but custom installation solutions are sometimes required.

For example, using the Cloudera-hosted software repositories requires client access over the Internet. Typical
installations use the latest available software. In some scenarios, these behaviors might not be desirable, such as:

e You need toinstal older product versions. For example, in a Runtime cluster, all hosts must run the same Runtime
version. After completing aninitial installation, you may want to add hosts. This could be to increase the size of
your cluster to handle larger tasks or to replace older hardware.

» The hosts on which you want to install Cloudera products are not connected to the Internet, so they cannot reach
the Cloudera repository (for a parcel installation, only the Cloudera Manager Server needs Internet access, but for
apackage installation, al cluster hosts require access to the Cloudera repository). Most organizations partition
parts of their network from outside access. | solating network segments improves security, but can add complexity
to the installation process.

In both of these cases, using an internal repository allows you to meet the needs of your organization, whether that
means installing specific versions of Cloudera software or installing Cloudera software on hosts without Internet
access.

Before you configure a custom package management solution in your environment, understand the concepts of
package management tools and package repositories.

Packages (rpm or deb files) help ensure that installations complete successfully by satisfying package dependencies.
When you install a particular package, all other required packages are installed at the same time. For example, hado
0p-0.20-hive depends on hadoop-0.20.

Package management tools, such as yum (RHEL), zypper (SLES), and apt-get (Ubuntu) are tools that can find and
install required packages. For example, on aRHEL compatible system, you might run the command yum install hado
0p-0.20-hive. The yum utility informs you that the Hive package requires hadoop-0.20 and offers to install it for you.
zypper and apt-get provide similar functionality.

Package management tools rely on package repositories to install software and resolve any dependency requirements.
For information on creating an internal repository, see Configuring a Local Package Repository.

Information about package repositories is stored in configuration files, the location of which varies according to the
package management tool.

e RHEL compatible (yum): /etc/yum.repos.d
e SLES (zypper): /etc/zypp/zypper.conf
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Ubuntu (apt-get): /etc/apt/apt.conf (Additional repositories are specified using .list filesin the /etc/apt/sources.lis
t.d/ directory.)

For example, on atypical CentOS system, you might find:

I's -1 /etc/yumrepos.d/

total 36

-rwr--r--. 1 root root 1664 Dec 9 2015 Cent CS-Base.repo
-rwr--r--. 1 root root 1309 Dec 9 2015 Cent OS-CR repo
-rwr--r--. 1 root root 649 Dec 9 2015 Cent OS- Debugi nfo.repo
-rwr--r--. 1 root root 290 Dec 9 2015 CentOs-fasttrack.repo
-rwr--r--. 1 root root 630 Dec 9 2015 Cent OS- Medi a. repo
-rwr--r--. 1 root root 1331 Dec 9 2015 Cent OS- Sources.repo
-rwr--r--. 1 root root 1952 Dec 9 2015 CentOS-Vault.repo
-rwr--r--. 1 root root 951 Jun 24 2017 epel.repo

-rwr--r--. 1 root root 1050 Jun 24 2017 epel -testing.repo

The .repo files contain pointers to one or more repositories. In the following excerpt from CentOS-Base.repo, there
are two repositories defined: one named Base and one named Updates. The mirrorlist parameter points to a website
that has alist of places where this repository can be downloaded.

[ base]

nanme=Cent OS- $r el easever - Base
mrrorlist=http://mrrorlist.centos.org/?rel ease=$r el easever &r ch=$basear c
h&r epo=0s&i nfra=3$i nfra

#baseur |l =http:// mrror.centos. org/ centos/ $rel easever/ os/ $basear ch/
gpgcheck=1

gpgkey=file:///etc/pki/rpm gpg/ RPM GPG KEY- Cent OS- 7

#r el eased updat es

[ updat es]

name=Cent OS- $r el easever - Updates
mrrorlist=http://mrrorlist.centos.org/?rel ease=%rel easever &r ch=$basear ch&
r epo=updat es& nfra=$i nfra

#baseur |l =http:// mrror.centos. org/ cent os/ $r el easever/ updat es/ $basear ch/
gpgcheck=1

gpgkey=file:///etc/pki/rpm gpg/ RPM GPG KEY- Cent CS- 7

Y ou can list the enabled repositories by running one of the following commands:

RHEL compatible: yum repolist
SLES: zypper repos

Ubuntu: apt-get does not include a command to display sources, but you can determine sources by reviewing the
contents of /etc/apt/sources.list and any files contained in /etc/apt/sources.list.d/.

The following shows an example of the output of yum repolist on a CentOS 7 sytstem:

repo id repo nane st
at us
base/ 7/ x86_64 Cent OS-7 - Base
9,591
epel / x86_64 Extra Packages for Enterprise Linux 7 - x86_64
12, 382
extras/ 7/ x86_64 CentOS-7 - Extras
392
updat es/ 7/ x86_64 Cent CS-7 - Updat es 1
, 962

repolist: 24,327
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Y ou can create a package repository for Cloudera Manager either by hosting an internal web repository or by
manually copying the repository files to the Cloudera Manager Server host for distribution to Cloudera Manager
Agent hosts.

The following sections describe how to create a permanent internal repository using Apache HTTP Server.

To host an internal repository, you must install or use an existing Web server on an internal host that is reachable by
the Cloudera Manager host, and then download the repository files to the Web server host.

The examples in this section use Apache HTTP Server asthe Web server. If you aready have a Web server in your
organization, you can skip to Downloading and Publishing the Package Repository.

1. Instal Apache HTTP Server:
RHEL / CentOS

sudo yuminstall httpd
SLES

sudo zypper install httpd
Ubuntu

sudo apt-get install httpd

2. Start Apache HTTP Server:
RHEL 7

sudo systenttl start httpd
SLES 12, Ubuntu 18

sudo systenttl start apache2

Download the package repository for the product you want to install.

Note:

IE Assuming your system does not have Internet access due to security concerns, you will need to download the
package to an offline storage (such as USB disk or external disk device), hand the storage to the customer, ask
him to whitelist and validate it with his Information Security team and once approved, the customer should
move the content of the external storage given to the system from which it could be applied.

The Cloudera sources are divided into several parts according to the type of solution your system will have.While

al deployments require the CDP Private Cloud base packages (Cloudera Manager packages and Clouder Runtime
parcel), other solutions might require additional deliverables such as Nifi, Data Services and more. The location of all
these sourcesis in Cloudera online archive repository (archive.cloudera.com), and the access to it requires alicense
(provided by your account team). According to the license you get and based on what was purchased, access will be
granted to relevant locations on the archive to download the needed deliverables.
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1. Cloudera Manager 7

To download the files for a Cloudera Manager release, download the repository tarball for your
operating system, located under archive.cloudera.com/p/cm?.

Y ou can reach that location directly by typing on your browser https://[username]:[password

] @archive.cloudera.com/p/cm? and then you should pick the relevant release you need, and init,
choose the tarball matching your deployed operating system. Once the tarball is approved to be
inserted into the customer network (security scan etc.), you will need to move either into your local
deployment server (where you will build alocal repository for the deployment) or into the customer
organizational repository (such as JFrog/Nexus etc.) from which all deliverables will be distributed
to the cluster. The following example assumes alocal repository is built on one of your machines
that already has the httpd service installed on it.

In that case, you should create afolder for the local repository and unpack the tarball into it,
ensuring it carries read permissions (755) for all as described below:

sudo nkdir -p /var/ww htnl/cl oudera-repos/cnv

tar xvf <CM package nane for the relevant OCS>.tar.gz -C /var/ww
ht m / cl ouder a- r epos/ cnv?

sudo chnod -R 755 /var/ww/ ht m / cl ouder a-r epos/ cnv

2. Make sure that your httpd service is enabled and up and running and then visit the Repository URL http
/I<WEB_SERVER>/cloudera-repos/ in your browser and verify the files you downloaded are present.

Important: If you do not seethelist of downloaded filesin your web browser, then you might have been
configured not to display indexes. Verify your web browser settings.

Y ou can quickly create atemporary remote repository to deploy packages on a one-time basis. Cloudera recommends
using the same host that runs Cloudera Manager, or a gateway host.

This example uses Python SimpleHTTPServer as the Web server to host the /var/www/html directory, but you can
use adifferent directory.

1. Download the repository you need following the instructions in Downloading and Publishing the Package
Repository.

2. Determine a port that your system is not listening on. This example uses port 8900.

3. Start aPython SimpleHTTPServer in the /var/www/html directory:

cd /var/ww/ ht ni
pyt hon -m Si npl eHTTPSer ver 8900

Serving HTTP on 0.0.0.0 port 8900 ...

4, Visit the Repository URL http://<WEB_SERVER>:8900/cloudera-repos in your browser and verify the files you
downloaded are present.

After you establish the repository, modify the client configuration to use it.
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Note: In case thelocal repository is configured to use TLS/SSL to secure the communication, make sure to
add the repository's root and any intermediate CA certificates to the operating system's truststore.

CR—

RHEL compatible Create /etc/lyum.repos.d/cloudera-repo.repo files on cluster hosts with the following content, where
<WEB_SERVER> isthe hostname of the Web server:

[ cl ouder a-r epo]

name=cl ouder a- r epo

baseur| =htt p: // <WEB_SERVER>/ cl ouder a- r epos/ cnv
enabl ed=1

gpgcheck=0

SLES Use the zypper utility to update client system repository information by issuing the following command:

zypper addrepo http://<WEB _SERVER>/ cm <ALI| AS>

Ubuntu Create /etc/apt/sources.list.d/cloudera-repo.list files on all cluster hosts with the following content, where
<WEB_SERVER> isthe hostname of the Web server:

deb http://<WEB_SERVER>/ cm <CODENAME> <COMPONENTS>
You can find the <CODENAME> and < COMPONENTS> variables in the ./conf/distributions filein the
repository.

After creating the .list file, run the following command:

sudo apt-get update

Configuring a Local Parcel Repository

You can create a parcel repository for Cloudera Manager either by hosting an internal Web repository or by manually
copying the repository files to the Cloudera Manager Server host for distribution to Cloudera Manager Agent hosts.
Related Information

Overview of Parcels

Using an Internally Hosted Remote Parcel Repository
The following sections describe how to use an internal Web server to host a parcel repository.
Related Information

Overview of Parcels

Setting Up a Web Server
To host an internal repository, you must install or use an existing Web server on an internal host that is reachable by
the Cloudera Manager host, and then download the repository files to the Web server host.

About this task
The examples on this page use Apache HTTP Server asthe Web server. If you aready have a Web server in your
organization, you can skip to Downloading and Publishing the Parcel Repository.
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1. Instal Apache HTTP Server:
RHEL / CentOS

sudo yuminstall httpd
SLES

sudo zypper install httpd
Ubuntu

sudo apt-get install httpd

2. Edit the Apache HTTP Server configuration file (/etc/httpd/conf/httpd.conf by default) to add or edit the following
line in the <IfModule mime_module> section:

AddType application/x-gzip .gz .tgz .parcel

If the <IfModule mime_module> section does not exist, you can add it in its entirety as follows:

Note: This example configuration was modified from the default configuration provided after installing
Apache HTTP Server on RHEL 7.

<| f Modul e m ne_nodul e>
#
# TypesConfig points to the file containing the Iist of mappings from
# fil enane extension to M Me-type.
#
TypesConfig /etc/m nme.types
#

# AddType allows you to add to or override the M ME configuration
# file specified in TypesConfig for specific file types.

#

#AddType application/x-gzip .tgz

#

# AddEncodi ng all ows you to have certain browsers unconpress

# information on the fly. Note: Not all browsers support this.

#

#AddEncodi ng x-conpress .Z

#AddEncodi ng x-gzip .gz .tgz

#

# | f the AddEncodi ng directives above are coment ed-out, then you
# probably shoul d define those extensions to indicate nedia types:
#

AddType appli cation/x-conpress .Z

AddType application/x-gzip .gz .tgz .parce

#

# AddHandl er allows you to map certain file extensions to "handl ers":

# actions unrelated to fil etype. These can be either built into the se
rver

# or added with the Action directive (see bel ow)

#

# To use CA scripts outside of ScriptAliased directories:

# (You will also need to add "ExecCA" to the "Options" directive.)

#

#AddHandl er cgi-script .cgi

# For type nmaps (negotiated resources):
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#AddHandl er type-nmap var

#
# Filters allow you to process content before it is sent to the client

#
# To parse .shtml files for server-side includes (SSl):
# (You will also need to add "Includes" to the "Options" directive.)
#
AddType text/htm .shtnl
AddQut put Fi | ter | NCLUDES . sht ni
</ | f Modul e>

Warning: Skipping this step could result in an error message Hash verification failed when trying to
download the parcel from alocal repository, especially in Cloudera Manager 6 and higher.

3. Start Apache HTTP Server:
RHEL 7

sudo systenct| start httpd
SLES 12, Ubuntu 18

sudo systenct!| start apache2

Download the parcels that you want to install and publish the parcel directory.

1. Todownload thefilesfor the latest Clouder Runtime 7 release, create the following new folder on the Web server
host which holds the repository you have created for the Cloudera Manager deliverables:

sudo nkdir -p /var/ww htnm /cl oudera-repos/cdh7

2. Connect to the cloudera online archive located under archive.cloudera.com/p/cdh?. Y ou can reach that location
directly by typing on your browser https://[username]:[password] @archive.cloudera.com/p/cdh7 and then you
should choose the relevant release you need, and in it, choose parcels and download the files related to your
operating system (.parcel, .parcel .shal, .parcel.sha256). In case needed, pass the files to the customer for approval,
and once they are approved, ask the customer to place them in the target folder created above (or into the customer
organizational repository in case such is used).

Once the files were moved into the folder, ensure that they have the same permissions as the cm? files by running
the following command:

sudo chnmod -R 755 /var/www ht m / cl ouder a-r epos/ cdh7

3. Visit the Repository URL http://<WEB_SERVER>/cloudera-repos/ in your browser and verify the files you
downloaded are present. If you do not see anything, your Web server may have been configured to not show
indexes.

Overview of Parcels

In Cloudera Manager's parcel settings, add a path to the internal parcel repository.
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Note: In casethelocal repository is configured to use TLS/SSL to secure the communication, make sure to
add the repository's root and any intermediate CA certificates to Cloudera Manager's truststore.

1. Useone of the following methods to open the parcel settings page:
» Navigation bar:

a. Click the parcel icon in the left navigation bar or click Hosts and click the Parcels tab.
b. Click the Configuration button.
* Menu:

a. Select AdministrationSettings.
b. Select CategoryParcels.
2. Enter the path to the parcel. For example: http://<WEB_SERVER>/cloudera-parcels/cdh7/7.0.3.1/

To use alocal parcel repository, complete the following steps:

1. Open the Cloudera Manager Admin Console and click Parcelsin the |eft-side navigation menu.

2. Select Configuration and verify that you have a Local Parcel Repository path set. By default, the directory is/opt/
clouderalparcel-repo.

3. Remove any Remote Parcel Repository URL s that you are not using, including ones that point to Cloudera
archives.

4. Add the parcel you want to use to the local parcel repository directory that you specified. For instructions on
downloading parcels, see Downloading and Publishing the Parcel Repository above.

5. Inthe command line, navigate to the local parcel repository directory.
6. Create a SHA1 hash for the parcel you added and save it to afile named PARCEL_NAME.parcel.sha
For example, the following command generates a SHA1 hash for the parcel :

shalsum | awk '{ print $1 }' > .sha

7. Change the ownership of the parcel and hash files to cloudera-scm:

sudo chown -R cl ouder a-scm cl ouder a- scm / opt/ cl ouder a/ parcel -repo/ *

8. Inthe Cloudera Manager Admin Console, click Parcels page in the | eft-side navigation menu.
9. Click Check for New Parcels and verify that the new parcel appears.
10. Download, distribute, and activate the parcel.

Y ou must ensure that the /tmp directory is writable so that Cloudera Manager can use the directory for installing hosts
and for generating certificates and credential scripts.

By default, the /tmp directory iswritable. If you have changed the default permissions for the /tmp directory, then
you must reset the permissions so that the /tmp directory is writable (having the drwxrwxrwt permission). Cloudera
Manager uses the /tmp directory when you install hosts using the Cloudera Manager server and for generating
certificates and credential scripts. Cloudera Manager’ s single file installer also uses the /tmp directory.
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1. SSH into the host system as aroot user.
2. Run the following command to set write access permission to the /tmp directory:

chnmod 1777 /tnp

3. Verify the permission of the /tmp directory by running the list command as follows:
Is -la

The permissions of the /tmp directory should show drwxrwxrwit.

Y our /tmp directory is now writable on your cluster hosts.

Repeat this task on every host in your cluster.

This procedure is recommended for installing Cloudera Manager and Cloudera Runtime for production environments.
For anon-production trial install see Installing the Cloudera Private Cloud Base Trial.

Before you begin the installation, make sure you have reviewed the reguirements and other considerations described
in Before You Install.

Important: The Cloudera Manager agent uses Python version 3, however it is not necessary to set Python 3
& asthe default Python. If you want to use Cloudera Runtime 7.1.7 SP2 or below versions, you must set Python
2 asthe system default Python on al cluster hosts. Use the following steps to proceed further:

1. sshto each host.

Run alternatives --set python /usr/bin/python2

Restart the agent: systemctl restart cloudera-scm-agent
Run the host validation.

Inspect Network Performance

g s~ wN

If you want to install Cloudera Manager with high availability, there are several additiona steps, including installing
the Cloudera Manager software on an additional host. See Configuring Cloudera Manager for High Availability.

Important: Do not start the additional instance of Cloudera Manager until al of the installation steps
& including setting up a cluster are compl eted.

The genera steps in the installation procedure are as follows:

« Step 1: Configure a Repository for Cloudera Manager on page 143

e Step 2: Install Java Development Kit on page 145

* Step 3. Install and Configure Databases on page 150

« Step 4: Deploy Cloudera Manager Server and Cloudera Manager Agents on page 204
e Step 5: Set up and configure the Cloudera Manager database on page 206

e Step 6: Start the Cloudera Manager Server and Agents on page 218

e Step 8: Set Up aCluster Using the Wizard on page 229

« (optional) Enable high availability for Cloudera Manager on page 245
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Important: When you install the Cloudera Manager Agent package, it creates a Linux user account called

& cloudera-scm on each host. This user account is added to the Linux group called wheel. The cloudera-scm
user account does not need to be part of the wheel group, and you can remove it manually. Note that during
an upgrade, the cloudera-scm user account is added back to the wheel group.

Use case 1: Use Cloudera Manager to generate internal CA and corresponding certificates
Use case 2: Enabling Auto-TLS with an intermediate CA signed by an existing Root CA
Use case 3: Enabling Auto-TL S with Existing Certificates

Cloudera Manager is installed using package management tools such as yum for RHEL compatible systems. These
tools depend on access to repositories to install software. Cloudera maintains I nternet-accessible repositories for
Runtime and Cloudera Manager installation files.

Y ou can also create your own internal repository for hosts that do not have Internet access. For more information on
creating an internal repository for Cloudera Manager, see Configuring Hosts to Use the Internal Repository on page
137.

Note: The username and password fields are pre-populated. The usernames and passwords are backfilled in

IE .repo and .list files when users download them from archive.cloudera.com. When downloading these files, the
logged in user credentials are substituted in the .list (Debian/Ubuntu) and .repo (RedHat/Centos) files, so the
users does not have to enter the credentials manually in thefile.

To use the Cloudera repository:

1. Download the cloudera-manager.repo file for your OS version to the /etc/yum.repos.d/ directory on the
Cloudera Manager Server host.

Y ou can download the repository file at the following location:
e RHEL9

htt ps:// [ USERNANE] : [ PASSWORD] @r chi ve. cl ouder a. com p/ cnv/ [ ** CLOUDERA
MANACGER VERSI ON**]/ r edhat 9/ yunt cl ouder a- manager . r epo

* RHEL 8

htt ps:// [ USERNAME] : [ PASSWORD] @r chi ve. cl ouder a. com p/ cnv/ [ ** CLOUDERA
MANAGER VERSI ON**]/ r edhat 8/ yunt cl ouder a- manager . r epo

* RHEL7

htt ps: // [ USERNAME] : [ PASSWORD] @r chi ve. cl ouder a. com p/ cnv/ [ ** CLOUDERA
MANAGER VERSI ON**]/ r edhat 7/ yun cl ouder a- manager . r epo

For example:

sudo wget https://[usernane]:[password] @rchive.cl oudera. com p/cniv/[**C
oudera Manager version**]/redhat 9/ yunt cl ouder a- manager. repo

2. Edit the CLOUDERA-MANAGER.REPO file and replace USERNAME: PASSWORD with your Cloudera
authentication credentials. For example:

[ cl ouder a- manager ]

nane=Cl oudera Manager 7.11.3

baseur| =htt ps:// myUser name: myPasswor d@r chi ve. cl oudera. com p/ cni// 7. 11. 3/
redhat 9/ yum
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gpgkey=htt ps:// myUser name: myPasswor d@r chi ve. cl oudera. conml p/ cnvv/ 7. 11. 3/ r
edhat 9/ yum RPM GPG- KEY- cl ouder a

gpgcheck=1

enabl ed=1

aut or ef resh=0

type=r pm nmd

[ post gresql 10]

nane=Post gresql 10

baseur| =htt ps://archive. cl ouder a. com post gresql 10/ r edhat 9/

gpgkey=htt ps://archive. cl oudera. com post gresql 10/ r edhat 9/ RPM GPG- KEY- PGD
G 10

enabl ed=1

gpgcheck=1

nodul e_hot fi xes=true

. Import the repository signing GPG key:

¢ RHEL 9 compatible:

sudo rpm --inport https://[ USERNAME] : [ PASSWORD] @r chi ve. cl ouder a. cont
p/ cni7/ [ ** CLOUDERA MANAGER VERSI ON**]/redhat 9/ yumi RPM GPG- KEY- cl ouder a

e RHEL 8 compatible:

sudo rpm --inport https://[USERNAME] : [ PASSWORD| @r chi ve. cl ouder a. cont
p/ cni7/ [ ** CLOUDERA MANAGER VERSI ON**]/ r edhat 8/ yunmi RPM GPG- KEY- ¢l ouder a

¢ RHEL 7 compatible:

sudo rpm --inport https://[ USERNAME] : [ PASSWORD] @r chi ve. cl ouder a. conf
p/ cni7/ [ ** CLOUDERA MANACGER VERSI ON**]/r edhat 7/ yumi RPM GPG- KEY- cl ouder a

. Continue to Step 2: Install Java Devel opment Kit.

. Update your system package index by running:

sudo zypper refresh

. Add the repo using zypper addrepo.

Y ou can find the URL on the Cloudera Manager Download Page.

For example:
sudo zypper addrepo -f https://[ USERNAME] :

[ PASSWORD] @r chi ve. cl ouder a. com p/ cnv/ 7. 11. 3/ sl es15/ yuni cl ouder a-
manager . r epo

. Edit the /[ETC/ZYPP/REPOS.D/CLOUDERA-MANAGER.REPO file and replace USERNAME: PASSWORD

with your Cloudera authentication credentials. For example:

[ cl ouder a- manager] bn

nanme=Cl oudera Manager 7.11.3

baseur | =htt ps:// myUser name: myPasswor d@r chi ve. cl oudera. com p/ cni// 7. 11. 3/
sl es15/ yuni

gpgkey=htt ps:// myUser nanme: myPasswor d@r chi ve. cl oudera. coml p/cnv/7.11. 3/ s
| es15/ yunmi RPM GPG KEY- ¢l ouder a

gpgcheck=1

enabl ed=1

aut or ef resh=0

type=r pm nd

[ post gresql 10]
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nane=Post gresql 10

baseur| =htt ps://archive. cl oudera. com post gresql 10/ sl es15/

gpgkey=htt ps://archive. cl oudera. com post gresql 10/ sl es15/ RPM GPG KEY- P
GDG- 10

enabl ed=1

gpgcheck=1

nodul e_hot fi xes=true

. Import the repository signing GPG key (substitute the correct URL):

sudo rpm --inport https://[USERNAVE] : [ PASSWORD] @r chi ve. cl ouder a. conl p/
cni7/ [ ** CLOUDERA MANAGER VERSI ON**]/ sl es15/ yuml RPM GPG- KEY- cl ouder a

. Continue to Sep 2: Install Java Devel opment Kit.

. Download the cloudera-manager.list file for your OS version to the /etc/apt/sources.list.d/ directory on the

Cloudera Manager Server host.
Y ou can find the URL on the Cloudera Manager Download Page.

. Edit the CLOUDERA-MANAGER.LIST file and replace USERNAME: PASSWORD with your Cloudera

authentication credentials. For example:

# Cl oudera Manager 7.11.3

# Changene: change usernane and password bel ow to match your |icense
deb [arch=and64] https:// myUser name: myPasswor d@r chi ve. cl ouder a. com p/
cni7/ 7. 11. 3/ ubunt u2004/ apt bi oni c-cnv.11.3 contrib

. Import the repository signing GPG key (substitute the correct URL):

wget https://[ USERNAME] : [ PASSWORD] @r chi ve. cl ouder a. com p/
cnv7/ [ ** CLOUDERA MANAGER VERSI ON**]/ ubunt u2004/ apt / ar chi ve. key
sudo apt-key add archive. key

. Import the PostgreSQL repository signing key:

wget https://archive. cl oudera. coni post gresql 10/ deb/ ACCCACF8. asc
sudo apt-key add ACCCACF8. asc

. Update your system package index by running:

sudo apt-get update

. Continue to Sep 2: Install Java Devel opment Kit.

Cloudera Private Cloud Base requires a JDK installed on all hosts., you can either install OpenJDK or a Oracle JDK
directly from Oracle.

There are several optionsfor installing aJDK on your Cloudera Private Cloud Base hosts:

Install OpendDK 8" on the Cloudera Manager server host and then allow Cloudera Manager to install OpenJDK 8
on its managed hosts. Thisis the automatic option.
Manually install a supported JDK on all cluster hosts before installing Cloudera software.

Please see the Cloudera Support Matrix for detailed information about supported JDKs.

© Azul OpenJDK, OpendDK 8, OpenJDK 11, and OpenJDK 17 are TCK certified for CDP.
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f Important:
Cloudera strongly recommends installing Oracle JDK at /usr/javal<jdk-version> and OpenJDK at /usr/lib/
jvm, which alows Cloudera Manager to auto-detect and use the correct JDK version.

When installing the relevant JDK version using yum/zypper/apt-get (depending on the OS) ensure that the OS
will handle the installation location and ensure the environment is updated accordingly so Cloudera services
will auto-detect the correct version.

Also, it is possible (though not recommended) to deploy multiple JDK versions on the same server, aslong as
it is done using the above package deployment process, and using the OS tools (such as "alternatives --config
java' application in RHEL) to set the relevant JDK release to use.

Requirements:

e Theinstalled JDK must be a supported version as documented in .
* The same version of the JDK must be installed on each cluster host.

Important: On SLES platforms, do not install or try to use the IBM Java version bundled with the SLES
distribution.

Java Requirements
Java Requirements

Prior to installing the Cloudera Manager packages, you must install a JDK for Cloudera Manager on the Cloudera
Manager Server host. This section describes how to install OpenJDK on the Cloudera Manager Server host using
your package manager. Also, you have the option of installing the Oracle JDK. See Installing Oracle JDK for CDP
Runtime documentation for instructions.

f Important:
Note that each time a system that uses OpenJDK is being patched for security on the OS level, the OpenJDK
minor release will be updated as well (as it comes with the OS and not as an external kit that was manually
fetched like Oracle JDK or Azul JDK).

In some cases, the customer security team might ask to update the chain certificate with the updated JDK
cacert that came with the updated patched OpendDK (whatever comes with the OS).

When that happens, you will need to regenerate the certificate chains and the CSR based. For more
information, please contact Cloudera support and the customer project team.

f Important: Cloudera Manager Server with JDK 8 does not support G1GC.

Important: If your are using OpenJDK versions 1.8 u421 or 11.0.24 and have enabled K erberos, you may
experience authentication errors when running cluster services. To work around this problem:

>

1. Loginto the Cloudera Manager Admin Console.

2. Goto Administration Settings .

3. Select the Advanced category.

4. Locatethe VM Arguments for Java-based services parameter and enter the following:

-Dsun. security. krb5. di sabl eRef erral s=true

5. Restart any stale services.

© Azul OpenJDK, OpendDK 8, OpenJDK 11, and OpenJDK 17 are TCK certified for CDP.
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e RHEL Compatible

sudo yuminstall java-1.8.0-openjdk-devel
« SLES

sudo zypper install java-1 8 0-openjdk-devel

e Ubuntu
sudo apt-get install openjdk-8-jdk

Y ou can use Cloudera Manager to install Open JDK 8" on the remaini ng cluster hosts in an upcoming step. Continue
to Sep 3. Installing Cloudera Manager Server.

This section is optional. The CDP Runtime requires aJDK to beinstalled on al cluster hosts prior to Cloudera
Manager and Runtime installation. Cloudera Manager can automatically install an OpenJDK that has been pre-
packaged by Cloudera. This OpenJDK provided by Cloudera may not be the latest version.

If you do not want to use the OpenJDK provided by Cloudera, you must install a JDK of your choice on all hostsin
the cluster. These instructions describes how to install the OpenJDK package provided by your Operating System
Vendor.

Manually install a supported JDK on all cluster hosts before installing Cloudera software.

Note:

E Using this method has the advantage of getting JDK updates easily from your Operating System Vendor. The
JDK can be updated by running the Operating System's package update tool. If you wish to install adifferent
JDK, then see the instructions provided with that JDK.

Please see the Cloudera Support Matrix for detailed information about supported JDKs.
Note that the path for the default truststore for OpenJDK 8 isjreflib/security/cacerts.

*  The package names used when installing the OpenJDK 8", OpendDK 11", and OpenJDK 17" are different and are
noted in the steps below.

* The path for the default truststore has changed from (OpendDK 8*) jreflib/security/cacerts to (OpenJDK 11*) lib/
security/cacerts
* The path to default truststore for OpenJDK 17" is lib/security/cacerts

» Seethefollowing blog post for general information about migrating to Java 11: All Y ou Need to Know For
Migrating To Java 11.

« Seethefollowing blog post for general information about migrating to Java 17: Migrate to Java 17.
Important: When you install Cloudera Private Cloud Base , Cloudera Manager includes an option to install
Oracle JDK. De-select this option before continuing with the installation.

Y ou must install a supported version of OpenJDK. If your deployment uses a version of OpenJDK lower than
1.8.0_181, see TLS Protocol Error with OpenJDK.
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K

Note: If you intend to enable Auto-TLS, note the following:

Y ou can specify a PEM file containing trusted CA certificates to be imported into the Auto-TL S truststore.

If you want to use the certificates in the cacerts truststore that comes with OpenJDK, you must convert the
truststore to PEM format first. However, OpenJdDK ships with some intermediate certificates that cannot

be imported into the Auto-TL S truststore. Y ou must remove these certificates from the PEM file before
importing the PEM fileinto the Auto-TL Struststore. Thisis not required when upgrading to OpenJDK from a
cluster where Auto-TL S has already been enabled.
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1. Loginto each host and run the command for the version of the JDK you want to install:

RHEL
OpendDK 8~
sudo yuminstall java-1.8.0-openjdk-devel
OpendDK 11"
sudo yuminstall java-11-openjdk-devel
OpendDK 17"
sudo yuminstall java-17-openjdk-devel
Ubuntu
OpendDK 8
sudo apt-get install openjdk-8-jdk
OpendDK 11°
sudo apt install openjdk-11-jdk
OpendDK 17"
sudo apt install openjdk-17-jdk
SLES
OpendDK 8
sudo zypper install java-1 8 0-openjdk-devel
OpendDK 11"
sudo zypper install java-11-openjdk-devel
OpendDK 17

sudo zypper --non-interactive install java-17-openjdk-devel

Note: If JDK11 isbeinginstalled, then use 'AES256-cts' K erberos Encryption Type while setting up

Kerberos.

2. Tunethe JDK (OpendDK 11" or OpendDK 17°).

OpendDK 11" or OpendDK 17" uses new defaults for garbage collection and other Java options specified when
launching Java processes. Due to these changes you may need to tune the garbage collection by adjusting the
Javaoptions used to run cluster services, which are configured separately for each service using the service's

© Azul OpenJDK, OpendDK 8, OpenJDK 11, and OpenJDK 17 are TCK certified for CDP.
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configuration parameters. To locate the correct parameter, log in to the Cloudera Manager Admin Console, go to
the cluster and service you want to configure and search for "Java Configuration Options’.

When using OpendDK 11" or OpendDK 17", Cloudera Manager and most Cloudera Runtime services use G1GC
as the default method of garbage collection. Java 8 used " ConcurrentMarkSweep" (CMS) for garbage collection.
When using G1GC, the pauses for garbage collection are shorter, so components will usually be more responsive,
but they are more sensitive to JVMs with overcommitted memory usage. See Tuning VM Garbage Collection on
page 242.

f Important: For OpenJDK 17", Cloudera Manager and most services run with default GC without any
custom tuning for any service.

This section is optional. The CDP Runtime requires a JDK to be installed on all cluster hosts prior to Cloudera
Manager and Runtime installation. Cloudera Manager can automatically install an OpenJDK that has been pre-
packaged by Cloudera. This OpenJDK provided by Cloudera may not be the latest version. If you do not want to use
the OpenJDK provided by Cloudera, you can follow these instructions to install the Oracle JDK.

The Oracle JDK must be installed on all cluster hosts. The Oracle JDK installer is available both as an RPM-based
installer for RPM-based systems, and as a .tar.gz file. These instructions are for the RPM-based installation.

i Important: Cloudera Manager Server with JDK 8 does not support G1GC.

1. Download the latest RPM version of the Oracle JDK for Linux x64 from the support site of Oracle (assuming you
have alicense for that). It can be either Oracle 1.8/ Oracle 11 versions.

Note:

E You can install only one version of JDK of the same feature release. If you try to install the newer version
of the same feature release while the older version exists, the installer uninstalls the older version and
installs the new version. For example, you can't install jdk-11 and jdk-11.0.1 simultaneously. If you
attempt toinstall jdk-11.0.1 after jdk-11 isinstalled, the installer uninstalls jdk-11 and installs jdk-11.0.1.

Also, every update release will be installed in a separate directory, such as /ust/lib/jvm/jdk-<VERSION>-
oracle-x64 directory, where <VERSION> is afull version string such as 11.0.3 and 11.0.25.

Additionally /usr/javaljdk-11 symbolic link that is pointing to the installation directory is created for
backward compatibility.

2. The downloaded RPM will be named asjdk-11_linux-x64_bin.rpm.
3. Install the rpm by running the following command:

sudo rpm -ivh jdk-11 |inux-x64_bin.rpm

4. Repeat this procedure on all cluster hosts.

After you have finished, continue to Step 3: Install and configure Databases.

Cloudera Manager uses various databases and datastores to store information about the Cloudera M anager
configuration, as well as information such as the health of the system, or task progress.
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Although you can deploy different types of databases in a single environment, doing so can create unexpected
complications. Cloudera recommends choosing one supported database provider for al of the Cloudera databases.

Cloudera recommends installing the databases on different hosts than the services, located in the same data center.
Separating databases from services can help isolate the potential impact from failure or resource contention in one or
the other. It can also simplify management in organizations that have dedicated database administrators.

For information about supported databases, see Database Requirements

The following components all require databases: Cloudera Manager Server, Oozie Server, Sqoop Server, Reports
Manager, Hive Metastore Server, Hue Server, and Ranger.

The type of data contained in the databases and their relative sizes are as follows:

» Cloudera Manager Server - Contains all the information about services you have configured and their role
assignments, all configuration history, commands, users, and running processes. This relatively small database (<
100 MB) is the most important to back up.

Important: When you restart processes, the configuration for each of the servicesis redeployed using
& information saved in the Cloudera Manager database. If thisinformation is not available, your cluster
cannot start or function correctly. Y ou must schedule and maintain regular backups of the Cloudera
Manager database to recover the cluster in the event of the loss of this database.
« Qozie Server - Contains Oozie workflow, coordinator, and bundle data. Can grow very large. (Only available
when installing CDH 5 or CDH 6 clusters.)

» Sgoop Server - Contains entities such as the connector, driver, links and jobs. Relatively small. (Only available
when installing CDH 5 or CDH 6 clusters.)

* Reports Manager - Tracks disk utilization and processing activities over time. Medium-sized.
* Hive Metastore Server - Contains Hive metadata. Relatively small.
* Hue Server - Contains user account information, job submissions, and Hive queries. Relatively small.

¢ YARN Queue Manager - If you install CDP 7.1.9 CHF 2 or later, no database changes are required. YARN Queue
Manager will continue to use your current embedded database. If iyou install CDP 7.1.9 or CDP 7.1.9 CHF 1,
you must use a PostgreSQL database which stores information about queues created by Y ARN Queue Manager.
If you choose to update from an earlier CDP 7.1.9 version to CHF 2, CDP will continue to use your PostgreSQL
database and will not migrate back to the embedded database.

e Sentry Server - Contains authorization metadata. Relatively small.

» Cloudera Navigator Audit Server - Contains auditing information. In large clusters, this database can grow large.
(Only available when installing CDH 5 or CDH 6 clusters.)

» ClouderaNavigator Metadata Server - Contains authorization, policies, and audit report metadata. Relatively
small.(Only available when installing CDH 5 or CDH 6 clusters.)

¢ Ranger Admin - Contains administrative information such as Ranger users, groups, and access policies. Medium-
Sized.

* Ranger KMS database - Stores the encrypted keys.

» Streaming Components:

» Schema Registry - Contains the schemas and their metadata, all the versions and branches. Y ou can use either
MySQL, Postgres, or Oracle.

i Important: For the Schema Registry database, you must set collation to be case sensitive.

« Streams Messaging Manager Server - Contains Kafka metadata, stores metrics, and alert definitions.
Relatively small.

The Host Monitor and Service Monitor services use local disk-based datastores.

The JDBC connector for your database must be installed on the hosts where you assign the Activity Monitor and
Reports Manager roles.
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For instructions on installing and configuring databases for Cloudera Manager, Runtime, and other managed services,
see the instructions for the type of database you want to use.

Database Requirements

To use a PostgreSQL database, follow these procedures. For information on compatible versions of the PostgreSQL
database, see Database Requirements on page 32.

Note: Thefollowing instructions are for a dedicated PostgreSQL database for use in production
environments, and are unrelated to the embedded PostgreSQL database provided by Clouderafor trial
installations.

Y ou must install the required Postgres JDBC driver.

Download, extract, and copy the JDBC driver, renamed, to /ust/share/javal. If the target directory does not yet exist,
createit.

1. Install the PostgreSQL JDBC driver by running the following command:
wget https://jdbc. postgresql.org/ downl oad/ post gresql -42. <versi on>. | ar

Important: Make sure to download the specific JAR file for your current JAVA version based on the
chart provided in PostgreSQL JDBC Driver website.

2. Alternatively, if you would like to use the PostgreSQL JDBC driver version shipped with the OS repositories, run
the following commands with a driver version that is compatible with the PostgreSQL Server version:

RHEL

sudo yuminstall postgresqgl-jdbc<conpatible_version>
Ubuntu

sudo apt-get install |ibpostgresql-jdbc-java<conpatible version>
SLES

sudo zypper install postgresql-jdbc<conpatible_version>

3. Rename the Postgres JDBC driver .jar file to postgresgl-connector-java.jarand copy it to the /usr/share/java
directory. The following copy command can be used if the Postgres JDBC driver .jar fileisinstalled from the OS
repositories:

cp /usr/share/javal postgresql -jdbc.jar /usr/share/javal/ postgresql-connec
tor-java.jar

4. Confirm that the .jar fileisin the Java share directory:

I's /usr/sharel/javal

5. Change the access mode of the .jar file to 644:

chnmod 644 /usr/share/javal/ postgresqgl -connector-java.jar

Install the PostgreSQL packages on the PostgreSQL server.
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Note:
E « If you aready have a PostgreSQL database set up, you can skip to the section Configuring and Starting

the PostgreSQL Server to verify that your PostgreSQL configurations meet the requirements for Cloudera
Manager.

« Make sure that the data directory, which by default is /var/lib/postgresgl/data/, is on a partition that has
sufficient free space.

¢ Cloudera Manager supports the use of a custom schema name for the Cloudera Manager Server database,
but not the Runtime component databases (such as Hive and Hue). For more information, see Scehmasin
the PostgreSQL documentation.

Install the PostgreSQL packages as follows:
RHEL
i Important: Toinstall any specific version of PostgreSQL packages, see this page.

sudo yuminstall postgresql-server
SLES

sudo zypper addrepo -t YUM http:// packages. 2ndquadr ant. conf post gresql - z- suse
[ zypper/ sl es- 11sp3-s390x pg

sudo zypper refresh

sudo zypper in postgresqgl postgresql-server postgresql-contrib

Note: This command installs PostgreSQL 11. If you want to install adifferent version, you can use zypper s
earch postgresgl to search for an available supported version.

Ubuntu

sudo apt-get install postgresdl

If you are using PostgreSQL as a backend database for Hue on CDP Private Cloud Base 7, then you must install a
version of the psycopg2 package to be at least 2.9.5 on all Hue hosts. The psycopg2 package is automatically installed
as adependency of Cloudera Manager Agent, but the version installed is often lower than 2.9.3.

Before you begin, you must disable the postgresql 10 section from the cloudera-manager.repo file as follows:

1. SSH into the Cloudera Manager host as an Administrator.

2. Changeto the directory where you had downloaded the cloudera-manager.repo file. On RHEL, thefileis present
under the /etc/yum.repos.d directory.

3. Open thefilefor editing and update the value of the enabled property to 0 as follows:

[ post gresql 10]

nane=Post gresql 10

baseur| =htt ps://archive. cl oudera. com post gresql 10/ r edhat 8/

gpgkey=ht t ps://archi ve. cl oudera. com post gresqgl 10/ r edhat 8/ RPM GPG- KEY- PG
DG 10

enabl ed=0
gpgcheck=1
nmodul e_hot fi xes=true

4, Savethefile and exit.

Note: The steps to disable the postgresql 10 section are applicable to all supported operating systems
E (CentOS, RHEL, SLES, and Ubuntu).
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The following steps apply to CentOS 7, RHEL 7, and OEL 7, CentOS 8, RHEL 8, OEL 8:
1. SSH into the Hue server host asaroot user.
2. Install the psycopg2-binary package as follows:
pi p3.8 install psycopg2-binary
3. Repesat these steps on all the Hue server hosts.

If you get the "Error: pg_config executable not found" error while installing the psycopg2-binary package, then
run the following commands to install the postgresql, postgresgl-devel, python-devel packages:

yuminstall postgresqgl postgresql-devel python-devel

The following steps apply to RHEL 9, as the minimum version of Pythonis 3.9:
1. SSH into the Hue server host asaroot user.
2. Install pip for Python asfollows:
yuminstall python3-pip -y
3. Add the/usr/local/bin path to the PATH environment variable:

export PATH=$PATH. / usr/1 ocal / bi n
echo $PATH

4. Install the psycopg2-binary package as follows:

pi p3 install psycopg2-binary
5. Repeat these steps on al the Hue server hosts.

If you get the "Error: pg_config executable not found" error while installing the psycopg2-binary package, then
run the following commands to install the postgresql, postgresqgl-devel, python-devel packages:

yuminstall postgresqgl postgresql-devel python-devel

1. SSH into the Hue host as aroot user.
2. Install the psycopg? package dependencies for SLES by running the following commands:

zypper install xmsecl
zypper install xm secl-devel
zypper install xm secl-openssl-devel

3. Instal the postgresql-devel package corresponding to your database version by running the following
command:

zypper -n postgresqgl [ ***DB- VERSI ON***] - devel

4. Add thelocation of the installed postgresql-devel package to the PATH environment variable by running the
following command:

export PATH=$PATH: /usr/I| ocal / bin
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5. Install the psycopg2 package by running the following command:

pi p3.8 install psycopg2==2.9.3 --ignore-installed

1. SSH into the Hue host as aroot user.
2. Ingtal the psycopg2 package dependencies for Ubuntu by running the following commands:

apt-get install -y xmsecl
apt-get install |ibxm secl-openssl
apt-get install |ibpg-dev python3-pip -y

3. Install the python3-dev and libpg-dev packages by running the following command:

apt install python3-dev |ibpg-dev

4. Add thelocation of the installed postgresql-devel package to the PATH environment variable by running the
following command:

export PATH=$PATH: /usr/| ocal / bin
5. Install the psycopg?2 package by running the following command:

pi p3.8 install psycopg2==2.9.3 --ignore-installed

If you use PostgreSQL as a backend database for Hue on a FIPS cluster, you must install a version of the psycopg2
package from the source to be at least 2.9.5 on all Hue hosts because the psycopg2-binary package usesits version of
thelibsdl library file which does not support FIPS.

Note: Thistopic provides instructions on downloading and installing the psycopg?2 package from the source.
Thisisrequired for using the PostgreSQL database with Hue on FIPS-enabled CDP 7.1.9 SP1 cluster and
higher on RHEL 8.

1. Uninstall the preinstalled psycopg?2 or psycopg2-binary packages.
2. Download and install the PostgreSQL database using the following commands:

dnf install -y https://downl oad. postgresql . org/ pub/repos/yunireporpns/ EL
- 8- x86_64/ pgdg-r edhat - r epo- | at est . noarch. rpm

dnf install -y postgresql[***DATABASE- VERSI ON***]-server // if you omt
the db_version it defaults to 12

yuminstall -y postgresql[***DATABASE- VERSI ON***] - devel

Replace [*** DATABASE-VERS ON***] with the actual database version you are want to insta;;. For example, 16.

1. SSH into the Hue host as aroot user.
2. Download the psycopg?2 package as follows:

wget https://files.pythonhosted. org/ packages/ d1/ 1e/ b450599a27b1809bcchd4
€369f 397cb18dc56b875778d961f 9ae180b54b7/ psycopg2-2. 9. 3. tar. gz
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3. Extract thetarball asfollows:

tar -xzvf psycopg2-2.9.3.tar.gz
4. Locate the pg_config executable file asfollows:
find / -name pg_config
5. Add the directory containing the pg_config file to the SPATH variable:
export PATH="/usr/ pgsql - [ *** DATABASE- VERSI ON***] / bi n: $PATH'

6. Build and install the psycopg2 package as follows:

/usr/ bin/ python3. 8 setup.py build_ext --pg-config=/usr/pgsql-][***DATABASE-
VERSI ON***] / bi n/ pg_config install

By default, PostgreSQL only accepts connections on the loopback interface. Configure PostgreSQL to accept the
connections based on hostname, 1P address (including CIDR address), or MAC address. A fully qualified domain
name (FQDN) is not arequirement. If you do not make these changes, the services cannot connect to and use the
database on which they depend.

If you are making changes to an existing database, make sure to stop any services that use the database before
continuing.

1. Initialize the PostgreSQL database cluster:

RHEL, SLES, and Ubuntu
[ usr/ bi n/ postgresqgl -setup initdb

2. Makesurethat LC_ALL issettoen US.UTF-8 and initialize the database as follows:
e RHEL

echo 'LC ALL="en_US. UTF-8"' >> /etc/l ocal e. conf
« SLES

sudo su -l postgres -c "initdb --pgdata=/var/lib/pgsqgl/data --encodi ng=U
TF- 8"

¢ Ubuntu

echo ‘LC ALL="en_US. UTF-8"' >> /etc/default/Il ocal e. conf
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3. Enable SCRAM-SHA-256 authentication. Edit pg_hba.conf, which is usually found in /var/lib/pgsql/data or /etc/
postgresgl/< VERS ON>/main. Add the following line:

host all all 127.0.0.1/32 scram sha-256
If the default pg_hba.conf file contains the following line:
host all all 127.0.0.1/32 ident

then the host line specifying scram-sha-256 authentication shown above must be inserted before this ident line.
Failure to do so may cause an authentication error when running the scm_prepare _database.sh script. Y ou can
modify the contents of the scram-sha-256 line shown above to support different configurations. For example, if
you want to access PostgreSQL from a different host, replace 127.0.0.1 with your |P address and update postgres
gl.conf, whichistypically found in the same place as pg_hba.conf, to include:

|isten_addresses = '*'

Attention: 27.0.0.1isaloopback address. Making 127.0.0.1 the only | P for authentication means that

& the only host that is allowed to authenticate to the database is the one on which it is running. When you
have multiple services that use the database, if they are located on other hosts, they could have problems
connecting to the database and could fail. If the goal is to allow open authentication from all hosts, that
should be 0.0.0.0/32, not 127.0.0.1. Otherwise, you should add lines for explicit IP addresses of hosts that
need to authenticate.

4. Configure settings to ensure your system performs as expected. Update these settings in the /var/lib/pgsgl/data/
postgresgl.conf or /var/lib/postgresql/data/postgresql.conf file. Settings vary based on cluster size and resources as
follows:

« Small to mid-sized clusters - Consider the following settings as starting points. If resources are limited,
consider reducing the buffer sizes and checkpoint segments further. Ongoing tuning may be required based on
each host's resource utilization. For example, if the Cloudera Manager Server is running on the same host as
other roles, the following values may be acceptable:

e password_encryption = scram-sha-256

e max_connection - In general, allow each database on a host 100 maximum connections and then add 50
extra connections. Y ou may have to increase the system resources available to PostgreSQL, as described at
Connection Settings.

e shared buffers- 256MB
e wal_buffers- 8BMB
» checkpoint_segments - 16

Note: The checkpoint_segments setting is removed in PostgreSQL 9.5 and higher, replaced
by min_wal_size and max_wal_size. The PostgreSQL 9.5 release notes provides the following
formulafor determining the new settings:

max_wal _size = (3 * checkpoi nt_segnments) * 16MB

e checkpoint_completion target - 0.9
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» Largeclusters- Can contain up to 1000 hosts. Consider the following settings as starting points.

* password_encryption = scram-sha-256

e max_connection - For large clusters, each database is typically hosted on a different host. In general, allow
each database on a host 100 maximum connections and then add 50 extra connections. Y ou may haveto
increase the system resources available to PostgreSQL, as described at Connection Settings.

« shared buffers- 1024 MB. This requires that the operating system can allocate sufficient shared memory.
See PostgreSQL information on Managing Kernel Resources for more information on setting kernel
resources.

« wal_buffers- 16 MB. Thisvalueis derived from the shared_buffers value. Setting wal_buffersto be
approximately 3% of shared_buffers up to a maximum of approximately 16 MB is sufficient in most cases.

» checkpoint_segments - 128. The PostgreSQL Tuning Guide recommends val ues between 32 and 256 for
write-intensive systems, such as this one.

Note: The checkpoint_segments setting is removed in PostgreSQL 9.5 and higher, replaced by
min_wal_size and max_wal_size. The PostgreSQL 9.5 Release Notes provides the following
formulafor determining the new settings:
max_wal _size = (3 * checkpoi nt_segnments) * 16MB
« checkpoint_completion_target - 0.9.
E Note: On PostgreSQL 12 and above, Cloudera recommends to disable jit. Y ou can set jit=0ff.

5. Configure the PostgreSQL server to start at boot.

oS Command

RHEL, SLES, and Ubuntu
sudo systenttl enabl e postgresql

6. Restart the PostgreSQL database by running the following command:

RHEL, SLES, and Ubuntu

sudo systentt!| restart postgresql

: Important:
On RHEL 8.4 or higher, while restarting PostgreSQL if you are unable to proceed further with the process
then perform the following steps:

a. Createadirectory by running the following command:

nkdir -p /etc/systend/ system postgresql.service.d

b. Create aconfiguration file by running the following command:

cat >

[ etc/systemd/ syst em postgresql.service. d/ stop. conf <<
EOF

[ Servi ce]

ExecSt opPost =+/ usr/ bi n/ syst enct| daenon-rel oad

ECF

¢. Reload the systemd daemon by running the following command:

systenctt| daenon-rel oad
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Y ou must create databases and service accounts for components that require databases.

The following components require databases:

« Cloudera Manager Server
» Cloudera Management Serviceroles:

* Reports Manager

e Hue
* Each Hive metastore
* Qozie

e Schema Registry
e Streams Messaging Manager

The databases must be configured to support the PostgreSQL UTF8 character set encoding.

Record the values you enter for database names, usernames, and passwords. The Cloudera Manager installation
wizard requires this information to correctly connect to these databases.

Note: Theinstructions for Cloudera Manager Server, Cloudera Management Service roles,Reports Manager,
Hue, Hive metastores, and Oozie are documented in this topic.

Additional configuration for Ranger is documented in the following two topics. Refer to those topics for
detailed instructions on the Ranger database.

To create databases for Cloudera Manager Server, Cloudera Management Service roles, Reports Manager, Hue, Hive
metastores, and Oozie, complete the following steps:

1. Connect to PostgreSQL.:
sudo -u postgres psql
2. Create databases for each service you are using from the below table:

CREATE ROLE <USER> LOG N PASSWORD ' <PASSWORD>' ;

CREATE DATABASE <DATABASE> OMWNER <USER> ENCODI NG ' UTF8' ;

Y ou can use any value you want for <DATABASE>, <USER>, and <PASSWORD>. The following examples are
the default names provided in the Cloudera Manager configuration settings, but you are not required to use them:

Cloudera Manager Server scm scm

Reports Manager rman rman
Ranger RHEL/CentOS/Ubuntu ranger rangeradmin
Ranger KMS RHEL/CentOS rangerkms rangerkms
Hue hue hue

Hive Metastore Server hive hive

Oozie oozie oozie
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Schema Registry schemaregistry schemaregistry

Streams Messaging Manager smm smm

Record the databases, usernames, and passwords chosen because you will need them later.
3. For PostgreSQL 8.4 and higher, set standard_conforming_strings=off for the Hive Metastore and Oozie databases:

ALTER DATABASE <DATABASE> SET st andard_conformni ng_strings=off;

« |If you plan to use Apache Ranger, see the following topic for instructions on creating and configuring the Ranger
database and to install the JIDBC driver for the database. See Configuring a PostgreSQL Database for Ranger or
Ranger KMS on page 194.

« |f you plan to use Schema Registry or Streams Messaging Manager, see the following topic for instructions on
configuring the database: Configuring the Database for Streaming Components on page 201

« After you install and configure PostgreSQL databases for Cloudera software, continue to Set up and Configure the
Cloudera Manager Database to configure a database for Cloudera Manager.

You caninstall aMySQL database for use with Cloudera Manager and other components that require a database.

To use aMySQL database, follow these procedures. For information on compatible versions of the MySQL database,
see Database Requirements on page 32.

Ensure that the MySQL DB is configured with the InnoDB engine by running the following command from the
MySQL shell:

mysgl > show t abl e st at us;

Note:
B e |If you aready have aMySQL database set up, you can skip to the section Configuring and Starting the

MySQL Server on page 161 to verify that your MySQL configurations meet the requirements for
Cloudera Manager.

e For MySQL 5.6 and 5.7, you must install the MySQL -shared-compat or MySQL -shared package. Thisis
required for the Cloudera Manager Agent package installation.

e Itisimportant that the datadir directory, which, by default, is/var/lib/mysgl, is on a partition that has
sufficient free space.

e ClouderaManager installation failsif GTID-based replication is enabled in MySQL.
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1. Install the MySQL database:

oS Command

RHEL MySQL is no longer included with RHEL. Y ou must download the repository from the MySQL site and install it directly.
Y ou can use the following commands to install MySQL. For more information, visit the MySQL website.

wget <URL TO MYSQL RPM>

sudo rpm -ivh <FI LENAME>. r pm
sudo yum updat e

sudo yuminstall mysql-server

sudo systenttl start nysqgld

SLES
sudo zypper install nysql libnysqglclient rl7

Ubuntu
sudo apt-get install nysql-server

Configuring and Starting the MySQL Server

Note: If you are making changes to an existing database, make sure to stop any services that use the database
before continuing.

1. Stop the MySQL server if it isrunning.

RHEL 7 Compatible, SLES, and
Ubuntu sudo systencttl stop nysqld

2. Moveold InnoDB log files /var/lib/imysql/ib_logfile0 and /var/lib/mysql/ib_logfilel out of /var/lib/mysqgl/ to a
backup location.
3. Determine the location of the option file, my.cnf (/etc/my.cnf by default).
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4. Update my.cnf so that it conforms to the following requirements:

* To prevent deadlocks, set the isolation level to READ-COMMITTED.
» Configure the InnoDB engine.

Important: Cloudera Manager does not start if its tables are configured with the MylSAM engine.
(Typicaly, tables revert to MylSAM if the InnoDB engine is misconfigured.)

* Thedefault settingsin the MySQL installations in most distributions use conservative buffer sizes and memory
usage. Cloudera Management Service roles need high write throughput because they might insert many
records in the database. Cloudera recommends that you set the innodb_flush_method property to O_DIRECT.

« Set the max_connections property according to the size of your cluster:

« Fewer than 50 hosts - Y ou can store more than one database (for example, both the Cloudera Manager
Server and Reports Manager) on the same host. If you do this, you should:

» Put each database on its own physical disk for best performance. Y ou can do this by manually setting
up symbolic links or running multiple database instances (each instance uses a different data directory
path).

e Allow 100 maximum connections for each database and then add 50 extra connections. For example,
for two databases, set the maximum connections to 250. If you store four databases on one host (the
databases for Cloudera Manager Server, Hue, Reports Manager, and Hive metastore), set the maximum
connections to 450.

* More than 50 hosts - Do not store more than one database on the same host. Use a separate host for each
database/host pair. The hosts do not need to be reserved exclusively for databases, but each database should
be on a separate host.

« |f the cluster has more than 1000 hosts, set the max_allowed_packet property to 16M. Without this setting, the
cluster may fail to start due to the following exception: com.mysql.jdbc.PacketTooBigException.
< Binary logging is not arequirement for Cloudera Manager installations. Binary logging provides benefits

such as MySQL replication or point-in-time incremental recovery after database restore. Examples of this

configuration follow. For more information, see The Binary Log.

Hereis an option file with Cloudera recommended settings:

[ nysql d] ,

dat adi r=/var/li b/ nysql

socket =/var/lib/ mysql/nysql.sock

transacti on-i sol ati on = READ- COW TTED

# Disabling synbolic-links is reconmended to prevent assorted security r
i sks;

# to do so, uncoment this line:

synbolic-links =0

key buffer_size = 32M
max_al | oned_packet = 16M
thread_stack = 256K
thread_cache_size = 64

# The following 3 paraneters only apply to MySQL version 5.7 and | ower:
query_cache_limt = 8M

guery_cache_si ze = 64M

query cache type = 1
max_connecti ons = 550
#expi re_| ogs_days = 10
#max_bi nl og_si ze = 100M

#l og_bi n should be on a disk with enough free space.

#Repl ace '/var/lib/nysql/nmysqgl _binary | og'" with an appropriate path for
your

#system and chown the specified folder to the mysqgl user
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| og_bin=/var/1ib/nmysqgl/nysql _binary_I og

#ln later versions of MySQL, if you enable the binary | og and do not set
#a server _id, MySQL will not start. The server_id nmust be unique within
#the replicating group.

server _id=1

bi nl og_format = mi xed

read_buffer_size = 2M
read_rnd buffer_size = 16M
sort _buffer_size 8M
j oi n_buffer_size 8M

# I nnoDB settings
innodb file per table =1

nnodb flush log at trx commt = 2
nnodb_| og_buffer_size = 64M
nnodb_buffer_pool _size = 4G
nnodb_t hread_concurrency = 8
nnodb_f | ush_met hod = O _DI RECT
nnodb log file size = 512M

[ mysql d_saf e]

| og-error=/var/log/nysqld.|og

pi d-file=/var/run/nysqgl d/ nysql d. pid
sqgl _node=STRI CT_ALL_TABLES

5. If you are using MySQL version 8, remove the following three parameters from the options file:

query_cache_limt = 8M
query_cache_si ze 64M
query_cache_type 1

6. If AppArmor is running on the host where MySQL isinstalled, you might need to configure AppArmor to allow
MySQL to write to the binary.
7. Ensurethe MySQL server starts at boot:

oS Command

RHEL 7 Compatible, SLES, and
Ubuntu sudo systenttl enable nysqld

8. Start the MySQL server:

oS Command

RHEL 7 Compatible, SLES, and
Ubuntu sudo systencttl start nysqld

9. Run/usr/bin/mysgl_secure_installation to set the MySQL root password and other security-related settings. In a
new installation, the root password is blank. Press the Enter key when you're prompted for the root password. For
therest of the prompts, enter the responses listed below in bold:

sudo /usr/bin/nysql _secure_installation

[...]

Enter current password for root (enter for none):
K, successfully used password, noving on...
[...]

Set root password? [Y/n] Y

New passwor d:

Re- enter new password:

Renove anonynous users? [Y/n] Y
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[

Di sal | ow r oot login remotely? [Y/n] N

[...]

Renove test database and access to it [Y/n] Y

[...]
Rel oad privilege tables now? [Y/n] Y
Al'l done!

Install the JDBC driver on the Cloudera Manager Server host, as well as any other hosts running services that require
database access.

Note: If you aready have the JIDBC driver installed on the hosts that need it, you can skip this section.
IE However, MySQL 5.7 requires a 5.1 driver version 5.1.x.. Y ou can also use version 5.1.x.x to connect to

MySQL 8.x.
i Important: If youareusing TLSv1.2, you must use version 5.1.48.

Cloudera recommends that you consolidate all roles that require databases on a limited number of hosts, and install
the driver on those hosts. Locating al such roles on the same hosts is recommended but not required. Make sure to
install the JDBC driver on each host running roles that access the database.

B Note: Clouderarecommends using only version 8.0 of the JDBC driver.

RHEL Important: Using the yum install command to install the MySQL driver package beforeinstalling
& aJDK installs OpendDK, and then uses the Linux alternatives command to set the system JDK to be
OpenJDK. If you intend to use an Oracle JDK, make sure that it isinstalled before installing the MySQL
driver using yum install. If you want to use OpenJDK, you can install the driver using yum.

Alternatively, use the following procedure to manually install the driver.

1. Download the MySQL JDBC driver from http://www.mysgl.com/downloads/connector/j/5.1.html (in .tar.gz
format). As of the time of writing, you can download version 8.0.22 using wget as follows:

wget https://dev. mysql.conf get/ Downl oads/ Connect or-J/ nys
gl -connector-java-8.0.22.tar. gz

2. Extract the JDBC driver JAR file from the downloaded file. For example:

tar zxvf nysql-connector-java-8.0.22.tar.gz

3. Copy the JDBC driver, renamed, to /usr/share/javal. If the target directory does not yet exist, create it. For
example:

sudo nkdir -p /usr/share/javal

cd mysql -connector-java-8.0. 22

sudo cp nysql -connector-java-8.0.22-bin.jar /usr/share/
j aval nysql - connector-j ava. j ar

SLES
sudo zypper install mysql-connector-java

Ubuntu
sudo apt-get install Iibnysqgl-java

To use MySQL as a backend database for Hue, you must install the MySQL client and other required dependencies
on al the Hue hosts based on your operating system.
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. SSH into the Hue host as aroot user.
. Download the MySQL yum repository as follows:

curl -sSLO https://dev. mysql.com get/ nysqgl 80-comuni ty-rel ease-el 7-5. noa
rch.rpm

. Install the package as follows:

rpm -ivh nysql 80- cormuni ty-rel ease-el 7-5. noarch. rpm

. Install the required dependencies as follows:

yuminstall nysql -devel
yuminstall -y xmsecl xm secl-openssl

For MySQL version 8.0.27, add the mysgl-community-client-8.0.25 client package as follows:

yuminstall mysql-comunity-client-8.0.25

. Add the path where you installed the MySQL client and packages to the PATH environment variable as

follows:

export PATH=/usr/ | ocal / bi n: $PATH

. Install the MySQL client asfollows:

pi p3.8 install nysqglclient

. SSH into the Hue host as aroot user.
. Download the MySQL yum repository as follows:

(RHEL 7)

curl -sSLO https://dev. nmysql.com get/ nysqgl 80-comunity-rel ease-el 7-5. noa
rch.rpm

(RHEL 8)

curl -sSLO https://dev. mysql.com get/nysqgl 80- comuni ty-rel ease-el 8-8. noa
rch.rpm

(RHEL 9)

curl -sSLO https://dev. nmysql.com get/ nysqgl 80-comunity-rel ease-el 9-4. noa
rch.rpm
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. Install the package as follows:

(RHEL 7)

rpm-ivh nmysql 80-communi ty-rel ease-el 7-5. noarch. rpm
(RHEL 8)

rpm-ivh mysql 80- communi ty-rel ease-el 8-8. noarch. rpm
(RHEL 9)

rpm-ivh mysql 80- conmuni ty-rel ease-el 9-4. noarch. rpm

. Install the required dependencies as follows:

yuminstall mysql-devel
yuminstall -y xmsecl xm secl-openssl

. Add the path where you installed the MySQL client and packages to the PATH environment variable as

follows:

export PATH=/usr/ | ocal / bi n: $PATH

. Install the MySQL client asfollows:

(RHEL 8)
pi p3.8 install nysqglclient
(RHEL 9)

pi p3.9 install nysqglclient

. SSH into the Hue host as aroot user.
. Install the required packages and dependencies as follows:

zypper install |ibmysqlclient-devel
zypper install xmsecl

zypper install xm secl-devel

zypper install xm secl-openssl-devel

. Add the path where you installed the packages to the PATH environment variable as follows:

export PATH=/usr/ | ocal / bi n: $PATH

. Install the MySQL client asfollows:

pi p3.8 install nysqglclient

. SSH into the Hue host as aroot user.
. Install the required packages and dependencies as follows:

apt-get install |ibnysqlclient-dev
apt-get install -y xmsecl
apt-get install |ibxm secl-openssl
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3. Add the path where you installed the packages to the PATH environment variable as follows:

export PATH=/usr/ | ocal / bi n: $PATH
4. Install the MySQL client asfollows:

pi p3.8 install nysqglclient

Create databases and service accounts for components that require databases:

» Cloudera Manager Server
« Cloudera Management Serviceroles:

* Reports Manager
* Hue
« Each Hive metastore
e Oozie
e Schema Registry
e Streams Messaging Manager

1. Loginasthe root user, or another user with privileges to create database and grant privileges:
mysgl -u root -p

Ent er password:

2. Create databases for each service deployed in the cluster using the following commands. Y ou can use any
value you want for the <DATABASE>, <USER>, and <PASSWORD> parameters. The Databases for Cloudera
Software table, below lists the default names provided in the Cloudera Manager configuration settings, but you are
not required to use them.

Configure al databases to use the utf8 character set.
Include the character set for each database when you run the CREATE DATABASE statements described below.

CREATE DATABASE <DATABASE> DEFAULT CHARACTER SET utf8 DEFAULT COLLATE utf8
_general ci;

Query OK, 1 row affected (0.00 sec)
Create USER by following the steps in this topic: CREATE USER Statement.

GRANT ALL ON <DATABASE>.* TO ' <USER>' @ % | DENTI FI ED BY ' <passwor d>';

Query OK, 0 rows affected (0.00 sec)

Cloudera Manager Server scm scm
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Service Database User

Reports Manager rman rman

Ranger RHEL/CentOS/Ubuntu ranger rangeradmin
Ranger KMS RHEL/CentOS rangerkms rangerkms
Hue hue hue

Hive Metastore Server hive hive

Oozie oozie oozie

Schema Registry schemaregistry schemaregistry
Streams Messaging Manager smm smm

3. Confirm that you have created all of the databases:
SHOW DATABASES;
Y ou can also confirm the privilege grants for agiven user by running:

SHOW CGRANTS FOR ' <USER>' @ % ;

4. Record the values you enter for database names, usernames, and passwords. The Cloudera Manager installation
wizard requires thisinformation to correctly connect to these databases.

Next Steps

» If you plan to use Apache Ranger, see the following topic for instructions on creating and configuring the Ranger
database. See Configuring a Ranger or Ranger KM S Database: MySQL/MariaDB on page 191.

» If you plan to use Schema Registry or Streams Messaging Manager, see the following topic for instructions on
configuring the database: Configuring the Database for Streaming Components on page 201.

« After youinstall and configure MySQL databases for Cloudera software, continue to Set up and Configure the
Cloudera Manager Database to configure a database for Cloudera Manager.

Install and Configure MariaDB for Cloudera Software
You can install aMariaDB database for use with Cloudera Manager and other components that require a database.

To use aMariaDB database, follow these procedures. For information on compatible versions of the MariaDB
database, see Database Requirements on page 32.

Installing MariaDB Server

Note:
E e |If you aready have aMariaDB database set up, you can skip to the section Configuring and Starting the
MariaDB Server on page 169 to verify that your MariaDB configurations meet the requirements for
Cloudera Manager.
« Itisimportant that the datadir directory (/var/lib/mysql by default), is on a partition that has sufficient free
space. For more information, see Hardware Reguirements on page 13.
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1. Install MariaDB server:

oS Command

RHEL compatible ) )
sudo yum install mariadb-server

SLES ) )
sudo zypper install mariadb-server

Ubuntu
sudo apt-get install mariadb-server

If these commands do not work, you might need to add a repository or use adifferent yum install command,
particularly on RHEL 6 compatible operating systems. For more assistance, see the following topics on the
MariaDB website:

e RHEL compatible: Installing MariaDB with yum
* SLES: MariaDB Package Repository Setup and Usage
e Ubuntu: Installing MariaDB .deb Files

Configuring and Starting the MariaDB Server

Note: If you are making changes to an existing database, make sure to stop any services that use the database
before continuing.

1. Stop the MariaDB server if it isrunning:

oS Command

RHEL 7 Compatible, SLES, and )
Ubuntu sudo systentt| stop mariadb

2. If they exist, move old InnoDB log files /var/lib/mysql/ib_logfile0 and /var/lib/mysqgl/ib_logfilel out of /var/lib/
mysql/ to a backup location.

3. Determine the location of the option file, my.cnf (/etc/my.cnf by default).

4. Update my.cnf so that it conformsto the following requirements:

e To prevent deadlocks, set the isolation level to READ-COMMITTED.

e Thedefault settingsin the MariaDB installations in most distributions use conservative buffer sizes and
memory usage. Cloudera Management Service roles need high write throughput because they might insert
many records in the database. Cloudera recommends that you set the innodb_flush_method property to O_DI
RECT.

» Set the max_connections property according to the size of your cluster:

» Fewer than 50 hosts - Y ou can store more than one database (for example, both the Cloudera Manager
Server and Reports Manager) on the same host. If you do this, you should:

» Put each database on its own physical disk for best performance. Y ou can do this by manually setting
up symbolic links or running multiple database instances (each instance uses a different data directory
path).

e Allow 100 maximum connections for each database and then add 50 extra connections. For example,
for two databases, set the maximum connections to 250. If you store four databases on one host (the
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databases for Cloudera Manager Server, Hue, Reports Manager, and Hive metastore), set the maximum
connections to 450.

* More than 50 hosts - Do not store more than one database on the same host. Use a separate host for each
database/host pair. The hosts do not need to be reserved exclusively for databases, but each database should
be on a separate host.

e |f the cluster has more than 1000 hosts, set the max_allowed_packet property to 16M. Without this setting, the
cluster may fail to start due to the following exception: com.mysql.jdbc.PacketTooBigEXxception.
« Although binary logging is not a requirement for Cloudera Manager installations, it provides benefits such

as MariaDB replication or point-in-time incremental recovery after a database restore. The provided example

configuration enables the binary log. For more information, see The Binary Log.

Here is an option file with Cloudera recommended settings:

[nysql d] _

dat adi r=/var/1i b/ nysql

socket =/var/li b/ nysql / nysql . sock

transaction-i sol ati on = READ- COW TTED

# Di sabling synbolic-links is recomended to prevent assorted security r
i sks;

# to do so, uncommrent this |ine:

synmbolic-links =0

# Settings user and group are ignored when systend is used.

# | f you need to run nysqld under a different user or group,

# custonmi ze your systend unit file for mariadb according to the
# instructions in http://fedoraproject.org/w ki/Systend

key_buffer = 16M

key buffer_size = 32M
max_al | oned_packet = 32M
thread_stack = 256K

thread_cache_size = 64
query_cache limt = 8M
query_cache_si ze = 64M
query_cache type = 1

max_connections = 550

#expi re_|l ogs_days = 10

#max_bi nl og_si ze = 100M

#1 og_bin should be on a disk with enough free space.

#Repl ace '/var/lib/nysql/mysgl _binary | og" with an appropriate path for yo
ur

#system and chown the specified folder to the mysqgl user

| og_bin=/var/lib/nysql/nysqgl _binary | og

#ln | ater versions of MariaDB, if you enable the binary Iog and do not set
#a server_id, MariaDB will not start. The server_id nust be unique w thin
#the replicating group.

server _id=1

bi nl og_format = m xed

read_buffer_size = 2M
read_rnd buffer_size = 16M
sort_buffer_size = 8M
join_buffer_size = 8M

# I nnoDB settings

innodb_file per_table =1
nnodb_flush log at trx conmt = 2
nnodb_| og buffer _size = 64M
nnodb_buffer pool size = 4G
nnodb_t hread_concurrency = 8
nnodb_fl ush_met hod = O DI RECT
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i nnodb_l| og_file_size = 512M

[ mysql d_saf e]

| og-error=/var/| og/ mari adb/ mari adb. | og
pid-file=/var/run/ mari adb/ mari adb. pi d

#

# include all files fromthe config directory
#

l'includedir /etc/nmy.cnf.d

5. If AppArmor is running on the host where MariaDB isinstalled, you might need to configure AppArmor to allow
MariaDB to write to the binary.
6. Ensurethe MariaDB server starts at boot:

Command

RHEL 7 Compatible, SLES, and )
Ubuntu sudo systenttl enable nariadb

7. Start the MariaDB server:

(05 Command

RHEL 7 Compatible, SLES, and ]
Ubuntu sudo systenctt!l start nariadb

8. Run/usr/bin/mysgl_secure_installation to set the MariaDB root password and other security-related settings. In a
new installation, the root password is blank. Press the Enter key when you're prompted for the root password. For
therest of the prompts, enter the responses listed below in bold:

sudo /usr/bin/nysql _secure_installation

[...]
Enter current password for root (enter for none):
K, successfully used password, noving on...

[...]

Set root password? [Y/n] Y
New passwor d:

Re- ent er new passwor d:

[...]

Renove anonynous users? [Y/n] Y

[

Diééllowroot login remotely? [Y/n] N

[

Renove test database and access to it [Yinl Y

[...]
Rel oad privilege tables now? [Y/n] Y
[...]

Al'l done! If you' ve conpleted all of the above steps, your MariaDB
installation should now be secure.

Thanks for using MariaDB!

Installing the MySQL JDBC Driver for MariaDB

The MariaDB JDBC driver is not supported. Follow the steps in this section to install and use the MySQL JDBC
driver instead.

Install the JDBC driver on the Cloudera Manager Server host, as well as any other hosts running services that require
database access.

Cloudera recommends that you consolidate all roles that require databases on alimited number of hosts, and install
the driver on those hosts. Locating all such roles on the same hosts is recommended but not required. Make sure to
install the JDBC driver on each host running roles that access the database.
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IE Note: Clouderarecommends using only version 8.0 of the JDBC driver.

oS Command

RHEL

example:

Important: Using the yum install command to install the MySQL driver package before installing

& aJDK installs OpenJDK, and then uses the Linux alternatives command to set the system JDK to be
OpenJDK. If you intend to use an Oracle JDK, make sure that it is installed before installing the MySQL
driver using yum install. If you want to use OpenJDK, you can install the driver using yum.

Alternatively, use the following procedure to manually install the driver.

1. Download the MySQL JDBC driver from http://www.mysgl.com/downloads/connector/j/5.1.html (in .tar.gz
format). As of the time of writing, you can download version 8.0.22 using wget as follows:

wget https://dev. mysql . con get/ Downl oads/ Connect or-J/ nys
gl -connector-java-8.0.22. tar.gz

2. Extract the JDBC driver JAR file from the downloaded file. For example:

tar zxvf nysgl -connector-java-8.0.22.tar.gz

3. Copy the JDBC driver, renamed, to /usr/share/javal. If the target directory does not yet exist, createit. For

sudo nkdir -p /usr/share/javal

cd nysql -connect or-j ava- 8. 0. 22

sudo cp nysql -connector-java-8.0.22-bin.jar /usr/share/
j aval/ mysqgl - connector-java.j ar

SLES

sudo zypper install mysqgl-connector-java

Ubuntu

sudo apt-get install libnysqgl-java

Installing the MySQL client
To use MariaDB as a backend database for Hue, you must install the MySQL client and other required dependencies
on all the Hue hosts based on your operating system.

For Cent OS

1. SSH into the Hue host as aroot user.
2. Install the required dependencies as follows:

yuminstall -y xmsecl xm secl-openssl

3. Add the path where you installed the packages to the PATH environment variable as follows:

export PATH=/usr/ | ocal / bi n: $SPATH
4. Install the MySQL client asfollows:

pi p3.8 install nysqglclient

For RHEL
1. SSH into the Hue host as aroot user.
2. Ingtall the required dependencies as follows:

yuminstall mysql -devel
yuminstall -y xmsecl xmnl secl-openssl
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3. Add the path where you installed the packages to the PATH environment variable as follows:

export PATH=/usr/ | ocal / bi n: $PATH
4. Install the MySQL client asfollows:
(RHEL 8)

pi p3.8 install nysqglclient
(RHEL 9)

pi p3.9 install nysqglclient

1. SSH into the Hue host as aroot user.
2. Install the required packages and dependencies as follows:

zypper install |ibnysqlclient-devel
zypper install xm secl

zypper install xm secl-devel

zypper install xm secl-openssl-devel

Attention: While installing the mysgl-devel and libmysglclient-devel packages on SLES 15, use
& the “--replacefiles’ zypper switch or manually enter yes on the interactive pop-up that you see when
the files are being overwritten. Else, you may see an error such as. File /usr/bin/mariadb_config
frominstall of MariaDB-devel-<version>.x86_64 conflicts with file from install of libmariadb-
devel-3.1.21-150000.3.33.3.x86_64 (SLES Module Server Applications Updates).

3. Add the path where you installed the packages to the PATH environment variable as follows:

export PATH=/usr/ | ocal / bi n: $PATH
4. Install the MySQL client asfollows:

pi p3.8 install nysqglclient

1. SSH into the Hue host as aroot user.
2. Install the required packages and dependencies as follows:

apt-get install |ibnysqglclient-dev
apt-get install -y xm secl
apt-get install |ibxm secl-openssl

3. Add the path where you installed the packages to the PATH environment variable as follows:

export PATH=/usr/ | ocal / bi n: $PATH
4. Install the MySQL client asfollows:

pi p3.8 install nysqglclient

Create databases and service accounts for components that require databases:
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» Cloudera Manager Server
» Cloudera Management Serviceroles:

¢ Reports Manager

e Hue
* Each Hive metastore
* Qozie

e Schema Registry
e Streams Messaging Manager

Steps
1. Loginastheroot user, or another user with privileges to create database and grant privileges:

mysgl -u root -p

Ent er password:

2. Create databases for each service deployed in the cluster using the following commands. Y ou can use any
value you want for the <DATABASE>, <USER>, and <PASSWORD> parameters. The Databases for Cloudera
Software table, below lists the default names provided in the Cloudera Manager configuration settings, but you are
not required to use them.

Configure all databasesto use the utf8 character set.
Include the character set for each database when you run the CREATE DATABASE statements described below.

CREATE DATABASE <DATABASE> DEFAULT CHARACTER SET utf8 DEFAULT COLLATE utf8
_general ci;

Query OK, 1 row affected (0.00 sec)
Create USER by following the steps in this topic: CREATE USER Statement.

GRANT ALL ON <DATABASE>.* TO ' <USER>' @ % | DENTI FI ED BY ' <passwor d>';

Query OK, 0 rows affected (0.00 sec)

Table 28: Databases for Cloudera Software

Service Database User

Cloudera Manager Server scm scm

Reports Manager rman rman

Ranger RHEL /CentOS/Ubuntu ranger rangeradmin
Ranger KMS RHEL/CentOS rangerkms rangerkms
Hue hue hue

Hive Metastore Server hive hive

Oozie oozie oozie

Schema Registry schemaregistry schemaregistry
Streams Messaging Manager smm smm
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3. Confirm that you have created all of the databases:
SHOW DATABASES;
Y ou can a'so confirm the privilege grants for a given user by running:

SHOW GRANTS FOR ' <USER>' @ % ;

4. Record the values you enter for database names, usernames, and passwords. The Cloudera Manager installation
wizard requires this information to correctly connect to these databases.

« |If you plan to use Apache Ranger, see the following topic for instructions on creating and configuring the Ranger
database. See Configuring a Ranger or Ranger KM S Database: MySQL/MariaDB on page 191.

« |f you plan to use Schema Registry or Streams Messaging Manager, see the following topic for instructions on
configuring the database: Configuring the Database for Streaming Components on page 201

« After youinstall and configure MariaDB databases for Cloudera software, continue to Set up and Configure the
Cloudera Manager Database to configure a database for Cloudera Manager.

Y ou can configure an external Oracle database for use with Cloudera Manager and other components that require a
database.

To use an Oracle database, follow these procedures. For information on compatible versions of the Oracle database,
see Database Requirements on page 32.

Configuring Oracle RAC for the Cloudera Manager database

To configure Cloudera Manager to work with an Oracle database, get the following information from your Oracle
DBA:

* Hostname - The DNS name or the | P address and the port of the host where the Oracle database isinstalled.
* Port - The port number on which Oracle server listens.
e SID - The name of the schemathat will store Cloudera Manager information.

e Username - A username for each schemathat is storing information. Y ou could have four unigque usernames for
the four schema.

e Password - A password corresponding to each username.
e Connection string of the DB (usually in format of USERNAME:PASSWORD@//HOSTNAME:PORT/SID)

Ensure that your customer defines the table it will create (see below) using UTF-8.

Y ou must install the JIDBC connector on the Cloudera Manager Server host and any other hosts that use a database.
The JDBC connector MUST be supplied by the Oracle DBA to ensure it matches the Oracle DB server release.

Cloudera recommends that you assign all roles that require a database on the same host and install the connector on
that host. Locating all such roles on the same host is recommended but not required. If you install arole, such as
Reports Manager, on one host and other roles on a separate host, you would install the JIDBC connector on each host
running roles that access the database.

Alternatively, you can perform the following steps to distribute the Oracle JIDBC connector file to all the nodes on the
same directory:

1. Obtain the Oracle JDBC Driver from the Oracle DBA. For example, Oracle RAC 19c is provided with both
0jdbc8.jar and 0jdbc10.jar, and you should receive the later release asit is more updated (ojdbcl0.jar).
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2. Copy the Oracle IDBC JAR file as root user to /usr/share/javaloracle-connector-java.jar on the relevant nodes.
The Cloudera Manager databases and the Hive Mestastore database use this shared filename and location. For
example:

sudo nkdir -p /usr/share/java
sudo cp /tnp/ojdbcl0.jar /usr/share/javaloracl e-connector-java.jar
sudo chnod 644 /usr/sharel/javaloracl e-connector-java.jar

Provide the Oracle DBA with the information for creating the Create schema and user accounts for components that
reguire databases (depending on the type of services that you install on the Cloudera Base Cluster).

To ease the tracking, provide a prefix name for each schema you define based on the environment you build such
ascdp_tst_db_xxx for test environment, cdp_prd_db_xxx for production etc. For more information about a prefix
name, see the following table:

Cloudera Manager Server cdp_xxx_db_scm cdp_xxx_scm

Reports Manager cdp_xxx_db_rman cdp_xxx_rman

Hive Metastore cdp_xxx_db_hive cdp_xxx_hive

Ranger cdp_xxx_db_ranger cdp_xxx_rangeradmin
Ranger KMS cdp_xxx_db_rangerkms cdp_xxx_rangerkms
Hue cdp_xxx_db_hue cdp_xxx_hue

Schema Registry (only if used) cdp_xxx_db_schemaregistry cdp_xxx_schemaregistry
Streams Messaging Manager (only if used) cdp_xxx_db_smm cdp_xxx_smm

i Important: For information about creating the relevant schema DBs, see Creating the relevant schema DBs.

Note that Y arn Queue Manager schemain Cloudera works only with either internal DB or external
PostgreSQL., so you will need to configure it separately.

Y ou can create the Oracle database, schema and users on the host where the Cloudera Manager Server will run, or

on any other hostsin the cluster. For performance reasons, you should install each database on the host on which the
service runs, as determined by the roles you assign during installation or upgrade. In larger deployments or in cases
where database administrators are managing the databases the services use, you can separate databases from services,
but use caution.

The databases must be configured to support UTF-8 character set encoding.

Record the values you enter for database names, usernames, and passwords. The Cloudera Manager installation
wizard requires this information to correctly connect to these databases.

E Note: If you are deploying Oracle RAC (for high availability), enter the database name using the following
format:

( DESCRI PTI ON=( LOAD_BALANCE=0f f ) ( FAl LOVER=0n) ( CONNECT_TI MEQUT=5) (
TRANSPORT _CONNECT_TI MEQUT=3) ( RETRY_COUNT=3) ( ADDRESS=( PROTOCOL=TCP) ( H

OST=[ *** HOSTNANME* **] ) ( PORT=[ * ** PORT***] ) ) ( CONNECT_DATA=( SERVI CE_NAM
E=[ *** SERVI CE_NAME***])))
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Provide the Oracle DBA with alist of commands to run in order to create the above schema,users and passwords on
the Oracle server. Make sure to ask the DBA to provide you back the password created for each user/schema.

Note that you can ask the DBA to set the quota to unlimited to each user as follows:

ALTER USER <USER> quota unlimted on <TABLESPACE>;

The format of the user/schematableis built using “xxx” where xxx should be replaced by either dev/tst/prd/dr etc.
(for different environments separation on the Oracle DB)

Also, the “password” that is marked bold should be updated with a unique password given by the Oracle DBA per
the security regulation of the Oracle DB server. That password will be used for connecting to the schema and will be
configured on the Cloudera Manager Ul later.

AN
AN

Important:

Unless stated otherwise, each DB is given GRANTSs based on the need. The only exception is RMAN which
needs GRANT ALL.

Important:

In the following commands, you should replace the XXX with the string for the relevant environment, and
make sure the password string is replaced with the unique password string generated by Oracle DBA during
the creation of the user.

Y ou can create the relevant schema DBs by running the following set of commands:
Cloudera Manager Server DB

CREATE DATABASE cdp_xxx_db_scm CHARACTER SET AL32UTFS8;
CREATE USER ' cdp_xxx_scnm @ % | DENTI FI ED BY
' cdp_xxx_scm password' ;
GRANT SELECT _CATALOG ROLE, CONNECT, RESOURCE ON cdp_xxx_db_scm *
TO cdp_xxx_scm @ % ;
GRANT CREATE SESSI ON, CREATE PROCEDURE, CREATE TABLE, CREATE VI EW CR
EATE SEQUENCE, CREATE TRI GGER, UNLI M TED TABLESPACE ON cdp_xxx_db_
scm* TO cdp_xxx_scm @ % ;
ALTER USER cdp_xxx_scm DEFAULT TABLESPACE cdp_xxx_db_scm
ALTER USER cdp_xxx_scm quota unlimted on cdp_xxx_db_scm

Reports Manager DB

i Important: Reports Manager (rman) needs GRANT ALL PRIVILEGES on its DB.

CREATE DATABASE cdp_xxx_db_rman CHARACTER SET AL32UTFS;

CREATE USER ' cdp_xxx_rman' @ % | DENTI FI ED BY
"cdp_xxx_rman_password' ;

GRANT ALL PRI VI LEGES ON cdp_xxx_db rman.* TO 'cdp_xxx_rman' @ % ;

Hive M etastore DB

CREATE DATABASE cdp_xxx_db_hi ve CHARACTER SET AL32UTFS;
CREATE USER ' cdp_xxx_hi ve' @ % | DENTI FI ED BY
' cdp_xxx_hi ve_password' ;
GRANT SELECT_CATALOG ROLE, CONNECT, RESOURCE ON cdp_xxx_db_hive. *
TO cdp_xxx_hive' @ % ;
GRANT CREATE SESSI ON, CREATE PROCEDURE, CREATE TABLE, CREATE VI EW C
REATE SEQUENCE, CREATE TRI GGER, UNLI M TED TABLESPACE ON cdp_xxx_db_
hive.* TO cdp_xxx_hive' @ % ;
ALTER USER cdp_xxx_hi ve DEFAULT TABLESPACE cdp_xxx_db_hi ve;
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Ranger DB

ALTER USER cdp_xxx_hi ve quota unlinited on cdp_xxx_db_hi ve;

CREATE DATABASE cdp_xxx_db_ranger CHARACTER SET AL32UTFS8;
CREATE USER ' cdp_xxx_rangeradm n' @ % | DENTI FI ED BY

' cdp_xxx_rangeradm n_password' ;
GRANT SELECT _CATALOG ROLE, CONNECT, RESOURCE TO cdp_xXxx_rangera
dmn @%;
GRANT CREATE SESSI ON, CREATE PROCEDURE, CREATE TABLE, CREATE VI EW CR
EATE SEQUENCE, CREATE PUBLI C SYNONYM CREATE ANY SYNONYM CREATE TR
| GGER, UNLI M TED TABLESPACE TO cdp_xxx_rangeradnmin' @ % ;
ALTER USER cdp_xxx_rangeradni n DEFAULT TABLESPACE cdp_xxx_db_rang
eradn n;
ALTER USER cdp_xxx_rangeradmnmi n quota unlimted on cdp_xxx_db_rang
eradni n;

i Important:
CREATE_PUBLIC_SYNONYM and CREATE_ANY_SYNONYM are optional and
not mandatory.

Ranger KMSDB

Hue DB

CREATE DATABASE cdp_xxx_db_ranger kns CHARACTER SET AL32UTFS;
CREATE USER ' cdp_xxx_rangerkns' @ % | DENTI FI ED BY

' cdp_xxx_ranger knms_password' ;
GRANT SELECT_CATALOG ROLE, CONNECT, RESOURCE TO cdp_xxx_rangerk
' @ % ;
GRANT CREATE SESSI ON, CREATE PROCEDURE, CREATE TABLE, CREATE VI EW
CREATE SEQUENCE, CREATE PUBLI C SYNONYM CREATE ANY SYNONYM CREATE
TRI GGER, UNLI M TED TABLESPACE TO cdp_xxx_ranger kns' @ % ;
ALTER USER cdp_xxx_ranger kns DEFAULT TABLESPACE cdp_xxx_db_rang
er kns;
ALTER USER cdp_xxx_rangerkns quota unlimted on cdp_xxx_db_rang
er kns;

i Important:
CREATE_PUBLIC_SYNONYM and CREATE_ANY_SYNONYM are optional and
not mandatory.

CREATE DATABASE cdp_xxx_db_hue CHARACTER SET AL32UTFS;
CREATE USER ' cdp_xxx_hue' @ % | DENTI FI ED BY
' cdp_xxx_hue_password';
GRANT CREATE SESSI ON, CREATE PROCEDURE, CREATE TABLE, CREATE VI EW CR
EATE SEQUENCE, CREATE TRI GGER, UNLI M TED TABLESPACE TO cdp_xxx_hue
@%;
ALTER USER cdp_xxx_hue DEFAULT TABLESPACE cdp_xxx_db_hue;
ALTER USER cdp_xxx_hue quota unlinmted on cdp_xxx_db_hue;

STREAMSMESSAGING MANAGER (SMM) / SCHEMA REGISTRY

CREATE TABLESPACE cdp _xxx_db_schenaregi stry ONLI NE;
CREATE TABLESPACE cdp_xxx_db_snm ONLI NE;
CREATE USER ' cdp_xxx_schenmaregi stry' @ % | DENTI FI ED BY
' cdp_xxx_schemaregi stry_password' ;
CREATE USER ' cdp_xxx_smm @ % | DENTI FI ED BY
' cdp_xxx_smm password' ;
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ALTER USER cdp_xxx_schemar egi stry DEFAULT TABLESPACE cdp_xxx_db_
schemar egi stry;
ALTER USER cdp_xxx_snmm DEFAULT TABLESPACE cdp_xxx_db_smm

GRANT CONNECT, CREATE PROCEDURE, CREATE TABLE, CREATE SEQUENCE, C
REATE | NDEX, ALTER PROCEDURE, ALTER TABLE, ALTER SEQUENCE, ALTER | ND
EX, DROP PROCEDURE, DROP TABLE, DROP SEQUENCE, DROP | NDEX, UNLI M TED
TABLESPACE TO cdp_xxx_schemaregistry' @ % ;

GRANT CONNECT, CREATE PROCEDURE, CREATE TABLE, CREATE SEQUENCE, CREA
TE | NDEX, ALTER PROCEDURE, ALTER TABLE, ALTER SEQUENCE, ALTER | NDEX,
DROP PROCEDURE, DROP TABLE, DROP SEQUENCE, DROP | NDEX, UNLI M TED TAB
LESPACE TO cdp_xxx_smi @ % ;

Important: The new users for smm/schema registry need to have permissionsto

& create or drop tables and other database structures because when the Schema Registry
or SMM service starts, it automatically creates the database structure. If the database
structure already exists, then the service altersit as necessary.

FLUSH PRI VI LEGES;

For further information about Oracle privileges, see Authorization: Privileges, Roles, Profiles, and Resource
Limitations.

« If you plan to use Apache Ranger, see the following topic for instructions on creating and configuring the Ranger
database and to install the JDBC driver for the database. See Configuring a Ranger or Ranger KM S Database:
Oracle on page 193.

« If you plan to use Schema Registry or Streams M essaging M anager, see the following topic for instructions on
configuring the database: Configuring the Database for Streaming Components on page 201

« After youinstall and configure Oracle databases for Cloudera software, continue to Set up and Configure the
Cloudera Manager Database to configure a database for Cloudera Manager.

e |If you plan to use Hue in the cluster, see Configuring the Hue Server to Store Datain the Oracle database.

Perform the following steps for managing the configuration of the Database Server and settingup TLS 1.2
connections to ensure the secure and proper functioning of the database environment.

TLS 1.2 encrypts the connection between the MySQL server and the Cloudera Manager server. You must enable TLS
1.2 for the MySQL database before setting up Cloudera Manager and add the MySQL root Certificate Authorities
(CA) to the Cloudera Manager truststore.

1. SSH into the MySQL database host.
2. Start the MySQL server:

service nysqld start

3. Establish an encrypted connection with the client:

mysqgl -p --ssl-node=required
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4. Verify whether TLS 1.2 is enabled on MySQL by running the following command:
mysqgl > show gl obal variables like ' %ssl % ;

If TLS 1.2 isenabled, you see the value of have sdl equal to YES, as follows. Otherwise, you see the value of
have sd equal to DISABLED:

feccoccocoooococo feccococooo +

| Variable nane | Val ue |

Fooccoccococoooooo Focococoooe +
have_openssl YES

| | |
| have_ssl | YES |
| ... | ... [

If TLS 1.2 isenabled, then you can skip the following steps and go to Importing the MySQL root certificate.
5. Create acertificate authority by running the following commands:

nkdir /etc/ny.cnf.d/ssl/
cd /etc/nmy.cnf.d/ssl/
openssl genrsa 2048 > ca- key. pem

6. Create acertificate for the server using the CA certificate generated earlier by running the following command:

openssl req -new -x509 -nodes -days 365000 -key ca-key.pem -out ca-cert.

pem

openssl req -newkey rsa: 2048 -days 365 -nodes -keyout server-key.pem -out
server-req. pem

openssl rsa -in server-key. pem -out server-key. pem

7. Create acertificate for the clients using the same CA certificate by running the following command:

openssl x509 -req -in server-req.pem -days 365 -CA ca-cert.pem - CAkey ca-
key. pem -set _serial 01 -out server-cert.pem

8. Add thefollowing linesin the /etc/my.cnf.d/server.cnf file under the [mysgld] section:

ssl -ca=/etc/ ny.cnf.d/ssl/ca-cert.pem
ssl-cert=/etc/ny.cnf.d/ssl/server-cert.pem
ssl - key=/etc/ ny. cnf.d/ssl/server-key. pem

bi nd- addr ess=*

Y ou can view the content of the server.cnf file by running the following command:

vim/etc/my.cnf.d/ server.cnf

9. Restart the MySQL server:

service nysqld restart

10. Check the TLS 1.2 status by running the following commands:

mysgl -p --ssl-node=required
> SHOW VARI ABLES LI KE ' %ssl % ;

> status

Sample output:
> SHOW VARI ABLES LI KE ' %ssl % ;
foocococcoccococcococccoccococoooooooooooooo fooccoccocococoooooo +
| Variabl e_nane | Val ue
o ocococococooocoooooCcoOSCCoCCooCooCooCoDooo dooccooocoooooooooo +
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adm n_ssl _ca

adm n_ssl _capath
adm n_ssl _cert
adm n_ssl _ci pher
adm n_ssl _crl

adm n_ssl _crl path
adm n_ssl _key

have_openssl YES
have_ssl YES
mysqgl x_ssl _ca

mysql x_ssl _capath

mysqgl x_ssl _cert

nysql x_ssl _ci pher

nysql x_ssl _crl

mysqgl x_ssl _crl path

mysql x_ssl _key

per f or mance_schema_show_processl i st OFF
ssl _ca ca. pem
ssl _capath

ssl _cert server-cert.pem
ssl _ci pher

ssl _crl

ssl _crl path

ssl _fips_node OFF

ssl _key server-key. pem
focccccccccccccccccccccocccccccccooooe foccccccccccccccos +
> status

SSL: Ci pher in use is ECDHE- RSA- AES128- GCM SHA256

Y ou must enable TCPS for the Oracle database before setting up Cloudera Manager. Enabling TCPS establishes a
secure channel between the client (Cloudera Manager) and the server (Oracle Database Server).

1. SSH into the Oracle database server host.
2. Changetothe"oracle" user asfollows:
sudo -su oracle

3. Append the location of ORACLE_HOME to the PATH environment variable by running the following
commands:

export ORACLE HOVE=/ opt/ oracl e/ product/ 19c/ dbhone_1
export PATH=${ PATH}: ${ ORACLE_HQOVE}/ bi n

4. Create an auto-login wallet by running the following command:

orapki wallet create -wallet /opt/oracle/product/19c/dbhome_1/wall et -au
to_l ogin

An auto-login wallet uses SSL's single sign-on functionality. The users do not need to specify password each time
they open the wallet.

5. Add aself-signed certificate to this wallet by running the following command:

orapki wallet add -wallet /opt/oracle/product/19c/dbhone_1/wallet -dn "C
N=server" -keysize 4096 -self_signed -validity 365
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6. Export the certificate from the Oracle wallet by running the following command:

orapki wallet export -wallet /opt/oracle/product/19c/dbhone_1/wallet -dn
"CN=server" -cert server_ca.cert

This exports a certificate with the subject's distinguished name (-dn) (CN=server) from awallet to thefile that is
specified by -cert (server_ca.cert).
7. Add the following lines to the /opt/oracl e/product/19c/dbhome_1/network/admin/listener.ora configuration file:

SSL_CLI ENT_AUTHENTI CATI ON = FALSE
WALLET LOCATI ON =
( SOURCE =
(METHOD = FI LE)
( METHOD_DATA =
(DI RECTORY = /opt/oracl e/ product/ 19c/ dbhone_1/wal | et)
) )
Regi ster a new address in LI STENER:
(ADDRESS = (PROTOCOL = TCPS) (HOST = [***HOST***]) (PORT = 2484))

8. Add the following linesto the /opt/oracle/product/19¢/dbhome_1/network/admin/sglnet.ora profile configuration
file:

SSL_CLI ENT_AUTHENTI CATI ON = FALSE
WALLET_LOCATI ON =
( SOURCE =
(METHOD = FI LE)
( METHOD_DATA =

(DI RECTORY = /opt/oracl e/ product/ 19c/ dbhone_1/wal | et)
)
9. Add thefollowing lines to the /opt/oracle/product/19c/dbhome_1/network/admin/thsnames.ora configuration file:
ORCLPDB1_SSL =
( DESCRI PTI ON =

(ADDRESS = (PROTOCOL = TCPS) (HOST = [***HOST***]) (PORT = 2484))
( CONNECT_DATA =

( SERVER = DEDI CATED)

( SERVI CE_NAME = ORCLPDB1)

)
(SECURITY =
(MY_WALLET DI RECTORY = /opt/oracl e/ product/19c/ dbhonme_1/wal | et)

)
)

10. Restart the listener by running the following commands:

I snrctl stop
I snrctl start

11. Check the TCPS status by running the following command
sql pl us cnl cnverystrOngP4ss @RCLPDB1_SSL
SELECT sys_cont ext (' USERENV' , ' NETWORK _PROTOCCL' ) as network_protocol F
ROM dual ;
Sample output:

NETWORK_PROTOCOL
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TLS 1.2 encrypts the connection between the MariaDB server and the Cloudera Manager server. Y ou must enable
TLS 1.2 for the MariaDB database before setting up Cloudera Manager and add the MariaDB root Certificate
Authorities (CA) to the Cloudera Manager truststore.

1. SSH into the MariaDB database host.
2. Start the MariaDB server:

service nysqld start

3. Establish an encrypted connection with the client:
mysqgl -p --ssl=true

4. Verify whether TLS 1.2 is enabled on MariaDB by running the following command:
mysqgl > show gl obal variables like ' %ssl % ;

If TLS 1.2 isenabled, you see the value of have sdl equal to YES, as follows. Otherwise, you see the value of
have sd equal to DISABLED:

foccccccoooooooo Focococoooe +

| Variable nane | Val ue |

feccoccocoooooco fecoococooo +
have_openssl YES

I I I
| have_ssl | YES |
| ... | ... |

If TLS 1.2 isenabled, then you can skip the following steps and go to Importing the MariaDB root certificate.
5. Create a certificate authority by running the following commands:

nkdir /etc/my.cnf.d/ssl/
cd /etc/my.cnf.d/ssl/
openssl genrsa 2048 > ca- key. pem

6. Create acertificate for the server using the CA certificate generated earlier by running the following command:

openssl req -new -x509 -nodes -days 365000 -key ca-key.pem -out ca-cert.

pem

openssl req -newkey rsa: 2048 -days 365 -nodes -keyout server-key.pem -out
server-req. pem

openssl rsa -in server-key. pem -out server-key.pem

7. Create acertificate for the clients using the same CA certificate by running the following command:

openssl x509 -req -in server-req.pem -days 365 -CA ca-cert.pem - CAkey ca-
key. pem -set _serial 01 -out server-cert.pem

8. Add the following lines in the /etc/my.cnf.d/server.cnf file under the [mysgld] section:

ssl-ca=/etc/ny.cnf.d/ssl/ca-cert.pem
ssl-cert=/etc/ny.cnf.d/ssl/server-cert.pem
ssl -key=/etc/ny.cnf.d/ssl/server-key. pem
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bi nd- addr ess=*
Y ou can view the content of the server.cnf file by running the following command:

vim/etc/ny.cnf.d/server. cnf

9. Restart the MariaDB server:

service nysqld restart

10. Check the TLS 1.2 status by running the following commands:

mysqgl -p --ssl=true
> SHOW VARI ABLES LI KE ' %ssl % ;

> status
Sample output:

> SHOW VARI ABLES LI KE ' %ssl % ;

feccoococococoococcooooo feccoocococcoococcocoococcooococcooooo +
| Variabl e_nane | Val ue |
occocococoococoococooccooooo feccococococcoccoccoocoocoooocooocoooooo +
| have_openssl | YES |
| have_ssl | YES |
| ssl_ca | /etc/nmy.cnf.d/ssl/ca-cert.pem |
| ssl _capath | |
| ssl _cert | /etc/ny.cnf.d/ssl/server-cert.pem |
| ssl _cipher | |
| ssl_crl | |
| ssl_crlpath | |
| ssl_key | /etc/ny.cnf.d/ssl/server-key. pem |
| version_ssl library | OpenSSL 1.0.2k-fips 26 Jan 2017 |
feccoococococoococcooooo feoccoocococcoococccoococcooococcooooo +
> status

SSL: Ci pher in use is DHE- RSA- AES256- GCM SHA384

TLS 1.2 encrypts the connection between the PostgreSQL server and the Cloudera Manager server. Y ou must enable
TLS 1.2 for the PostgreSQL database before setting up Cloudera Manager.

f Important:

Depending on your PostgreSQL installation, the PostgreSQL version number and the exact paths might vary
in your environment. Ensure to adjust the commands according to the PostgreSQL version number. For more
information about supported PostgreSQL versions, see Cloudera Support Matrix

1. SSH into the PostgreSQL database host.
2. Start the PostgreSQL server by running the following command:

systenct!| start postgresql-14
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3. Verify whether TLS 1.2 is enabled on PostgreSQL by running the following command:
SHOW ssl ;

If TLS 1.2 isenabled, you see the value of s3l equal to on, asfollows:

on
(1 row

If TLS 1.2 isenabled, then you can skip the following steps and go to Importing the PostgreSQL root certificate.
4. Create a certificate authority by running the following commands:

cd /var/lib/pgsql/14/data

openssl genrsa -des3 -out server.key 1024
openssl rsa -in server.key -out server.key
chnod 400 server. key

5. Create acertificate for the server using the CA certificate generated earlier by running the following command:

openssl req -new -key server.key -days 3650 -out server.crt -x509 -subj '/
CN=host nane

6. Change the ownership and permissions of the files by running the following commands:

chown postgres server.crt server. key
chrmod 400 server. key server.crt

7. Go to /var/lib/pgsgl/14/data and open the postgresgl.conffile to update the following database configurations:

ssl = on
ssl _cert file = "/var/lib/pgsql/14/datal/server.crt
ssl _key file = "/var/lib/pgsql/14/datal/server.key

8. Restart the PostgreSQL server by running the following command:

systenttl restart postgresqgl-14.service

9. Check the TLS 1.2 status by running the following commands:

SELECT nane, setting
FROM pg_settings
VWHERE nane LIKE ' % sl % ;

Sample output:
focccoocococcoccooccoccoocoocoooocoocoocooooo fooocococcoccoccooccooccocoocoocoo +
| name | setting |
feccoococococoococcooococcooocococoooooocooo feccoococcococoococcooocococooooo +
ssl on
ssl _ca file server.crt

server.crt
H GH: MEDI UM +3DES: ! aNULL

ssl _cert _file

ssl _ci phers

ssl _crl _dir

ssl_crl _file

ssl _dh_parans_file
ssl _ecdh_curve

ssl _key file

pri me256vi
server. key
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| ssl _library | OpenSSL [
| ssl _max_protocol _version [ [
| ssl_mn_protocol version | TLSv1.2 |
| ssl_passphrase_comand | |
| ssl_passphrase_command_supports_rel oad | off |
| ssl_prefer_server_ciphers | on |
feccoococococoococcooococcocooccocooocoocooo feccoocococcoococcooococcooooo +

(15 rows)
Important: To change the default setting for sd_ciphers from HIGH:MEDIUM:+3DES:!aNULL to
HIGH:!aNULL:!'eNULL:!EXPORT:!DES:!RC4:!MD5:!kRSA:!PSK:AESGCM. Add the following line to
the postgresgl.conf file:

ssl _ci phers= " H GH: !aNULL: ! eNULL: ! EXPORT: ! DES: ! RC4: | MD5: | KRSA: | PSK: A
ESGCM

Restart the PostgreSQL server to check the new sdl_ciphersis reflected in the sample output.

Perform the following steps for enabling Kerberos authentication on MariaDB Database Server and to connect
Cloudera Manager Server to Kerberos enabled MariaDB. These steps are applicable for TLS 1.2 and non-TLS 1.2
clusters.

1. SSH into the MariaDB database host.
2. Run the following command to install the auth_gssapi.so plugin:

sudo yuminstall MariaDB-gssapi-server

Ensure the plugin is present in the following directory /ust/lib64/mysql/plugin.
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3. Onthe MariaDB server, create Service Principal and Keytab by running the following commands:
a. For MIT Kerberos

Run the following command to create Service Principal:
kadmin -p root/adnin -q "addprinc -randkey nari adb/ ${HOST}"

Note: For example, kadmin -p root/admin -q "addprinc ~ -randkey mariadb/mariaa-
1.mariaa.root.hwx.site".
For AD Kerberos

Run the following command on AD server to create Service Principal:

dsadd user CN=nari adb, CN=User s, DC=ge- i nf r a- ad, DC=cl ouder a, DC=com
-pwd Test 123 -samid mari adb -upn nmari adb@XE- | NFRA- AD. CLOUDERA. C
oM

b. For MIT Kerberos
Run the following command to create Keytab:

kadmin -p root/admn -q "ktadd -k /path/to/ mari adb. keytab mari ad
b/ ${ HOST} "

For AD Kerberos

Run the following command on AD server to create Keytab:

kt pass. exe /princ mari adb@X- | NFRA- AD. CLOUDERA. COM / mapuser nar i
adb@E- | NFRA- AD. CLOUDERA. COM / pass Test 123 /out nari adb. keytab /
crypto all /ptype KRB5 NT_ PRI NClI PAL / mapop set

Copy the Keytab file to the database host.
c. For AD Kerberosonly

Run the following command to map service principal hame to the principal:

setspn -s mari adb/ Q- | NFRA- AD. CLOUDERA. COM nar i adb
d. Add the Service Principal and Keytab to the /etc/my.cnf configuration file:

gssapi _keytab_pat h=/ pat h/t o/ mari adb. keyt ab
gssapi _princi pal _nane=servi ce_princi pal _nane/ host. donmai n. coOm@rREALM
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4. You must install the plugin on the Mariadb (database) side. Y ou can do this either by following Step 4. a. or Step
4.b.

a. Runthefollowing query on Mariadb database:

| NSTALL SONAME ' aut h_gssapi ' ;

b. Add the following plugin to the /etc/my.cnf configuration file by running the following command:
pl ugi n_| oad_add = aut h_gssapi
Restart the MariaDB server by running the following command:
sudo systentt!l restart nmariadb

After performing Step 4. a. or Step 4. b., the plugin isvisiblein the plugin table. To verify the plugin, run the
following query:

SHOW PLUG NS;

5. Create user principals and do kinit on the Cloudera Manager Server by running the following commands:
For MIT Kerberos

a. Create user principal by running the following command:

kadmin -p root/adm n -q "addprinc cm kerb_user"

b. Do kinit by running the following command:
kinit cmkerb_user

For AD Kerberos

a. Run the following command to create user in Active Directory:

dsadd user CN=cm kerb _user, CN=User s, DC=ge-i nfra-ad, DC=cl oude
ra, DC=com - pwd Test 123 -sanmid cm kerb_user -upn cm kerb_user
@E- | NFRA- AD. CLOUDERA. COM

b. Run the following command to create Keytab for the user in Active Directory:

kt pass. exe /princ cmkerb_user @XE- | NFRA- AD. CLOUDERA. COM / map
user cm kerb_user @XE- | NFRA- AD. CLOUDERA. COM / pass Test 123 /ou
t cmkerb_user. keytab /crypto all /ptype KRB5 NT_ PRI NCl PAL /
mapop set

¢. Run the following command to map service principal name to the principal in Active Directory:

setspn -s cm kerb_user/ Q&- | NFRA- AD. CLOUDERA. COM cm ker b_user

d. Copy the Keytab file to the Cloudera Manager Server host.
e. Do kinit by running the following command in the Cloudera Manager Server host:

sudo /usr/bin/kinit -kt /cdep/keytabs/cm kerb_user. keytab -I
1d -r 8d cm kerb _user
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. On MariaDB Database, you must create the user for using the K erberos authentication by running the following
commands:

CREATE USER 'cm kerb_user' @ % | DENTI FI ED W TH gssapi ;

GRANT ALL PRIVILEGES ON cm* TO 'cmkerb_user' @% | DENTI FI ED VI A gssapi ;

. Run the following command to log in the user using Kerberos and verify whether the K erberos configuration and
user are working correctly:

mysqgl --plugin-dir=/usr/lib64/nmysql/plugin --user=cm kerb_user --host=h
ost nane

. Connect Cloudera Manager Server to Kerberos enabled MariaDB by performing the following steps:

a. By default mysgl-connector-javajar is available. You must have MariaDB Connector/J JDBC driver for
building Java applications on top of MariaDB such as mariadb-java-client-3.1.4.jar.

Add mariadb-java-client-3.1.4.jar file to /usr/share/java location.
b. Add the following line to the /etc/default/cloudera-scm-server file.

export CMF_JDBC DRI VER JAR="${CM~_JDBC DRI VER JAR}:/usr/share/java/ maria
db-java-client-3.3.3.jar"

c. Create a/etc/jaas.conf file with the following content:

Kr b5Connect or Cont ext {
com sun. security. aut h. nodul e. Kr b5Logi nMbdul e required
useKeyTab=t r ue
keyTab="/tnp/ cm kerb_user. keytab" (/location of keytab)
princi pal ="cm ker b_user @ROOT. COMOPS. S| TE"
doNot Pr onpt =t r ue;

b
d. For TLScluster
Update the IDBC URL in /etc/cloudera-scm-server/db.properties as follows:
& Important: Do the following modifications to the original JIDBC URL :

¢ Modify from user=cm to user=cm_kerb_user
¢ Remove useSSL =true and add sslMode=trust

The updated URL should look like this:
com cl ouder a. cnf. or m hi ber nat e. connecti on. url =j dbc: nysql : / /| ocal

host : 3306/ cnfPuser =cm ker b_user &ssl Mode=t rust & rust Certi fi cat eKey
StoreUrl =file:///cdep/ mari adbssl /db_keystore.jks& rustCertificat
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eKeySt or eType=j ks&t rust Certi fi cat eKeySt or ePasswor d=ver yst r ongpas
swor d&enabl edTLSPr ot ocol s=TLSv1. 2

For non-TLScluster
Update the JIDBC URL in /etc/cloudera-scm-server/db.properties as follows:
Important: Do the following modifications to the original JDBC URL:
& ¢ Modify from user=cm to user=cm_kerb_user
The updated URL should look like this:

com cl ouder a. cnf. orm hi ber nat e. connecti on. url =j dbc: mari adb: // <<h
ost >>: 3306/ cnfPuser =cm ker b_user

e. Add below properties to /etc/default/cloudera-scm-server:
export CMF_JAVA OPTS="${CM-_JAVA OPTS}
-Dj ava. security. krb5. kdc=kr brmar i adb- 1. kr bmar i adb. r oot . hwx. si te

-Dj ava. security. krb5. real m=ROOT. HM\K. SI TE - Dj ava. security. auth.login.co
nfig=/etc/jaas.conf"

f. Restart the Cloudera Manager Server by running the following command:

sudo systenttl restart cloudera-scm server

Reports Manager uses arelational database for storing preferences such as the type of directoriesthat are selected
to be included in reports and data to be displayed on the reports themselves. Y ou must set up this database manually
before adding the Reports Manager role.

Cloudera recommends that you set up the database on the same host where you are planning to add the Reports
Manager role.

Before adding the first cluster, ensure you set up the database for Reports Manager on a new Cloudera Manager
deployment.

Perform the following steps for setting up the database for Reports Manager.

The exact parameters and SQL are dependent on the database environment.

Set up the MySQL or MariaDB database by running the following command:

CREATE USER rrman | DENTI FI ED BY ' ***passwor d***"' ;
CREATE DATABASE r man;
GRANT ALL ON rman. * TO rman;

Set up the PostgreSQL database by running the following command:

CREATE DATABASE r nan;
CREATE USER rrman W TH PASSWORD ' ***passwor d***' ;
GRANT ALL ON DATABASE rman TO r nman;
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For creating aregular (not containerized) Oracle DB Schema for Reports Manager, see Creating the relevant schema
DBs.

Set up the Oracle database by running the following commands:

1. Loginto the container database using SQL* Plus

sql pl us system as sysdba
2. Create a pluggable database:

CREATE PLUGGABLE DATABASE r manpdb
ADM N USER rmanpdbadmi n | DENTI FI ED BY ***admi n password***
FI LE NAME_CONVERT = ('/opt/oracl e/ oradat a/ ORCLCDB/ pdbseed'
"/ opt/ oracl e/ oradat a/ ORCLCDB/ r manpdb' ) ;

3. Create auser in the pluggable database:

ALTER SESSI ON SET CONTAI NER = r manpdb;

ALTER DATABASE OPEN,

CREATE USER rran | DENTI FI ED BY ***user password***;
GRANT ALL PRI VI LEGES TO r man;

f Warning:

The new user password might be saved in the shell history when using different types of databases. This can
happen if you paste or type the above commands directly into a database shell. When setting passwordsin
your database shells, ensure to disable the history. To achieve this, you can use batch modein MySQL and
MariaDB. Y ou can enable this mode by using the -B command line option.

If you are using PostgreSQL, turn off Readline support by using the -n option. If you are using Oracle SQL*
Plus, ensure to disable history by running the command SET HISTORY OFF and avoid using rlwrap or
similar tools.

Additional steps to configure databases for Ranger or Ranger KMS.

After you have installed a database, use these steps to configure the database for Ranger or Ranger KM S. Ranger and
Ranger KM S should use separate databases.

Prior to upgrading your cluster to Cloudera Private Cloud Base you must configure the MySQL or MariaDB database
instance for Ranger by creating a Ranger database and user. Before you begin the transition, review the support
policies of database and admin policy support for transactions.

A supported version of MySQL or MariaDB must be running and available to be used by Ranger. See Database
Requirements.

f Important:

¢ Ranger and Ranger KM S should use separate databases.
* Ranger only supports the InnoDB engine for MySQL and MariaDB databases.
When using MySQL or MariaDB, the storage engine used for the Ranger admin policy store tables must support

transactions. InnoDB supports transactions. A storage engine that does not support transactions is not suitable as a
policy store.
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1. Loginto the host where you want to set up the MySQL database for Ranger.
2. Make sure you have the MY SQL connector for MY SQL version 5.7 or higher in the /usr/share/javal directory
with name mysql-connector-java.jar..

i Important: If you areusing TLSVv1.2, you must use version 5.1.48

3. Edit thefollowing file: /etc/my.cnf and add the following line;
log _bin_trust_function_creators =1

Warning: If you do not add this configuration, the upgrade will fail and reverting your deployment to a
stable state will be difficult.

4. Restart the database:
systenct!l restart mysqgld
or:

systenctt!l restart mariadb

5. Logintomysql:
mysqgl -u root

6. Run the following commands to create the Ranger database and user.
Substitute the following in the command:

» (optional) Replace rangeradmin with a username of your choice. Note this username, you will need to enter it
later when running the Upgrade Cluster command.

» (optional) Replace clouderawith a password of your choice. Note this password, you will need to enter it later
when running the Upgrade Cluster command.

*  <RANGER ADMIN ROLE HOSTNAME> — the name of the host where the Ranger Admin role will run. Note
this host, you will need to enter it later when running the Upgrade Cluster command.

CREATE DATABASE r anger ;

CREATE USER 'rangeradmin' @% | DENTI FI ED BY ' cl oudera';

CREATE USER ' rangeradm n' @ | ocal host' | DENTI FI ED BY ' cl oudera';

CREATE USER ' ranger adm n' @ <RANGER ADM N ROLE HOSTNAME>' | DENTI FI ED BY

‘cl oudera';

GRANT ALL PRI VI LEGES ON ranger.* TO 'rangeradmn' @% ;

GRANT ALL PRI VI LEGES ON ranger.* TO 'rangeradm n' @I ocal host ' ;

GRANT ALL PRI VI LEGES ON ranger.* TO 'rangeradm n' @ <RANGER ADM N ROLE
HOSTNAME>' ;

FLUSH PRI VI LEGES;

7. Usethe exit; command to exit MySQL.
8. Test connecting to the database using the following command:

mysqgl -u RANGERADM N - pCLOUDERA

9. After testing the connection, use the exit; command to exit MySQL.
10. Continue with the cluster installation or upgrade to complete the transition.
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Prior to upgrading your cluster to CDP Private Cloud Base you must configure the Oracle database instance for
Ranger by creating a Ranger database and user. Before you begin the transition, review the support policies of
database and admin policy support for transactions.

A supported version of Oracle must be running and available to be used by Ranger.

1. Loginto the host where the Oracle database is running and launch Oracle sglplus:

sql pl us sys/root as sysdba

2. Provide the Ranger database and user instructions to the DBA to execute. Consult the username/schema name
carefully in case of using multiple environments (test/dev etc.) on the same Oracle DB server. For information
about creating Ranger database and user, see Creating the relevant schema DBs.

Continue installing or upgrading your cluster.

Prior to upgrading your cluster to Cloudera Private Cloud Base you must configure the Oracle database instance
for Ranger by creating a Ranger database and user. Before you begin the transition, review the support policies of
database and admin policy support for transactions.

A supported version of Oracle must be running and available to be used by Ranger. See Database Requirements.
j Important: Ranger and Ranger KM S should use separate databases.

1. Whileinstalling Ranger service from Cloudera Manager using the installation wizard, in Setup Database, set the
connection properties, as shown in the following example:

- e Add Ranger Service to Cluster 1
o Select Dependencies
o Setup Database
R
Configure and test database connections. If using custom databases, create the databases first according to the Installing and
1 Configuring an External Database section of the Installat Guide (£
3) Setup Database
Ranger v Successful
4 Chan, Type Use JDBC URL Override
- racle v v
5 nd Detail.
JDBC URL
B S
be:oracle:thin:@//oracle-12c.g udera.com:1521/orcl12
Username Password

rangeradmin

() Show Password

Test Connection

Back

Notes

2. In Database Type, select Oracle.
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3. InUse JIDBC URL Override, select Yes.
4. InJDBC URL, type:
j dbc: oracl e:thin: @/ host: port/ Servi ceNanme

This sets the JIDBC URL to have the ServiceName connection url format.

5. In Username, type the user name required for connecting to the Oracle database Service Name you defined in the
JDBC URL.

6. In Password, type the user name required for connecting to the Oracle database Service Name you defined in the
JDBC URL.

Note: Use similar stepsto configure Ranger KM S service with Oracle database type using /ServiceName
E format. For Ranger KM 'S, use rangerkms rather than rangeradmin.

7. Click Test Connection.
8. After connection succeeds, click Continue.

Continue installing or upgrading your cluster.

Complete the following steps to configure a PostgreSQL database instance for Ranger or Ranger KMS.

i Important: Ranger and Ranger KM S should use separate databases.
B Note: For supported RHEL /Centos versions, see Cloudera Support Matrix.

1. Run thefollowing command to install PostgreSQL server:

sudo yuminstall postgresql-server

2. Initialize the Postgres database and start PostgreSQL :

sudo postgresqgl-setup initdb
sudo systenttl start postgresql

3. Optional: Configure PostgreSQL to start on boot:

sudo systenct!| enabl e post gresql

4. Update the postgresgl.conf file, which is usually found in /var/lib/pgsql/data or /var/lib/postgresqgl/data:

« Uncomment and change #listen_addresses = 'localhost' to listen _addresses = "*'
« Uncomment the #port = line and specify the port number (the default is 5432)
« Optional: Uncomment and change #standard_conforming_strings= to standard_conforming_strings = off
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5. Update the pg_hba.conf file, which is usually found in /var/lib/pgsgl/data or /etc/postgresgl/<version>/main:

» Addthefollowing line to allow connection to the Ranger database from any host:
host ranger ranger adni n 0.0.0.0/0 md5

B Note: For Ranger KMS, use rangerkms rather than rangeradmin.

6. Restart PostgreSQL:

sudo systentt!l restart postgresdl

7. The PostgreSQL database administrator should be used to create the Ranger databases. The following series
of commands could be used to create the rangeradmin user and grant it adequate privileges. Be sure to replace
‘password' with a strong password.

echo "CREATE DATABASE ranger;" | sudo -u postgres psqgl -U postgres

echo "CREATE USER rangeradnin WTH PASSWORD ' password' ;" | sudo -u postgr
es psgl -U postgres

echo "GRANT ALL PRI VI LEGES ON DATABASE ranger TO rangeradmin;" | sudo -u

postgres psqgl -U postgres
IE Note: For Ranger KMS, use rangerkms rather than rangeradmin.
8. Install the PostgreSQL JDBC driver. If you would like to use the PostgreSQL JDBC driver version shipped with
the OS repositories, run the following command:
yuminstall postgresql-jdbc*

Y ou can aso download the JDBC driver from the official PostgreSQL JDBC Driver website — https:/
jdbc.postgresgl.org/download/.

9. Rename the Postgres JDBC driver .jar file to postgresgl-connector-java.jarand copy it to the /usr/share/java
directory. The following copy command can be used if the Postgres JDBC driver .jar fileisinstalled from the OS
repositories:

cp /usr/share/javal postgresql -jdbc.jar /usr/share/javal/ postgresql-connec
tor-java.jar

10. Confirm that the .jar file isin the Java share directory:

I s /usr/share/javal postgresql -connector-java.jar

11. Change the access mode of the .jar file to 644:

chnmod 644 /usr/sharel/javal postgresqgl -connector-java.jar

Ensure that the Ranger Solr and Ranger HDFS plugins are enabled. See Additional Steps for Apache Ranger on page
245 for details.

1. Run thefollowing command to install PostgreSQL server:

apt-get install postgresql-server
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2. Initialize the Postgres database and start PostgreSQL :

sudo postgresqgl-setup initdb
sudo systenttl start postgresql

3. Optional: Configure PostgreSQL to start on boot:

sudo systenctt!| enabl e postgresql

4. Edit the /var/lib/pgsql/data/postgresql.conf file:

e Uncomment and change #listen_addresses=  'localhost' to listen_addresses="*"  *
« Uncomment the #port = line and specify the port number (the default is 5432)
» Optional: Uncomment and change #standard_conforming_strings= to standard_conforming_strings = off

5. Update the /var/lib/pgsql/data/pg_hba.conf file to allow connection to the Ranger database from any host:
* Addthefollowing line:

host ranger ranger adm n 0.0.0.0/0 nd5
6. Restart PostgreSQL:

sudo systenttl restart postgresql

7. The PostgreSQL database administrator should be used to create the Ranger databases. The following series
of commands could be used to create the rangeradmin user and grant it adequate privileges. Be sure to replace
‘password’ with a strong password.

echo "CREATE DATABASE ranger;" | sudo -u postgres psqgl -U postgres

echo "CREATE USER rangeradnin WTH PASSWORD ' password' ;" | sudo -u postgr
es psgl -U postgres

echo "GRANT ALL PRI VI LEGES ON DATABASE ranger TO rangeradmin;" | sudo -u

postgres psqgl -U postgres
8. Install the PostgreSQL connector:

apt-get install postgresql-jdbc

9. Copy the connector .jar file to the Java share directory:

cp /usr/share/javal postgresql -jdbc.jar /usr/share/javal postgresql-connec
tor-java.jar

10. Confirm that the .jar file isin the Java share directory:

I's /usr/sharel/javal postgresql -connector-java.jar

11. Change the access mode of the .jar file to 644:

chnmod 644 /usr/sharel/javal postgresqgl -connector-java.jar

Ensure that the Ranger Solr and Ranger HDFS plugins are enabled. See the following topic, Additional Steps for
Ranger, for details.

Steps to configure Ranger service with SSL/TL S enabled PostgreSQL database.
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Make sure that:

» The database and database user for Ranger service are created in the required postgreSQL .
» A database server certificate isissued by atrusted certificate authority.
» Theserver host name matches the host name in the database server certificate.

Note: From CDPDC-7.1.5 onwards, Ranger service requires postgres jdbc driver version >=42.2.5. The
Ranger code also constructs the JDBC connection string to have ssimode=verify-full, if Ranger Database
SSL configurations are set in case of postgresgl database type.

» Copy the database server certificate to /var/lib/ranger/ path , or use any custom path.

While installing Ranger service from Cloudera Manager using the installation wizard, stop at Setup Database to set
the connection properties. The following steps apply to both FIPS-enabled and non FIPS-enabled clusters.

1. In Setup Databases Type, select PostgreSQL.
2. InUse JDBC URL Override, select Yes.
3. InJIDBC URL, type the following connection URL format:

j dbc: post gresql : / / <DB- HOST>: <DB- PORT>/ <RANGER- DB>?ssl| node=veri fy-
full &slrootcert=
<pat h-t o- dat abase-server-certificate>

4. Click Test Connection.
Click Continue.
6. In Review Config, update the following configurations:
ranger.db.sd.enabled
true

ol

ranger.db.ssl.verifyServer Certificate
true

ranger.db.ssl.auth.type
1-way
ranger.db.sdl.certificateFile
<path-to-db-server-certificate>

Ranger supports high availability enabled databases when deployed with Postgres.

To support high availability (HA) of a Postgres Ranger database, integrate HAProxy (athird-party load balancer
product) into your environment. HAProxy will handle the load balancing. Replication Manager (repmgr) handles
failover and recovery of the database.

E Note: Currently, recovery of aprevious master (as secondary) is not supported.

Ranger jdbc URL must point to aload balancer URL.
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Example JDBC URL to connect to load balancer:
SSL:

j dbc: postgresql : // <l b_host nane>: <I b_port >/ranger 1?ssl node=veri fy- ca&ssl r oot c
ert =/ cdep/ pgssl / server.crt

Non-SSL:
j dbc: postgresql :// <l b_host nane>: <l b_port>/ranger1

where:
Lb_hostname = L oad balancer hosthame

For example: mvnssl-sync-1.mvnssl-sync.root.hwx.site

Lb_port = Load balancer port
For example: 6432

The following steps describe how to setup HAProxy as aload balancer and r epngr as replication manager for
postgres database:

1. Install the HAProxy load balancer.
IE Note: Install the load balancer only on the first node.

a) On CentOS 7, use yum repository to install HAProxy.
yuminstall haproxy

The latest version of HAProxy available installsin yum repository.
b) Run the following command to ensure that HAProxy runs every time the server reboots.

chkconfi g haproxy on

c) Start the service, using the following command.

systentt!| start haproxy && systenttl status haproxy

2. Install the replication manager.
E Note: Perform this step on all the nodes of databases.

You canuser epngr package for performing replication of databases. r epngr is available along with postgres
repository so we can directly run the install command to install this package.
sudo yuminstall repngr_12

E Note: thiscommand installs postgres 12. Use arepmgr version that supports the postgres version
installed.
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3. Configure the HA proxy:
a) Edit the HAProxy Configuration file.
vi [/ etc/ haproxy/ haproxy. cfg

b) Add the primary database server hostname and port number.
Example configuration file for haproxy.cfg:

frontend post gr es-front
node tcp
option http-server-cl ose
ti meout client 3h
ti meout http-keep-alive 10s
bi nd *:6432

option httpchk
def aul t _backend
option tcpl og

post gr es- back

backend post gres- back

node tcp

option http-server-cl ose
retries 5
ti meout connect 3s
ti meout server 3h

ti meout http-keep-alive 10s
option httpchk

option tcp-check

option tcpl og

t cp-check connect

bal ance sour ce

server postgresprimary <hostnane_of _primary_db>: 5432 check

4. Configure the replication manager:
Postgres service must be up & running.

a) Update the following settings in postgresgl.conf on the primary server.

max_wal senders = 10
max_replication_slots = 10
wal | evel = 'hot_standby'

hot _standby = on
archi ve_node = on

archive_command = '/bin/true'

shared preload |libraries =

K

b) Create adedicated user for repmgr.

"repngr'

in postgresql.conf

create user repnyr;
creat e dat abase repngr with owner repngr;

or 'replica' or 'logical'

Note: In case of synchronous replication, synchronous standby names config param needs to be set

¢) Ensurethe repmgr user has appropriate permissionsin pg_hba.conf and can connect in replication mode.

| ocal
host

replication
replication

repngr

repngr 127.0.0.1/32

trust
trust
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host replication repngr 192.168. 1.0/ 24 trust
| ocal repngr repngr trust
host repngr repngr 127.0.0.1/32 trust
host repngr repngr 192. 168. 1. 0/ 24 trust

d) Create arepmgr.conf on the master server with the following entries:

cluster="fail overtest'

node_i d=1

node_nane=nodel

conni nf o=" host =nodel user =repngr dbname=repngr connect _ti meout =2

data_directory="/var/lib/pgsql/12/data/

fail over=aut omati c

pronot e_conmand='/usr/ pgsql - 12/ bi n/ repngr standby pronote -f /var/lib/p
gsql /repngr.conf --log-to-file

fol |l ow_command='/usr/ pgsql - 12/ bi n/repngr standby follow -f /var/lib/pgs
gl /repngr.conf --log-to-file --upstream node-i d=%n

Note: Users can aso provide a script to automate the updating of HAProxy configurations in case of a
B failover. Provide this script in the above promote_command config.

€) Register the primary server with repmgr:
-bash-4.2% /usr/pgsql-12/bin/repmgr -f /var/lib/pgsqgl/repnmgr.conf primar
y register

f) Create the repmgr.conf file on standby server with following settings:
E Note: Inthe commands for the host 1P info, specify the IP of the standby server.

Note: Users can also provide a script to automate the updating of HAProxy configurations in case of a
E failover. Provide this script in the promote_command config.

-bash-4.2% cat repngr. conf
node_i d=2
node_nane=node2

conni nf o=' host =172. 16. 140. 137 user =repngr dbnanme=r epngr connect ti neout=
2I

data_directory="'/var/lib/pgsql/12/data'

fail over=aut omati c

pronot e_conmand='/usr/ pgsql - 12/ bi n/ repngr standby pronote -f /var/lib/p
gsql / repngr.conf --log-to-file'

fol |l ow command='/usr/ pgsql - 12/ bi n/repngr standby follow -f /var/lib/pgs
gl /repngr.conf --log-to-file --upstream node-i d=%"

g) Start cloning the database, using the following command:

-bash-4.2% /usr/pgsql -12/bin/repngr -h 172.16. 140. 135 -U repngr -d repny
r -f /var/lib/pgsqgl/repngr.conf standby clone
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h) Register the standby server with repmgr :

-bash-4.2% /usr/pgsql-12/bin/repngr -f /var/lib/pgsql/repngr.conf standb
y register

i) Enablethe automatic failover, by starting the repmgrd daemon process on master and slave:

-bash-4.2% /usr/pgsql-12/bin/repnmgrd -f /var/lib/pgsql/repngr.conf

HA Proxy Basics: Load Balance your servers
Prerequisites for setting up abasic replication cluster with repmgr

Additional stepsto configure the databases for Schema Registry and Streams Messaging Manager (SMM).

If you areinstalling Schema Registry or Streams Messaging Manager (SMM), you must configure the database to
store metadata.

After you install PostgreSQL, configure the database to store:

» Schema Registry data such as the schemas and their metadata, all the versions and branches.
* SMM data such as Kafka metadata, stores metrics, and alert definitions.

f Important: For the Schema Registry database, you must set collation to be case sensitive.

1. Loginto Postgres:

sudo su postgres
psql

2. For the Schema Registry metadata store, create a database called registry with the password registry:

creat e database registry;
CREATE USER registry WTH PASSWORD 'registry';
GRANT ALL PRI VI LEGES ON DATABASE "registry" to registry;

3. For the SMM metadata store, create a database called streamsmsgmgr with the password streamsmsgmgr:

creat e dat abase streansnsgngr;
CREATE USER streansnmsgngr W TH PASSWORD ' streansnmsgngr' ;
GRANT ALL PRI VI LEGES ON DATABASE "streanmsnsgngr"” to streansnsgnyr;

If you cannot grant all privileges, grant the following privileges that SMM and Schema Registry require at a
minimum:

* CREATE/ALTER/DROP TABLE

« CREATE/ALTER/DROP INDEX

* CREATE/ALTER/DROP SEQUENCE
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* CREATE/ALTER/DROP PROCEDURE

For example:

grant create session to streanmsnmsgnyr;
grant create table to streamsnsgnyr;
grant create sequence to streansnsgnyr;

If you intend to use MySQL to store the metadata for Streams Messaging Manager or Schema Registry, you must
configure the MySQL database.

Configure the database to store:

* In Schema Registry, the schemas and their metadata, all the versions and branches.
¢ In SMM, the Kafka metadata, stores metrics, and aert definitions.

f Important: For the Schema Registry database, you must set collation to be case sensitive.

1. Logintothe host.
a) Run the following command for Schema Registry:

ssh [ MY_SCHEMA REGQ STRY_HOST]
b) Run the following command for Streams Messaging Manager:
ssh [ MY_STREAMS_ MESSAG NG_MANAGER HOST]
2. Launch the MySQL monitor:

mysgl -u root -p
3. Create the database for the Schema Registry and the SMM metastore:

creat e database registry;
creat e dat abase streansnsgngr;

4. Create Schema Registry and SMM user accounts, replacing the final IDENTIFIED BY string with your password:

CREATE USER 'registry' @% | DENTI FI ED BY ' R12$%34qw ;
CREATE USER 'streansnsgngr' @ % | DENTI FI ED BY ' R12$%34qw ;

5. Assign privileges to the user account:

GRANT ALL PRI VILEGES ON registry.* TO '‘registry' @% WTH GRANT OPTI ON ;
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GRANT ALL PRI VI LECES ON streamsnsgngr.* TO 'streanmsnsgngr' @ % W TH GRANT
OPTI ON ;

If you cannot grant all privileges, grant the following privileges that SMM and Schema Registry require at a
minimum:

* CREATE/ALTER/DROP TABLE

* CREATE/ALTER/DROP/REFERENCES TABLE

* CREATE/ALTER/DROP INDEX

* CREATE/ALTER/DROP SEQUENCE

* CREATE/ALTER/DROP PROCEDURE

For example:

grant create session to streanmsnsgnyr;
grant create table to streansnsgnur;
grant create sequence to streamsnsgnyr;

6. Commit the operation:

conmi t;

If you intend to use Oracle to store the metadata for Streams Messaging Manager or Schema Registry, you must
configure the Oracle database.

After you install Oracle, configure the database to store:

» Schema Registry data such as the schemas and their metadata, all the versions and branches.
* SMM data such as Kafka metadata, stores metrics, and alert definitions.

For setting the relevant tablespaces for the SMM and Schema Registry, see Creating the relevant schema DBs.

The new user needs to have permissions to create or drop tables and other database structures because when the
Schema Registry or SMM service starts, it automatically creates the database structure. If the database structure
already exists, then the service atersit as necessary.

Note: When using Oracle RAC, you need to enter the JDBC connection URL into the
database jdbc_url_override field in Cloudera Manager for both Schema Registry and SMM, as shown in the
following images:

For Schema Registry,
Show All Descriptions
Schema Registry Database JDBC Url Override SCHEMAREGISTRY-1 (Service-Wide) * @
database_jdbe_url_override jdbe:oracle:thin:@(DESCRIPTION=(LOAD_BALANCE=0ff)(FAILOVER=0n)(CONNECT_TIMEQUT=5)(T
& database_jdbe_url_override - .
For SMM,

Show All Descriptions

o)

Streams Messaging Manager Database JDBC Url STREAMS_MESSAGING_MANAGER-1 (Service-Wide) * @

Override

jdbc:oracle:thin:@(DESCRIPTION=(LOAD_BALANCE=0ff)(FAILOVER=0n)(CONNECT_TIMEQUT=5)(T

For more information on URL for Oracle RAC, see https://docs.oracle.com/cd/E57185 01/EPMIS/
aphbs01s01.html.
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Step 4: Deploy Cloudera Manager Server and Cloudera Manager Agents
Cloudera Manager packages are installed on the Cloudera Manager Server host (for the server packages) and on al
the cluster nodes (the agent packages for the rest of the cluster).

Before you begin

Important: Cloudera deployment requires alocal user with full sudo permissions without which you cannot
& install Cloudera Manager packages.

Procedure

1. Onthe Cloudera Manager Server hogt, type the following commands to install the Cloudera Manager packages:

oS Command

RHEL
sudo yuminstall cloudera-nmanager-daenons cl oudera-m
anager - agent cl ouder a- manager - server

SLES _
sudo zypper install cloudera-manager-daenons cl oudera-
manager - agent cl ouder a- nanager - server

Ubuntu )
sudo apt-get install cloudera-nmanager-daenons cl oude
ra- manager - agent cl ouder a- manager - server
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2. On all the cluster nodes (apart from the server which you already installed in Step 1), run the following command
toinstall the Cloudera Manager agent packages:

oS Command

RHEL
sudo yum install cloudera-nmanager-daenons cl oudera-m
anager - agent

SLES _
sudo zypper install cloudera-manager-daenons cl oudera-
nmanager - agent

Ubuntu i
sudo apt-get install cloudera-nanager-daenons cl oude
ra- manager - agent
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3.

¢

Tip:
Y ou can execute this command using either ansible-playbook by running yml script from an ansible server
that has access with sudo permissionsto all the cluster nodes.

Alternatively, you can install (using sudo) the EPEL clustershell package on a node that has access and
permission to run sudo on all the cluster nodes (preferably the server node).

The EPEL clustershell package is available on RHEL/SLES/Ubuntu, run the following command to install
the EPEL clustershell package:

RHEL

sudo yuminstall clustershell python3-clustershell
SLES

sudo zypper install clustershell python3-clustershell
Ubuntu

sudo apt-get install clustershell python3-clustershe
[

Then, for example, if the customer grants you alocal user called CDP with local sudo permission to root,
then create your own customization file called /etc/clustershell/groups and change its ownership to CDP
user (for easy updatesin future). Then, add to it aline to represent all the cluster nodes. See the following
example for a cluster with 10 nodes:

#itt
all: server[1l-10]. exanpl e.com
#it#

Note that in the same manner, you can set any alias for a subset of the cluster nodes (Nifi/Ozone etc.) and
run acommand only on that subset of nodes.

Now, you can run the following command from that node:

# clush -Bg all “sudo yuminstall cloudera-mnmanager-daenons cl oudera-
manager - agent -y’

This command will run on all the serversin “al” in parallel and will install the packages, and once done,
the output of all the executionsis shown on the CLI.

Note that the command includes the “-y” option as the yum command should be executed here without
user interaction.

If you areinstalling on Ubuntu, and are planning to add the Kudu service to the cluster and are planning to enable
Apache Ranger, run the following command on all cluster hosts:

sudo apt-get install gettext-base

K

Note: If you know in advance which hosts will be running the Kudu service roles, you only need to run
this command on those hosts.

Cloudera Manager Server includes the scm_prepare database.sh script that can create and configure a database.

The scm_prepare_database.sh script can perform the following activities:
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» Create the Cloudera Manager Server database configuration file.
» (PostgreSQL) Create and configure a database for Cloudera Manager Server to use.
e (PostgreSQL) Create and configure a user account for Cloudera Manager Server.

The scm_prepare_database.sh script checks the connection between the Cloudera Manager Server and the database.
Upon successful connection, the script writes the /etc/cloudera-scm-server/db.properties file. When you start Cloudera
Manager for the first time, the scm_prepare database.sh script creates and popul ates the necessary tables.

Although the script can create a database, the following procedures assume that you have already created the database
as described in Install and Configure Databases. For more information about tuning the Cloudera Manager database
for best performance, see the corresponding Knowledge article: hibernate.c3p0 Configs for Cloudera Manager.

The following sections describe the syntax for the script and demonstrate how to useit:

Cloudera recommends that you secure the network connection between the Cloudera Manager server and the backend
database using TL S (Transport Layer Security) 1.2 encryption. Failure to do thiswill result in exposing vulnerabilities
to various advanced cryptographic threats. Use the following topics to learn how to enable TLS 1.2 on Database
Server and Cloudera Manager Server in the database environment.

Thefirst stepin enabling TLS 1.2 for Cloudera Manager isto configure the Database Server to accept TLS 1.2
connections. By configuring the Database Server to accept TLS 1.2 connections, it is ready to establish secure
connections with the Cloudera Manager. To enable TLS 1.2 on Database Server, perform the steps from Enabling
TLS 1.2 on Database Server.

Important: Cloudera Manager does not manage the backend database, so you must perform this step before
& you configure TLS 1.2 in the Cloudera Manager database connection.

To enable TLS 1.2 on Cloudera Manager, perform the following procedures on Cloudera Manager Server host.

To set up the certificate in Cloudera Manager, perform the following steps on the Cloudera Manager server host.

Copy the content of the exported certificate and add it to the Keystore on the Cloudera Manager server host. This step
ensures that the certificate is available for secure communication.

Import the root certificate on the Cloudera Manager server host. This ensures that the Cloudera Manager server can
trust the certificate authority that issued the certificate.

The following steps explain to import the root certificate of the different databases on the Cloudera Manager Server
host.

To import the MySQL database root certificate on the Cloudera Manager Server host, perform the following steps:

1. View the contents of the sdl-client.xml file by running the following commands:

export SSL_CLI ENT=/ et ¢/ hadoop/ conf/ssl -client.xm
echo $SSL_CLI ENT
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2. Obtain the truststore's location and password by running the following commands:

export TRUSTSTORE _LOCATI ON=$(xm Iint --xpath "//configuration/property[n
ame='ssl.client.truststore.location']/value/text()" $SSL_CLI ENT)

export TRUSTSTORE_PASSWORD=$(xm lint --xpath "//configuration/property[n
ame='ssl.client.truststore. password']/value/text ()" $SSL_CLI ENT)

3. Verify the contents of the truststore by running the following command:

/usr/javal defaul t/bin/keytool -list -rfc -keystore $TRUSTSTORE_LOCATI ON -
storetype JKS -storepass $TRUSTSTORE PASSWORD

4. Import the MySQL root certificate by running the following command:

[usr/javal def aul t/ bi n/ keytool -inportcert -alias nysql -file /var/lib/ny
sqgl / ca. pem - keystore $TRUSTSTORE_LOCATI ON -storetype jks -nopronpt -stor
epass $TRUSTSTORE PASSWORD

5. Verify the contents of the truststore again by running the following command:

/usr/javal defaul t/bin/keytool -list -rfc -keystore $TRUSTSTORE_LOCATI ON -
storetype JKS -storepass $TRUSTSTORE_PASSWORD

To import the Maria DB database root certificate on the Cloudera Manager Server host, perform the following steps:

1. View the contents of the ssl-client.xml file by running the following commands:

export SSL_CLI ENT=/ et ¢/ hadoop/ conf/ssl -client.xm
echo $SSL_CLI ENT

2. Obtain the truststore's location and password by running the following commands:

export TRUSTSTORE_LOCATI ON=$(xm |int --xpath "//configuration/property[n
ame='ssl.client.truststore.location']/value/text()" $SSL_CLI ENT)

export TRUSTSTORE PASSWORD=$(xm | int --xpath "//configuration/property[n
ame='ssl.client.truststore. password']/val ue/text ()" $SSL_CLI ENT)

3. Verify the contents of the truststore by running the following command:

[usr/javal defaul t/bin/keytool -list -rfc -keystore $TRUSTSTORE LOCATI ON -
storetype JKS -storepass $TRUSTSTORE_PASSWORD

4. Import the MariaDB root certificate by running the following command:

[usr/javal def aul t/ bi n/ keytool -inportcert -alias mariadb -file /etc/ny.c
nf.d/ssl/ca-cert.pem-keystore $TRUSTSTORE_LOCATI ON - storetype jks -nopr
onpt -storepass $TRUSTSTORE_PASSWORD

5. Verify the contents of the truststore again by running the following command:

[usr/javal defaul t/bin/keytool -list -rfc -keystore $TRUSTSTORE LOCATI ON -
storetype JKS -storepass $TRUSTSTORE PASSWORD

To import the Oracle database root certificate on the Cloudera Manager Server host, perform the following steps:
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1. Copy the content of the certificate that you exported earlier and add it to the keystore on the base cluster instances.
2. Paste the copied content to the ca-cert.pem file.

Important: You must create a separate truststore path for Oracle database certificates instead of
using /var/lib/cloudera-scm-agent/agent-cert/cm-auto-global _truststore.jks.

3. Fetch the keystore password from the /etc/hadoop/conf/ssl-client.xml file by running the following command:

[usr/javal def aul t/bi n/ keytool -inportcert -alias oracle -file ca-cert.pe
m - keystore /var/lib/exanpl e/truststore.jks -storetype jks -nopronpt -st
or epass [ *** PASSWORD* * * ]

If the Database host and Cloudera Manager Server host are located on the same machine, then perform the following
steps to import the PostgreSQL database root certificate:

1. Go to the path where root cerificates are stored. By default it is /var/lib/pgsql/14/datal.

cd /var/lib/pgsql/14/ data/
2. Copy the PostgreSQL root certificate by running the following command:

cp server.crt root.crt

3. Create anew directory in the following path by running the following command:

nmkdir -p /var/lib/cloudera-scm server/.postgresql

4. Copy theroot certificate to the new directory on the Cloudera Manager server host by running the following
command:

cd /var/lib/cloudera-scm server/. postgresql
cp /var/lib/pgsqgl/14/datal/root.crt

5. Change the ownership of the root certificate by running the following command:
chown cl oudera-scmroot.crt
Then, include this root certificate path in the JDBC URL asfollows:

j dbc: post gresql : // <DB HOSTNAME>: <DB- PORT>/ <DB NAME>?ssl| =t r ue&ssl node=ver
i fy-ca&sslrootcert=<PATH TO ROOT CERTI FI CATE>

If the Database host and Cloudera Manager Server host are not located on the same machine, then perform the
following steps to import the PostgreSQL database root certificate:

1. Perform the following steps from the Database host:
a. Go to the path where root cerificates are stored. By default it is /var/lib/pgsql/14/datal.

cd /var/lib/pgsql/14/data/
b. Copy the PostgreSQL root certificate by running the following command:

cp server.crt root.crt
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2. Perform the following steps from the Cloudera Manager Server host:

a. Create anew directory in the following path by running the following command:

nmkdir -p /var/lib/cloudera-scm server/.postgresql

b. Go to the new directory on the Cloudera Manager server host by running the following command:

cd /var/lib/cloudera-scm server/.postgresql

c. Secure copy (scp) the root certificate from the Database host to the Cloudera Manager Server's PostgreSQL
configuration directory by running the following command:

scp root @DB HOST>:/var/li b/ pgsql / 14/ data/root . crt

d. Change the ownership of the root certificate by running the following command:

chown cl oudera-scmroot.crt

Then, include thisroot certificate path in the JDBC URL asfollows:

j dbc: post gr esql

./ / <DB HOSTNAME>: <DB- PORT>/ <DB NAME>?ss| =t r ue&ssl node=ver

i fy-ca&sslrootcert=<PATH TO ROOT CERTI FI CATE>

The scm_prepare_database.sh script is used to create the configuration file for the Cloudera Manager Server database.
Thisfile contains the necessary settings for the connection between Cloudera Manager and the database.

The scm_prepare_database.sh script checks the connection between the Cloudera Manager server and the database,
and upon successful connection, it generates the /etc/cloudera-scm-server/db.properties file. Thisfile includes the
required configurations for the database connection.

1. Create the Cloudera Manager Server database configuration file. See Syntax for scm_prepare database.sh.

2. Upon successful connection, the scm_prepare_database.sh script writes the content of /etc/cloudera-scm-server/
db.properties file as shown below:

# Aut o-generated by scm prepare_database.sh on Tue Jun 13 07:22:02 UTC 2

023
#

# For information describing howto configure the C oudera Manager Server
# to connect to databases, see the "C oudera Manager Installation Guide."

#

com cl ouder a.
com cl ouder a.
com cl ouder a.
com cl ouder a.
com cl ouder a.
com cl ouder a.

com cl ouder a.

cnf.

cnf

cnf.

db. t ype=nysql

. db. host =l ocal host
cnf.
cnf .
cnf .
cnf .

db. name=cm

db. user=cm

db. set upType=EXTERNAL

db. passwor d=cm

orm hi ber nat e. connecti on. url =j dbc: nysql : / / <DB- HOST>: <DB-

PORT>/ <DB- Nane>?ss| Mode=VERI FY_CA&t rust Certifi cat eKeyStoreUrl =fil e:// <PATH
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_TO TRUSTSTORE_FI LE>&t rust Certifi cat eKeySt oreType=j ks& rust Certifi cat eKe
ySt or ePasswor d=<TRUSTSTORE_PASSWORD>&enabl edTLSPr ot ocol s=TLSv1. 2

: Important:

The format of the com.cloudera.cmf.orm.hibernate.connection.url property in the /etc/cloudera-scm-
server/db.properties file can vary depending on the database type. For information about the specific
JDBC URL format for each database type, see JDBC URL format.

i Important:

After you complete the TLS 1.2 setup for the database and Cloudera Manager Server, you must restart the
Cloudera Manager Server. This process ensures that the necessary changes are in place and the Cloudera
Manager server can establish secure connections with the configured database.

Restart the Cloudera Manager Server by running the following command:
sudo systenct!l restart cloudera-scm server
This topic provides the IDBC (Java Database Connectivity) URL format for each database type. The JIDBC URL

specifies how to connect to a database using the JDBC API. The IDBC URL is specific to the database system you
are connecting to and it varies depending on the database vendor and the configuration of your database instance.

MySQL

Oracle TCPS

PostgreSQL

MariaDB

jdbc:mysql://<DB-HOST>:<DB-PORT>/<DB-Name>?
sssMode=VERIFY_CA&trustCertificateK eyStoreUrl=file://
<PATH_TO_TRUSTSTORE_FILE>&trustCertificateK eyStoreType=jk

jdbc:oracleithin: @tcps://<DB-HOST>:<DB-PORT>:<SERVICE_NAM
javax.net.ssl.trustStore=<PATH_TO_TRUSTSTORE_FILE>&javax.ne

If you are using a truststore for the root certificates, then the format of tt
JDBC URL must be: jdbc:postgresql://<DB-HOST>:<DB-PORT>/<DB
NAME>?ssiMode=VERIFY_CA&trustCertificateK ey StoreUrl=file://

<PATH_TO_TRUSTSTORE_FILE>&trustCertificateK eyStoreType=jk

If you are not using atruststore for the root certificates, then the format
be: jdbc:postgresql://<DB-HOST>:<DB-PORT>/<DB-NAME>?ssl =tru
ca& ssrootcert=<PATH_TO_ROOT_CERTIFICATE>

jdbc:mysql://<DB-HOST>:<DB-PORT>/<CM-DB>?
ssiMode=VERIFY_CA&trustCertificateK ey StoreUrl=file://
<PATH_TO_TRUSTSTORE_FILE>&trustCertificateK ey StoreType=jk

If you have configured Cloudera Manager for high availability with active and passive instances of the Cloudera
Manager server, perform the following steps to enable TLS 1.2 for Cloudera Manager Server host.

1. Set up acertificate in Cloudera Manager. Refer to the following page: Setting up a certificate in Cloudera

Manager.
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2. Createthe configuration file for the Cloudera Manager Server database. Refer to the following page: Creating
Cloudera Manager Server database configuration file.

f Important: Do not restart the Cloudera Manager Server if you have not completed step 1 and 2.

3. Restart the Cloudera Manager Server by running the following command:

sudo systenct!l restart cloudera-scm server

Cloudera recommends that you secure the network connection between the Reports Manager and the database using
TLS (Transport Layer Security) 1.2 encryption. Use the following topics to learn how to enable TLS 1.2 on Reports
Manager in the database environment.

f Important:

Ensure you complete the following tasks before you start performing the steps to configure TLS 1.2 on the
Reports Manager for communicating with the database:

1. Thefirst step in enabling TLS 1.2 for Reports Manager isto set up the database. See Setting up the
database for Reports Manager.

2. Add the Reports Manager role. See Adding the Reports Manager role.

3. Add afirst CDP Private Cloud Base cluster and install the required services. See Adding a Cluster Using
New Hosts.

Perform the following steps to configure TLS 1.2 on the Reports Manager for communicating with the database:

1. On the Cloudera Manager Ul, navigateto Clusters Cloudera Management Service.
2. Select the Configuration tab and search for reportsmanager_db_safety valve.

3. Based on your database type you must override headlamp.db.properties file with IDBC URL properties. Enter the
appropriate values in the following format to override the connectionto use TLS 1.2.

¢ MySQL

com cl ouder a. headl anp. or m hi ber nat e. connecti on. url =j dbc: nysql : / / <DB- HOST
>: <DB- PORT>/ <DB_NAME>?useSSL=true&t rust Certi fi cat eKeySt oreUr| =<PATH TO T
RUSTSTORE_FI LE>&t rust Certi fi cat eKeySt or eType=<TRUSTSTORE_TYPE>&t r ust Cer t
i fi cat eKeySt or ePasswor d=<TRUSTSTORE_PASSWORD>&enabl edTLSPr ot ocol s=TLSv1.
2

com cl ouder a. headl anp. db. t ype=nysql

com cl ouder a. headl anp. db. host =<DB- HOST>: <DB- PORT>

com cl ouder a. headl anp. db. nane=<DB_NAME>

* MariaDB

com cl ouder a. headl anp. or m hi ber nat e. connecti on. url =j dbc: nysql : / / <DB- HOST
>: <DB- PORT>/ <DB_NAME>?useSSL=true&t rust Certi fi cat eKeySt oreUr| =<PATH TO T
RUSTSTORE _FI LE>& rust Certifi cat eKeySt or eType=<TRUSTSTORE TYPE>&t r ust Cer t
i ficateKeySt or ePasswor d=<TRUSTSTCORE_PASSWORD>&enabl edTLSPr ot ocol s=TLSv1.
2

com cl ouder a. headl anp. db. t ype=nari adb

com cl ouder a. headl anp. db. host =<DB- HOST>: <DB- PORT>
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com cl ouder a. headl anp. db. nane=<DB_NAME>
¢ PostgreSQL

com cl ouder a. headl anp. or m hi ber nat e. connecti on. url =j dbc: post gresql : // <DB
- HOST>: <DB- PORT>/ <DB_NAME>?useSSL=true&t rust Certi fi cat eKeySt or eUr | =<PATH
_TO TRUSTSTORE_FI LE>&t rust Certifi cat eKeySt or eType=<TRUSTSTORE_TYPE>&t r us
tCertificat eKeySt or ePasswor d=<TRUSTSTORE_PASSWORD>

com cl ouder a. headl anp. db. t ype=post gr esql

com cl ouder a. headl anp. db. host =<DB- HOST>: <DB- PORT>

com cl ouder a. headl anp. db. nane=<DB_NAME>

¢ Oracle TCPS

com cl ouder a. headl anp. or m hi ber nat e. connecti on. url =j dbc: oracl e:thin: @cp
s: /| <DB- HOST>: <DB- PORT>: <DB_NAME>?j avax. net . ssl . trust St or e=<PATH_TO_TRUS
TSTORE_FI LE>&j avax. net . ssl .t rust St or ePasswor d=<TRUSTSTORE_PASSWORD>&0r ac
| e.net.ssl _server_dn_match=fal se

com cl ouder a. headl anp. db. t ype=or acl e

com cl ouder a. headl anp. db. host =<DB- HOST>: <DB- PORT>

com cl ouder a. headl anp. db. nane=<DB_NAME>

Review the syntax of the scm_prepare_database.sh script before you run it to configure the Cloudera Manager
database.

The syntax for the scm_prepare_database.sh script is as follows:

sudo /opt/cl ouderal/ cm schena/ scm prepar e_dat abase. sh <opti onal paraneter
> <DATABASETYPE> <DATABASENAME> <DATABASEUSER> <PASSWORD>

Important: To create a new database, you must specify the -u and -p parameters for a user with privileges
to create databases. For more information about optional parameter, see Table 32: Options on page 214. If
you have already created the database as instructed in Sep 3: Install and Configure Databases, do not specify
these options.

i Important: You can also run scm_prepare_database.sh without options to see the syntax.

The following tables describe the parameters and options for the scm_prepare_database.sh script:

<DATABASETYPE> One of the supported database types:

»  PostgreSQL: postgresql
e MariaDB: mysq

*  MySQL: mysql

» Oracle: oracle

<DATABASENAME> The name of the Cloudera Manager Server database to use. For PostgreSQL databases, the script can create
the specified database if you specify the -u and -p options with the credentials of a user that has privileges
to create databases and grant privileges. The default database name provided in the Cloudera Manager
configuration settings is scm, but you can also use any other database name such ascm_db or cmdbl.

<DATABASEUSER> The username for the Cloudera Manager Server database to create or use. The default username provided in
the Cloudera Manager configuration settingsis scm_user, but you can also use any other database user such
ascm_user or cm_db_user.
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Parameter (Required in bold) Description

<PASSWORD> The password for the <DATABASEUSER> to create or use. |f you do not want the password visible on the
screen or stored in the command history, do not specify the password, and you are prompted to enter it as
follows:

Ent er SCM passwor d:

Table 32: Options

Option Description

-§}--sdl Optional parameter to enable SSL/TLS encryption.
This parameter will enable SSL. Without this parameter in the command, you cannot enable the SSL
encryption.

--jdbe-url Optional parameter which allows users to provide a custom JDBC URL for connecting to the database.

The provided valuesin the JDBC URL will override the default values for the database hostname, database
type, and database name.

-?--help Display help.

--config-path The path to the Cloudera Manager Server configuration files. The default is /etc/cloudera-scm-server.
-f|--force If specified, the script does not stop if an error occurs.

-h|--host The IP address or hostname of the host where the database is installed. The default isto use localhost.
-p|--password The admin password for the database application. Use with the -u option. The default is no password. Do

not put a space between -p and the password (for example, -phunter2). If you do not want the password
visible on the screen or stored in the command history, use the -p option without specifying a password, and
you are prompted to enter it as follows:

Ent er dat abase password:

If you have already created the database, do not use this option.

-P|--port The port number to use to connect to the database. The default port is:
¢ PostgreSQL: 5432

¢ MariaDB: 3306

¢ MySQL: 3306

¢ Oracle: 1521

This option is used for aremote connection only.

--scm-host The hostname where the Cloudera Manager Server isinstalled. If the Cloudera Manager Server and the
database are installed on the same host, do not use this option or the -h option.

--scm-password-script A script to run whose stdout provides the password for user SCM (for the database).

-ul--user The admin username for the database application. Use with the -p option. Do not put a space between -u and

the username (for example, -uroot). If this option is supplied, the script creates a user and database for the
Cloudera Manager Server. If you have aready created the database, do not use this option.

The following examples demonstrate the syntax and output of the scm_prepare_database.sh script for different
scenarios:

Example 1: Running the script to configure MySQL with TLS 1.2 enabled
This example demonstrates how to run the script on the MySQL or MariaDB host (db01.example.com):

sudo /opt/cl ouderal/ cnl schema/ scm pr epar e_dat abase. sh -u<USER 1 TO CREATE THE

DB> - p<PASSWORD> - h<DB HOSTNAME> - -j dbc-url "jdbc: nmysql ://<DB HOSTNAMVE>: <DB
- PORT>/ <DB- Nane>7?7ssl| Mode=VERI FY_CA&t rust Certifi cat eKeyStoreUrl =file://<PATH_
TO TRUSTSTORE FI LE>&t rust Certi fi cat eKeySt oreType=j ks& rust Certifi cat eKeySt or
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ePasswor d=<TRUSTSTORE_PASSWORD>&enabl edTLSPr ot ocol s=TLSv1. 2" nysqgl <DB NAME>
<USER 2 TO USE FROM CM> <PASSWORD> - - ssl

JAVA HOMVE=/ usr/java/jdkl. 8.0 232-cl oudera

Verifying that we can wite to /etc/cl oudera-scm server

Creating SCM configuration file in /etc/cloudera-scn server

Executing: /usr/javal/jdkl.8.0 232-clouderal/bin/java -cp /usr/share/java/ m

ysql - connector-java.jar:/usr/share/javal oracl e-connector-java.jar:/usr/share

/j aval post gresql -connector-java.jar:/opt/cloudera/cnm scherma/../lib/* comclo

udera. enterprise. dbutil.DbConmandExecut or /etc/cl oudera-scm server/db. proper

ties com cl oudera. cnf. db.

[ mai n] DbCommandExecutor INFO A JDBC URL override was specified. Using this
as the URL to connect to the database and overriding all other val ues.

[ mai n] DbConmandExecutor | NFO Successfully connected to database.

Al'l done, your SCM database is configured correctly!

This example demonstrates how to run the script on the PostgreSQL host (dbO1.example.com):

sudo /opt/cl ouderal/ cn schena/ scm prepar e_dat abase. sh -u<USER 1 TO CREATE THE
DB> - p<PASSWORD> - h<DB HOSTNAME> --j dbc-url "jdbc: postgresql://<DB HOSTNAVE

>: <DB- PORT>/ <DB NAME>?ssl =t r ue&ssl node=veri fy- ca&ssl root cert =<PATH_TO ROOT_C

ERTI FI CATE>" postgresql <DB NAME> <USER 2 TO USE FROM CM> <PASSWORD> - - ssl

JAVA HOVE=/ usr/java/jdkl. 8.0 232-cl oudera

Verifying that we can wite to /etc/cl oudera-scmserver

Creating SCM configuration file in /etc/cloudera-scnserver

Executing: /usr/javaljdkl. 8.0 232-cl ouderal/bin/java -cp /usr/share/javalny

sql -connector-j ava. jar:/usr/share/javal/oracl e-connector-java.jar:/usr/share/

j aval post gresql - connector-java.jar:/opt/cloudera/cm schema/../lib/* comclou

dera. enterprise.dbutil.DbConmandExecutor /etc/cloudera-scm server/db. propert

i es com cl oudera. cnf . db.

[ mai n] DbCommandExecut or | NFO A JDBC URL override was specified. Using this
as the URL to connect to the database and overriding all other val ues.

[ mai n] DbCommandExecut or | NFO Successful ly connected to dat abase.

Al'l done, your SCM database is configured correctly!

This example demonstrates how to run the script on the Oracle host (db01.example.com):

sudo /opt/cl oudera/ cn scherma/ scm prepar e_dat abase. sh -u<USER 1 TO CREATE THE

DB> - p<PASSWORD> - h<DB HOSTNAME> --jdbc-url "jdbc:oracle:thin: @cps://<DB H
OSTNAME>: <DB- PORT>: <SERVI CE_NAME>?j avax. net . ssl . t rust St or e=<PATH _TO TRUSTSTO
RE _FI LE>&j avax. net. ssl . trust St or ePasswor d=<TRUSTSTORE PASSWORD>&or acl e. net. s
sl _server _dn_mat ch=fal se" oracle <SERVI CE_ NAME> <USER 2 TO USE FROM Cwv> <PA
SSVWORD> - - ssl

JAVA HOVE=/ usr/java/jdkl. 8.0 232-cl oudera

Verifying that we can wite to /etc/cl oudera-scmserver

Creating SCM configuration file in /etc/cloudera-scntserver

Executing: /usr/javal/jdkl.8.0 232-clouderal/bin/java -cp /usr/share/java/ m
ysql - connector-java.jar:/usr/share/javal oracl e-connector-java.jar:/usr/share
/j aval post gresql -connector-java. j ar:/opt/cl oudera/cm schema/../lib/* comclo
udera. enterprise. dbutil.DbConmandExecut or /etc/cloudera-scm server/db. proper
ti es com cl oudera. cnf. db.

2023-07-14 07:37:58,575 [main] INFO com cl oudera.enterprise.dbutil.DbConm
andExecutor - A JDBC URL override was specified. Using this as the URL to c
onnect to the database and overriding all other val ues.
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2023-07-14 07:37:59, 416 [main] INFO com cloudera.enterprise.dbutil.DbConmman
dExecutor - Successfully connected to database.
Al'l done, your SCM database is configured correctly!

This example assumes that you have aready created the Cloudera Management Server database and database user,
naming both scm:

sudo /opt/cl ouderal/ cnl schena/ scm prepar e_dat abase. sh nysql scm scm

Ent er SCM passwor d:
JAVA HOMVE=/ usr/java/jdkl. 8.0 141-cl oudera
Verifying that we can wite to /etc/cl oudera-scmserver
Creating SCM configuration file in /etc/cloudera-scm server
Executing: /usr/javal/jdkl.8.0 141-cl ouderal/bin/java -cp /usr/share/java/ m
ysql - connector-java.jar:/usr/share/javal oracl e-connector-java.jar:/usr/share
/j aval post gresqgl -connector-java. jar:/opt/cl oudera/cnm scherma/../lib/* comclo
uder a. ent erpri se. dbuti |l . DbConmandExecut or /etc/cl oudera-scm server/ db. proper
ti es com cl oudera. cnf. db.

mai n] DbCommuandExecut or I NFO Succ
essfully connected to database.
Al'l done, your SCM database is configured correctly!

This example demonstrates how to run the script on the Cloudera Manager Server host (cm01.example.com) and
connect to aremote MySQL or MariaDB host (db01.example.com):

sudo /opt/cl ouderal/ cnm schenma/ scm prepar e_dat abase. sh nysql -h db01. exanple.c
om --scm host cnD1. exanpl e. com scm scm

Ent er dat abase password:
JAVA HOVE=/ usr/javal/jdkl.8.0_141-cl oudera
Verifying that we can wite to /etc/cl oudera-scm server
Creating SCM configuration file in /etc/cloudera-scntserver
Executing: /usr/javal/jdkl.8.0_141-cl ouderal/bin/java -cp /usr/share/javal
mysgl - connector-java. jar:/usr/share/javal oracl e-connector-java.jar:/usr/shar
e/ j aval post gresql - connector-java.jar:/opt/cloudera/ cm schema/../lib/* com cl
ouder a. enterprise. dbutil.DbComandExecut or /etc/cl oudera-scm server/db. prope
rties com cl oudera. cnf. db.

mai n] DbConmandExecut or I NFO Suc
cessfully connected to database.
Al'l done, your SCM database is configured correctly!

sudo /opt/cl ouderal/ cn scherma/ scm prepar e_dat abase. sh -h cm oracl e. exanpl e. co
m oracl e orcl sanple_user sanpl e _pass

JAVA HOMVE=/ usr/javal/jdkl. 8.0 141-cl oudera

Verifying that we can wite to /etc/cl oudera-scm server

Creating SCM configuration file in /etc/cloudera-scn server

Executing: /usr/javal/jdkl.8.0 141-cl ouderal/bin/java -cp /usr/share/java/ m
ysql - connector-java.jar:/usr/share/javal oracl e-connector-java.jar:/usr/share
/j aval post g