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Cloudera Manager Migrating keys from Key Trustee Server to Ranger KMS

Y ou can migrate keys from Key Trustee Server to Ranger KMS DB.

Ranger KMS KTS keys are case sensitive but Ranger KMS DB keys are case insensitive. This means, it is possible to
have the following keysin KMSKTS:

« KEY1// All in capital case
e keyl// All insmall case
* Keyl// Mix of both

KMS DB aways stores the key names in lower case, even if you provide the key name in uppercase. It will error
out when attempting to create duplicate keys with different cases. During key migration, this may cause issues. For
instance, only one of key listed above will be imported.

Impact:

e Scenario 1: If you have a combination of such keys (with different cases) , only one key will be migrated. The
migration tool will ignore the other keys.

e Scenario 2: If you have keysin any cases but no duplicates ,then after migration it will be stored in lowercase and
will bevisible on Ul in lowercase.

Therefore, it isimportant to check the case of the keynames before starting the migration.

This procedure describes how to migrate keys from Key Trustee Server to Ranger KMS.

IE Note: Key migration is supported only from Cloudera Runtime 7.1.9 release onwards.
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* Locatethe keysin Key Trustee Server.

* Loginto Ranger Ul with Key Admin credentials.

« Goto Key Management -> Select Service, to view the HDFS encryption zone keys with service Ranger KMS
KTS.

Last Response Time

Key Management 06/15/2023 12:52:21 PM

Select Service:

cm_kms X v

Q Add New Key

Key Name Cipher Version Attributes Length Created Date Action

mykey1 AES/CTR/NoPadding 1 key.acl.name— mykey1 128 06/15/2023 11:17:10 AM B n

mykey2 AES/CTR/NoPadding 1 key.acl.name— mykey2 128 06/15/2023 11:17:19 AM B n

« |f Navigator Encrypt is setup, locate its keys.

* SSHintothe active KTS node.
* Login to Postgres 14 database for Cloudera Runtime version 7.1.9.

» The'keytrustee' user is created with 'nologin' by default. Update the keytrustee user in /etc/passwd before
accessing the database by running the following command:

sed -i "/keytrustee:x:$( id -u keytrustee ):$( id -g keytrustee ):Keytru
stee User:\/var\/lib\/keytrustee:\/sbin\/nologin/c\keytrustee:x:$( id -u
keytrustee ):$( id -g keytrustee ): Keytrustee User:\/var\/lib\/keytrust
ee:\/bin\/bash" /etc/passwd

* Run the following commands:
sel ect handl e from deposit;
For Cloudera Runtime version 7.1.9:

# sudo -u keytrustee LD LI BRARY _PATH=/ opt/cl ouder a/ par cel s/ KEYTRUSTEE SE
RVER/ PG DB/ opt/ postgres/ 14.2/1ib /opt/cl ouderal parcel s/ KEYTRUSTEE SERVER
[/ PG _DB/ opt / post gres/ 14. 2/ bi n/ psql -p 11381 keytrustee

keytrust ee=# sel ect handl e from deposit;
handl e

contr ol

contr ol
(6 rows)
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1. Backup the KTS database.

Status Instances

Health Tests

Active Database
Passive Database

Active Key Trustee

Server

Passive Key Trustee

Server

Configuration

Status Summary

1 Good Health

1 Good Health

¢ 1 Good Health

1 Good Health

Commands

@ O KEYTRUSTEE_SERVER-1

Charts

Start
Restart
Rolling Restart

Generate Key Trustee Server Keyring

Set Up Key Trustee Server Database

Setup Enable Synchronous Replication in HA mode
Create Backup on Active Server

Create Be Create a one-time backup of the keys and the
database. Also, adds a cronjob for hourly
backups if not present. The backups are stored

Stop
in the homedir of user keytrustee.

Add Role Instances

Rename

44 30 minutes pr

its 0

3

The backup will be created at /var/lib/keytrustee/ on Active KTS node.
Export the Navigator Encrypt keys.
a) Goto ClouderaManager Key Trustee Server Click on Actions Export NavEncrypt Deposits from Keytrustee

Server .

m CLOUDERA
Manager

O KEYTRUSTEE_SERVER-1

Status nstances

Health Tests

Configuration

Status Summary

Health History

No results found.

Tags

There are no tags associated with this service. Click the Edit 1| Export NavEncrypt Deposits From

>ommands

button to add, update, or remove any tags.

Chart§

[ Actions -

W 5eF Gepioyment from Z023-Jun T4 T0.40

30m 1h

Replication in HA mode

Setup Enable Syncl

Create Backup on A

h 12

44 30 minutes preceding Jun 15, 1:16 AM POT b MY s

Thiswill generate the CSV required to import Navigator Encrypt keys in Ranger KMS DB after migration.
The deposits.csv file will be created at /var/lib/keytrustee/ .keytrustee.
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3. Back up the Ranger KM S KTS directory and generate a keystore file of existing encryption zone keys.

The keystore file is protected using Store password (default value : mystorepass) and Key password (default
value : mykeypass), that are configurable in RANGER KMSKTS configuration.

Ranger KMS KTS Keystore Ranger KMS Server with KTS Default Group (0]
File Storepass

ranger_kms_kts_keystore_storepas

e
S

o
ranger_kms_kts_keystore_storepas
i s

Ranger KMS KTS Keystore Ranger KMS Server with KTS Default Group ®
File Keypass

ranger_kms_kts_keystore_keypass
0
ranger_kms_kis_keystore_keypass

Note: Record the key password and store password as they are required after migration while importing
keysin Ranger KMS DB.

a) Goto ClouderaManager Ranger KMS KTS Actions and select Export keys from Ranger KMSKTS

m CLOUD=RA
Manager

W O Py TenT oM Z0Z3-J0n- 17 T0A0 |

@ RANGER_KMS_KTS-1 [ -’.‘--u:r\--] 44 30 minutes preceding Jun 15, 2:43 AM PDT b P [da
tatus  Instances  Configuration Commands '
— Restart
Rolling Restart
Health Tests reate Backup tLayout 3om Th 2h 6h 120 1d 7d 30d £~
Ranger KMS Server with KTS Healt Stop °

Healthy RANGER_KMS_SERVER_KTS: 1. Concerning
RANGER_KMS_SERVER_KTS: 0. Total RANGER_KMS_SEF  Add Role Instances

Percent healthy: 100.00%. Percent healthy or concerning:
Status Summary S60M— romser ke b 304

nter Maintenance Mode ryption AP call count ©

{osts 1 d Health Create Ranger Plugin Audit Directory

xport Keys From Ranger KMS KTS

Health History

Jun 14 11:27:20 AM .

The service GPG keys backup and keystore file will be created at /var/lib/lkms-keytrustee on Ranger KMSKTS
node.

4. Stop HDFS and Ranger KMSKTS.
5. Deletethe Ranger KMS KTS service from Cloudera Manager Ul.

6. Add the Ranger KM S service from Cloudera Manager Ul and follow the steps as per wizard. For more info, see
related links for 'Configuring a database for Ranger or Ranger KMS' and 'Installing Ranger KM S backed by a
Database and HA'
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7. Enablethe migration flag and complete the wizard.
a) Goto ClouderaManager Ranger KM S Configuration and check Enable Ranger KMS KTS Migration .

O @ Ranger KMS  cions~

May 24, 12:15 PM UTC

Status Instances Configuration Commands Charts Library Audits Quick Links =

Q, ranger.kms.ktsmigration.enabled @ Filters  Role Groups History & Rollback

Filters Show All Descriptions
Enable Ranger KMS KTS Ranger KMS (Service-Wide) *» 0]

~ SCOPE Migration

e ranger. kms. ktsmigration.enabled

Ranger KMS (Service-Wide) 2 ranger_kms_kis_migration

Important: You must keep this property enabled even after migration. Disabling this property
& impacts the encryption zone key retrieval.

8. Configure the Key password (default value : mykeypass) and Store password (default value : mystorepass) in
Ranger KMS configuration.
These are the same passwords that were configured in Step 3 in Ranger KMSKTS.

| cLoub=ra
21| Manager

+ CATEGORY

v STATUS
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9. If Navigator Encrypt is configured on the cluster, copy deposits.csv file to the Ranger KM S node, and grant
permission kms:kms.

The location is configurable using the property Key Trustee  NavEncrypt Keys Full Path.

WO CEpOyTERT TN 2023 U T T

CLOUDZRA
Manager

Cluster 1

o@ Raﬂger KMS Actions ~ Jun 15,3:36 AM PDT]

nstances Configuration Commands Charts Library Audits Quick Links =

Q, Key Trustee NavEncrypt Keys Full Path @ Filters  Role Groups  History & Rollbacill

Filters Show All Descriptions
Key Trustee NavEncrypt Keys  Ranger KMS Server Default Group
v SCOPE Full Path

o

# scp root @skt st okns-4. vpc. cl oudera. com /var/|ib/ keytrusteel/.keytrustee/
deposits.csv /var/li b/ knms-keytrustee

100% 10KB 8.2MB/s 00: 00

# 1s -ltr /var/lib/kns-keytrustee/ deposits.csv

-rwr--r-- 1 root root 10401 Jun 15 03:34 /var/lib/kms-keytrustee/ depos
its.csv

# chown kns: kns /var/|i b/ kms-keytrustee/ deposits.csv

# 1s -Itr /var/lib/kns-keytrustee

total 64

-rwr--r-- 1 kns kns 20480 Jun 14 11:22 kns_bak_dskt st okns-3_vpc_cl oude
ra_com 2023-06-14 11-22-42.tar

-rwr--r-- 1 kns kns 352 Jun 14 11:22 kt_ bak_dskt st oknms-3_vpc_cl oudera
_com 2023-06-14_11-22-42.1 og

-rwr--r-- 1 kns kns 20480 Jun 15 03: 20 kns_bak_dskt st okns-3_vpc_cl oud
era_com 2023-06- 15 03-20-54.tar

-rwr--r-- 1 kns kns 352 Jun 15 03: 20 kt bak_dskt st okns-3_vpc_cl ouder
a_com 2023-06- 15 03-20-54.1 og

drwxr-xr-x 3 kns kns 55 Jun 15 03: 21 keytrustee
-rwr--r-- 1 kns knms 10401 Jun 15 03: 34 deposits.csv

If you want to migrate the KM S hosts, then also copy the migratedK eyStore.jceks file to the Ranger KM S node.

# scp root @skt st okns-4. vpc. cl oudera. com/var/|i b/ keytrusteel/.keytrustee/
m gr at edKeyStore. jceks /var/li b/ kns-keytrust ee/ keytrustee

#ls -1tr /var/lib/lkns-keytrusteel/keytrustee
-rwr--r-- 1 kns knms 1210 Jun 15 03: 21 m gratedKeyStore.jceks

10. Start Ranger KMS.
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11. Import the keys from the keystore file and deposits.csv file for NavEncrypt.
a) Goto ClouderaManager Ranger KMS Actions and select Import Keysfrom KTS.
m ﬁﬂLDUDERA Cluster 1 TOEP Depiaymient o Z0Z3-Jun- T4 TOAT
anager
@ Raﬂger KMS Actions = Jun 15, 3:41 AM PDT
nstances >onfiguration I Quick Links ~
Q Key Trustee NavEncrypt Keys Full B e ke:'.m‘t @ Filters  Role Groups History & Rollback
Filters IP B Show All D
~ SCOPE 1\. fril

~ CATEGORY

12. Restart Ranger KMS.
13. Start HDFS from Cloudera Manager UI.
14. Stop the Key Trustee Server from Cloudera Manager Ul.

E Note: Do not remove KTS from Cloudera Manager Ul.

After the keys are successfully imported, the keys are visible on Ranger Ul.

Last Response Time
@ Key Management 06/15/2023 04:13:44 PM

Select Service:

cm_kms X v
o Add New Key
Key Name Gipher Version Atributes Length Greated Date Action
mykeyt AESICTRNoPadding 1 Key.aclname — mykey1 128 06/15/2023 03:51:17 PM o |
mykey10~= xindiwThrvjnmsasioyr.
mykey2 AES/CTAMNoPadding 1 mykey280-~ nBadingomwvoTXISNE. 128 0611572023 05115 PM B0

Key.aciname — mykey2

The Navigator Encrypt keyswill be visible in Ranger KMS DB.
# nysql -u root -p
Mari aDB [ (none)] > use ranger kns;

Mari aDB [ ranger kns] > show t abl es;

focccooccosccosccnsces +
| Tabl es_i n_rangerkns |
foccocococococcoccooccooooa +
| navencrypt deposit |
| ranger_keystore [
| ranger nasterkey |
focccocccooccoscconoces +

3 rows in set (0.00 sec)

10
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Post migration, after you verify that al the keys are migrated, delete KTS service from Cloudera Manager UI.

Configuring a database for Ranger or Ranger KMS
Installing Ranger KM S backed by a Database and HA

Learn how to migrate keys from Key Trustee Server (KTS) to Ranger KM S if you have already upgraded the
Cloudera Manager version and want to upgrade the Cloudera version to 7.3.1 and above.

To upgrade your Clouderaversion to 7.3.1 and above, you first need to upgrade to Cloudera Runtime 7.1.9. After
you upgrade to Cloudera Runtime 7.1.9, you need to migrate your keys from KTS to Ranger KMS. After you migrate
your keys, you can upgrade the Cloudera version to 7.3.1 and above from Cloudera Manager.

If you have upgraded your Cloudera Manager version, and proceed to upgrade your Clouderaversion to 7.3.1 and
above without migrating your keys from KTS to Ranger KM S, the following validation appears on the upgrade
wizard page:

<servi ce_name> in cluster <cluster_nane> has been discontinued since 7.3.1r
el ease, please follow this Mgration doc to nmigrate your keys and install Ra
nger KM5 to proceed. Note that if you are using an HSM you cannot proceed w
ith an upgrade at this tine.

Note: If you want to migrate Navigator Encrypt keys with HSM, you need to do it manually before
B upgrading the Cloudera version to 7.3.1 and above. For details, see Navigator Encrypt key migration with
HSM.

Please read through and understand the root cause.
Root Cause

Services mentioned in the cluster are no longer supported in Cloudera 7.3.1 and have to be
uninstalled before upgrading to the new version. Before uninstalling any services, you must be
diligent to migrate any necessary data and keys stored in the respective services. If KTS serviceis
installed in a separate cluster other than the one you intend to upgrade, it is recommended but not
compulsory to uninstall this service.

11


https://docs.cloudera.com/cloudera-manager/7.13.1/cloudera-manager-installation/topics/cdpdc-create-ranager-database.html
https://docs.cloudera.com/cloudera-manager/7.13.1/cloudera-manager-installation/topics/cm-security-hdfs-installing-kms-with-ha-backed-by-a-database.html
https://docs.cloudera.com/cdp-private-cloud-upgrade/latest/migrate-kts-to-rangerkms/topics/cm-security-navencrypt-key-mig-with-hsm.html
https://docs.cloudera.com/cdp-private-cloud-upgrade/latest/migrate-kts-to-rangerkms/topics/cm-security-navencrypt-key-mig-with-hsm.html

Cloudera Manager Key migration in UCL

Upgrade Cluster for Cluster 1

7) Getting Started

I Getting Started

3 Upgrade Cluste Current Version s Runime 719

All ehecks must pass ((5) before you can continue.

@ Configuration Check

All Configuration lssi
> @ Hosts Health Check
> @ Services Health Check

> @ Download and Distribute Parcel

Confirm the presence for keysin HDFS and Navigator Encrypt. Perform the following steps to locate the keysin
KTS:

1. Loginto Ranger Ul with key admin credentials.
2. Goto Key Management Select Service to view the HDFS encryption zone keys with service Ranger KMSKTS.

Last Response Time
Key Management 0812/2024 03041 PM

Select Service:

‘cmkms x v

Q Add New Key
AES/CTR/NoP; 1 — o 2 2] E n
""" e - ‘ 28

3. If you have setup Navigator Encrypt, locate its keys:

a. SSH into the active KTS node.
b. Login to Postgres 14.2 database.
C. Update the keytrustee user in /etc/passwd before accessing the database by running the following command:

sed -i "/keytrustee:x:$( id -u keytrustee ):$( id -g keytrustee ):Keytru
stee User:\/var\/lib\/keytrustee:\/shin\/nol ogin/c\keytrustee:x:$( id -u
keytrustee ):$( id -g keytrustee ): Keytrustee User:\/var\/lib\/keytrust
ee:\/bin\/bash" /etc/passwd

E Note: The keytrustee user is created with nologin by default.

d. Run thefollowing commands to locate the keys:

sudo -u keytrustee LD LI BRARY_PATH=/ opt/cl ouder a/ par cel s/ KEYTRUSTEE SERV
ER/ PG _DB/ opt / postgres/ 14.2/1i b /opt/cl ouder a/ par cel s/ KEYTRUSTEE_SERVER/ P
G DB/ opt/ postgres/ 14. 2/ bi n/ psql -p 11381 keytrustee

12
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sel ect handl e from deposit;
handl e

contr ol

contr ol
(6 rows)

13
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1. Take backup of Ranger KMS KTS and KTS services and migrate the keys from Ranger KMSKTSand KTS
services.

E Note: If needed, change the store password and key password before executing the backup command.

* Thekeystorefileis protected using store password (default value: mystorepass) and key password
(default value: mykeypass), that are configurable in Ranger KM S KTS configuration. Change the
values as per your requirement.

Ranger KMS KTS Keystore File Storepass Ranger KMS Server Default Group
ranger_kms_kis_keystore_storepass |

o ranger_kms _kis_|

Ranger KMS KTS Keystore File Keypass Ranger KMS Server Default Group
ranger_kms_kts_keystore keypass | .,

©f ranger_kms_kts_keystore_keypass

* Record the key password and store password. Y ou need them after migration while importing keysin
Ranger KMS DB.

a) Go to Cloudera Manager.
b) Go to the cluster where Ranger KMS KTSisinstalled.
¢) Click Actions Backup Keysfrom Keytrustee Server .

The Backup Keys from Keytrustee Server command is a cluster level command.

Cluster 1 ; Charts mednLayou

Add Service i
Cloudera Runtime 7.1.9 © Cluster CPU Cluster Disk 10

Add Hosts

&5 3 Hosts <
Add Compute Cluster t 3
@ @ CORE_SETTIN - g ‘ re ‘ o
N —

Start
#n HBASE-1
Stop Cluster 1, Total.. 8.6M/s ster 1, Tot . 93.9M/s
Cluster 1 34.5% = Key Trustee S 26.9% Key Trustee S 36.4M/s =Key Trustee S.. 98.4M/s
® HDFS

7 a N HDFS I0
@ RANGER-1

Deploy Client Configuration )
@ RANGER_KMS
% SOLR
Deploy Client Configuration and Refresh
¥ ZOOKEEPER1  Refresh Cluster

tal Byt cad .. 1b/s otal Bytes Wr... 61.5b/s

®
o)
S

Refresh Dynamic Resource
Key TT’US' Upgrade Cluster

(Parcels;
Inspect Hosts in Cluster
£ 2 Hosts
O KEYTRUSTEE.  pejete Kerberos Credentials

Cloudera Mz _

Post Cloudera Runtime Upgrade

@ cloudera Man;  Backup Keys from Keytrustee Server

Set up HDFS Data At Rest Encryption
Takes backup of keys from Ranger KMS KTS & Keytrustee Server.

View Client Configuration URLs

» Thebackup of the KTS directory is created at /var/lib/keytrustee/ on the active KTS node.

» The Backup Keysfrom Keytrustee Server command generates the CSV file required to import
Navigator Encrypt keysin Ranger KM S DB after migration. The deposits.csv file is created at /var/lib/
keytrustee/ .keytrustee.

* The service GPG keys backup and the migratedK ey Store.jceks keystore file are created at /var/lib/kms-
keytrustee on the Ranger KMS KTS node.

14
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2. Verify that the deposits.csv file is generated at /var/lib/keytrustee/ .keytrustee/ on the active KTS node, by running
the following command:

I's -l1tr /var/lib/keytrusteel/.keytrustee/deposits.csv

3. Verify that the migratedK eystore.jceksfile is generated at /var/lib/lkms-keytrustee/keytrustee on the Ranger KMS
KTS node, by running the following command:

I's -lrt /var/lib/kmns-keytrusteel/keytrustee/ m gratedKeyStore.jceks

4. Stop the HDFS and Ranger KMS KTS services.
5. Remove service dependency of Ranger KMS KTS from the HDFS service.

@ HDFS-1 - aug 71, 510 AMUTE

Q KM @ Filters  ole Group:

Filters Show All Descriptions
KMS Service HDFS-1 (Service-Wide) D undo

v SCOPE i [ RANGER_KMS_KTS-1

6. Since Ranger KM S and Ranger KM S KTS services have similar configurations, take backup of the configurations
that you modify as per your requirements. Y ou can copy the configurations somewhere.

Hereisalist of common configurations which should be migrated to Ranger KM S:

* RANGER_KMS KTS service env_safety valve

e ranger_kms max_heap size

e ranger_kms kts client_java opts

« conf/dbks-site.xml_role safety valve

e conf/kms-sitexml_role safety valve

« conf/ranger-kms-sitexml_role_safety valve

* RANGER_KMS_SERVER_KTS role env_safety vave
 Max_log_size

¢ Process_username

¢ Process_groupname

e Kerberos princ_name

e Ranger_accesslog_rotate_ max_days

e Zookeeper_service

» Hadoop_kms authentication_signer_secret_provider_zookeeper_path
« Hadoop_kms authentication_signer_secret_provider

« Hadoop_kms authentication_signer_secret_provider_zookeeper auth_type

E Note: The above list is not conclusive.

7. Delete Ranger KMSKTS service from the Cloudera Manager Ul.
8. Stop the KTS service from the Cloudera Manager Ul, even if it isinstalled in another cluster.
9. Delete KTS service from the Cloudera Manager Ul.

Note: If the KTS serviceisinstalled in a separate cluster, you can ignore this step. If The KTS serviceis
E on the same cluster, you must delete it.

15
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10. Ingtall the Ranger KM S service from the Cloudera Manager Ul and follow the steps as per the wizard.
For moreinfo, seerelated link for Configuring a database for Ranger or Ranger KMS.

Note: Install Ranger KMS DB service on the same cluster from where you have deleted Ranger KMS
KTS service. Cloudera a so recommends using the same hosts where Ranger KMS KTS service was
installed.

11. Enable the Enable Ranger KMS KTS Migration flag and complete the wizard.

a) Goto ClouderaManager Ranger KMS Configuration .
b) Select Enable Ranger KMS KTS Migration.

Enable Ranger KMS KTS Migration RANGER_KMS-1 (Service-Wide) *

ktsmigration.enable

Note: You must keep this property enabled even after migration. Disabling this property impacts the
encryption zone key retrieval.

12. Start the Ranger KMS DB service.

Confirm that the service is successfully started and functional.
13. To confirm successful start of Ranger KM S service, perform the following steps:
a) Loginto Ranger Ul with the user having access to Ranger KMS.
b) Goto Service Manager Edit KMS service repository .
¢) Click Test Connection at the bottom of the page.

This establishes a connection to the Ranger KM S database. Confirm if the connection is successful.
d) Gotto Audits Plugins.
e) Confirm if the plugin policies are successfully synced and have a 200 Http Response Code.

14. Login to the Ranger KM S Server host and copy the deposits.csv and migratedK eyStore.jceks files to /var/lib/kms-
keytrustee/keytrustee/.

scp root @ranger - kns- host nane>: /var/| i b/ kns- keyt rust ee/ keytrust ee/ m gr at
edKeyStore.jceks /var/lib/kns-keytrusteel/ keytrustee/

scp root @ranger - kns- host nane>: /var/|i b/ keyt rust ee/ . keytrust ee/ deposits.cs
v /var/lib/ kmns-keytrusteel/ keytrustee/

I's -lrt /var/lib/kns-keytrusteel/keytrusteel/deposits.csv
I's -lrt /var/lib/kmnms-keytrusteel/keytrustee/ m gratedKeyStore.jceks

16
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15. Run Import Keys from KTS command from Ranger KMS DB.

a) Goto ClouderaManager Ranger KMS.
b) Select Actions Import Keys From KTS.

CLOUDZRA Cluste
M

@ RANGER_KMS-1  [retons-]

Configuration Comi

Status nst
Restart

Rolling Restart

Health Tests

Ranger KMS Server Health Import Keys From KTS

Healthy RANGER_KMS_SERVER: 1. Concernini ~ Stop
RANGER_KMS_SERVER: 1. Percent healthy: 1€

Status Summary Rename
Ranger KMS Server 1 Good Heal
Delete
Hosts 1 Good Heal

Enter Maintenance Mode

Health History Create Ranger Plugin Audit Directory

CDEP Deployment trom 2024-Aug-01 00:43

Charts meit Layour

Memory Utilization ©

Import Backup keys from Ranger KMS KTS.

ranger_kms _ 964M ger_kms_jvm... 216M

Get Key APl count @

16. Confirm the successful execution of Import Keys from KTS command.

A message saying Keys from { keystore file_path} has been successfully imported into RangerDB appears.

Import Keys From KTS

SlGWS  WPNNSIEN  LUNEAL RONYEl AMISLS [ AU L U100 AM @ 14095
command Import Keys From KTS finished successfully on service ranger_kms.

~ Completed 1 of 1 step(s).

® ShowAllSteps () Show Only Failed Steps Show Only Running Steps

~ @ Execute command Import Keys From KTS on role Ranger KMS Server

(ccycloud-2)
Command (Import Keys From KTS (1546336869)) has completed successfully

~ @ Import Keys From KTS
Import Keys From KTS finished successfully on Ranger KMS Server (ccycloud-2)

$=esd/esd.sh ["importkeys”] stdout  stde Role Log

date = Wed Aug 21 67:35:54 UTC 2024
description =
Meta data entry doesn't exist for sales

[salesep=n9imcd]lfqx9dvrvotaxoxwg2lfswlitpo7habmawpse], [key.acl.name=sales]
latestVersion = 1 for sales
version from alias = @

Ranger KMS Server (ccycloud-2) & Aug 21,10:11:38 AM 12.85s

7 Aug 21,10:11:38 AM 12.82s

7 Ranger KMS Server (ccycloud-2)

Added metadata for sales value = cipher: AES/CTR/NoPadding, length: 128, description: , created: Wed Aug 21 @7:35:54 UTC 2824, version: 1, attributes

17. Ensure service dependency of Ranger KM S is selected from HDFS service.

Aug 21, 12:00 PM UTC

@Filters  Role Groups  Histary & Rollback

@ HDFS-1  actens~
Instances  Configuration  Commands  File Browser  Charts Library  Cache Statistics  Audits  NameNode Web UI 2 Links ~
QKM
Filters
KMS Se FS1 (Service-Wide) =
seore * [ RANGER_KMS-1

18. Start HDFS service.
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19. Verify the successful migration of keys from the Ranger Ul.
a) Loginto Ranger Ul with key admin credentials.
b) Goto Key Management Select Service, to view the keys.

Last Respanse Time
Key Management 08022024 031113 PM

Select Service:

a Add New Key
Koy Name Cipher Vorsion Atiributes Langth Creaied Date hction
e ) ! ]|

AESICTRNoDadding

¢) For Navigator Encrypt keys, login to Ranger KM S DB and check for Ranger KM S tables.
The Navigator Encrypt keys are visible in Ranger KMS DB.

mysql -u root -p
use ranger kns;

show t abl es;

fooccoococcocoococcooooo +
| Tabl es_in_rangerkns |
fococcoccoccoccocoocooooooo +
| navencrypt_deposit |
| ranger_keystore |
| ranger nasterkey |
fooccoococcocoococcooooo +

3 rows in set (0.00 sec)

After successful verification, proceed to upgrade the Cloudera version from Cloudera Manager.
E Note: Post migration confirmations:

« Once migration is completed successfully, navigate back to the upgrade wizard and click on Run All
Checks Again. If the migration steps are performed correctly now the validation errors should be resolved
and you will be able to proceed for the upgrade.

< A confirmation message appears to get user confirmation for a successful migration of KTS keys. Please
select the checkbox to proceed.

v Other Tasks

©  Only for customers migrating from Keylrustee Server & Ranger KMS KTS service 1o Ranger KMS In the database configuration (without an HSM). Ensure you have completed the key migration using the migration document

I have completed the migration of keys from Ranger KMS KTS & Keytrustee Server to Ranger KMS

« |If you decide not to use encryption and do not want to migrate the keys to Ranger KMS DB, you can
uninstall the blocking services and provide your confirmation through the check box.

v @ Other Tasks

©  For customers using encryption at rest with Keytrustee Server o Ranger KMS. You must complete the migration of keys stored in Keytrustee Server to Ranger KMS in the database configuration (without an HSM) before
proceeding. Please complete the migration using the migration document. If this scenaria is not applicable in your case, please check the box to proceed

| do not use encryption at rest or have decided to disable encryption at rest.

Learn how to migrate Navigator Encrypt keys from Ranger KMS KTSto Ranger KMS, if you are using an HSM.
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* You must have set up a7.1.9 SP1 cluster with Navigator Encrypt registered to Ranger KMS + KTS.

* You must have set up LunaHSM for KTS and Key HSM. For details on how to set up LunaHSM on active and
passive servers, see Setting up Luna7 HSM for KTS and Key HSM.

1. Register Navigator Encrypt and start Navigator Encrypt service.
a) Register the Navigator Encrypt with KTS by executing the following command:

sudo navencrypt register --server=https://<cluster-nane>-4.vpc.cloudera
.com 11371 - - passi ve-server =https://<cl uster-name>-5. vpc. cl oudera. com
11371 --org=qga-test --auth=cloudera --skip-ssl-check # Add passphrase an
d register active and passive servers.

Note: After thisisworking, you can start Navigator Encrypt and start encrypting. Y ou can encrypt
two types of devices; aLinux loop device and a physical device. This topic describes how to use aloop
device.

b) Start Navigator Encrypt service by executing the following command:

sudo systenttl start navencrypt - nmount

¢) View unused loop devices by executing the following command:
sudo | osetup -f

Y ou can then use the unused loop devices found by the above command.
d) Create anew directory called navencrypt_loop_devices by executing the following command:

sudo nkdir /navencrypt | oop_devi ces

Datastore files for loop devices go here.
€) Create loop0, which becomes one of the mount points, inside nav mount:
sudo nkdir -p /navencrypt nount/| oop0O

f) Create an input file called diskimagel oop0 of customized size for the unused loop device found in step c:

sudo dd if=/dev/zero of =/ navencrypt | oop_devi ces/ di ski magel oop0 bs=100M
count =10

The dd command creates a 500 GB file. Y ou need to modify the bs and count values to generate the required
filesize.

0) Usethe available loop device withthe navencr ypt - pr epar e - d command to prepare the loop device
mount point:

sudo navencrypt-prepare -d /navencrypt | oop_devi ces/ di ski nagel oop0 /de
v/ 1 oop0 /navencrypt nount/| oop0

h) Execute the following command to get hostnames:

sudo yuminstall jq

i) Runssh using the keyboard-interactive password authentication mode;

sudo yuminstall sshpass
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2. Install upgraded rpms for ctrustee, libkeytrustee, navencrypt-kernel-module, navencrypt from successful GBN
with the following commands:

sudo yuminstall ctrustee-7.3.1.0-8 el 9-8.x86_64.rpnxadd | atest rpne
sudo yuminstall |ibkeytrustee-7.3.1.0-8 el 9-8.x86_64.rpm

sudo yuminstall navencrypt-kernel-nodul e-7.3.1.0-8 el 9. x86_64. rpm
sudo yuminstall navencrypt-7.3.1.0-8 el 9.x86 _64.rpm

3. Ensurethat the uuids.sh and generate_deposits.sh files are present in the /etc/navencrypt folder.
4. Ensurethat ztrusteeis present in the /usr/bin/ folder.

If not, try to install ctrustee.rpm again.
5. Generate the gpg key.

[ root @ekts-mhsm rhel 88-1 navencrypt]# gpg --1ist-secret-keys

gpg: checking the trustdb

gpg: marginal s needed: 3 conpletes needed: 1 trust nodel: pgp

gpg: depth: 0 wvalid: 1 signed: O trust: 0-, 0g, On, Om Of, 1lu

[ root/.gnupg/ pubri ng. kbx

sec rsa2048 2024-08-23 [ SC|
AA1F26481634C37682A063B4071E6471A0BBEE9D

uid [ulti mate] Snehal at ha Venkat esh <snehal at ha. venkat esh@l o

uder a. conp

ssb rsa2048 2024-08-23 [ g

[ root @ekt s-mhsmrhel 88-1 navencrypt]# gpg --full-generate-key

gpg (GwuPG 2.2.20; Copyright (C) 2020 Free Software Foundation, Inc.

This is free software: you are free to change and redistribute it.

There is NO WARRANTY, to the extent pernitted by |aw

Pl ease sel ect what kind of key you want:
(1) RSA and RSA (default)
(2) DSA and El ganal
(3) DSA (sign only)
(4) RSA (sign only)
(14) Existing key from card
Your selection? 1
RSA keys nmay be between 1024 and 4096 bits | ong.
VWhat keysize do you want? (2048)
Request ed keysize is 2048 bits
Pl ease specify how | ong the key shoul d be valid.
key does not expire

<n> = key expires in n days

<n>w = key expires in n weeks
<n>m = key expires in n nonths
<n>y = key expires in n years

Key is valid for? (0) O
Key does not expire at all
Is this correct? (y/N) vy

GnuPG needs to construct a user IDto identify your key.

Real nane: <Nanme>
Emai | address: <cloudera email address>
Comment :
You sel ected this USER-I D
"<Nane><enmmi | address>"

Change (N)ane, (Qonmment, (Eymail or (Okay/(Quit? O

W need to generate a |lot of randombytes. It is a good idea to perform
sonme other action (type on the keyboard, nove the nouse, utilize the

di sks) during the prinme generation; this gives the random nunber
generator a better chance to gain enough entropy.
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W need to generate a |lot of randombytes. It is a good idea to perform
some ot her action (type on the keyboard, nove the nouse, utilize the
di sks) during the prinme generation; this gives the random nunber
generator a better chance to gai n enough entropy.
gpg: key 7A234E85BC56BBDO marked as ultimately trusted
gpg: revocation certificate stored as '/root/.gnupg/ openpgp-revocs. d/ CB52
70B06F39E4BB92BC80017A234E85BC56BBDO. r ev
public and secret key created and si gned.
pub rsa2048 2024-09-10 [ SC]

CB5270B06F39E4BB92BC80017A234E85BC56BBDO
uid Snehal at ha Venkat esh <snehal at ha. venkat esh@| oude
ra.conp
sub rsa2048 2024-09-10 [ g

6. To hold the gpg key for further purpose, execute the following lines:

echo “gpg_passphrase” > /etc/navencrypt/passphrase.txt -> “gpg_passphrase”
is the passphrase given while generating gpg key
Exanpl e: echo “cl ouderal23” > /etc/navencrypt/passphrase.txt

chnmod 600 /etc/navencrypt/ passphrase. t xt

7. Run the uuids.sh shell script and ensure that you get the success message and check for the reterived_keysfilein
the /etc/navencrypt folder, as follows:

[ root @ekts-keyhsm 1 navencrypt]# sh uuids. sh

Processing UUI D: yMex10OQBNb2g674GP7wWO Tnev XLOGSAI XZMSGUS5ZRSq
Successfully retrieved and saved key for UU D yMex10O®BNb2g674CGP7WA Tnev X
LOGSAl XZMsGU5ZRSq.

8. Runthe generate deposits.sh file and get the success message, as follows, and check for deposits.csv and
consolidated_deposits.csv filesin the /etc/navencrypt folder.

[root @gnekts-mhsm rhel 8-1 navencrypt]# sh generate_deposits.sh -> Enter
passphrase gi ven for gpg key.

Key file content encrypted and signed successfully.

Added UUI D 31D77qRTgZBe5HkgAdp78uONhJhA 1Jh0OhdgpXr KLCB to /et c/ navencrypt/

deposits. csv.

Deposits CSV file created at /etc/navencrypt/deposits.csv.

Enter C oudera Manager hostnane: tgnekts-nmhsmrhel 8-1. vpc. cl oudera. com
Enter C oudera Manager port: 7183

Node |ist: tgnekts-mhsmrhel 8-1.vpc. cl oudera. com tgnekts-nmhsmrhel 8-2. vpc
. ¢l ouder a. com t gnekt s- mhsm r hel 8- 3. vpc. cl ouder a. com t gnekt s- mhsm r hel 8- 4
.vpc. cl ouder a. com t gnekt s- mhsm r hel 8- 5. vpc. cl oudera. com

Ensuring SSH access for tgnekts-mhsmrhel 8- 1. vpc. cl oudera.com . .

Cenerating public/private rsa key pair.

Your identification has been saved in /root/.ssh/id_rsa.

Your public key has been saved in /root/.ssh/id rsa.pub

The key fingerprint is:

SHA256: i L/ yH 5sz98T4pFZYnz Q4xYgegj | i El KSF5FqQUIEPpU r oot @ gnekt s- mhsm r he

8- 1. vpc. cl oudera. com

The key's randomart inage is:

+---[RSA 3072]----+

|.o..+. . .0
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# tgnekts-nmhsmrhel 8-1. vpc. cl oudera. com 22 SSH 2. 0- OQpenSSH 8.0
# tgnekts-nmhsmrhel 8-1. vpc. cl oudera. com 22 SSH 2. 0- OpenSSH 8.0
# tgnekts-mhsmrhel 8-1. vpc. cl oudera. com 22 SSH- 2. 0- OpenSSH 8. 0

r oot @ gnekt s-mhsm r hel 8-1. vpc. cl oudera. conml s passwor d:

Ensuring SSH access for tgnekts-mhsmrhel 8- 2. vpc. cl oudera.com ..
# tgnekts-mhsmrhel 8-2. vpc. cl oudera. com 22 SSH- 2. 0- OpenSSH 8. 0
# tgnekts-nmhsmrhel 8-2. vpc. cl oudera. com 22 SSH 2. 0- OQpenSSH 8.0
# tgnekts-nmhsmrhel 8-2. vpc. cl oudera. com 22 SSH 2. 0- OpenSSH 8.0

r oot @ gnekt s-mhsm r hel 8- 2. vpc. cl oudera. coml s password:

Ensuring SSH access for tgnekts-nmhsmrhel 8-3. vpc. cl oudera.com ..
# tgnekts-nmhsmrhel 8- 3. vpc. cl oudera. com 22 SSH- 2. 0- OpenSSH_8. 0
# tgnekts-mhsmrhel 8- 3. vpc. cl oudera. com 22 SSH- 2. 0- OpenSSH 8. 0
# tgnekts-nmhsmrhel 8-3. vpc. cl oudera. com 22 SSH 2. 0- OQpenSSH 8.0

r oot @ gnekt s-mhsm r hel 8- 3. vpc. cl oudera. com s password:

Ensuring SSH access for tgnekts-nmhsmrhel 8-4. vpc. cl oudera.com. .
# tgnekts-mhsmrhel 8-4. vpc. cl oudera. com 22 SSH- 2. 0- OpenSSH 8. 0
# tgnekts-nmhsmrhel 8-4. vpc. cl oudera. com 22 SSH- 2. 0- OpenSSH 8. 0
# tgnekts-mhsmrhel 8-4. vpc. cl oudera. com 22 SSH- 2. 0- OpenSSH 8. 0

r oot @ gnekt s-mhsm r hel 8- 4. vpc. cl oudera. com s password:

Ensuring SSH access for tgnekts-mhsmrhel 8-5.vpc. cl oudera.com . .
# tgnekts-mhsmrhel 8-5. vpc. cl oudera. com 22 SSH- 2. 0- OpenSSH 8. 0
# tgnekts-mhsmrhel 8-5. vpc. cl oudera. com 22 SSH- 2. 0- OpenSSH 8. 0
# tgnekts-nmhsmrhel 8-5. vpc. cl oudera. com 22 SSH- 2. 0- OpenSSH 8. 0

r oot @ gnekt s-mhsm r hel 8-5. vpc. cl oudera. com s password:

Copyi ng deposits.csv fromtgnekts-mhsmrhel 8- 1. vpc. cl oudera.com . .
deposits. csv

100%
773  903. 3KB/ s 00: 00

Copyi ng deposits.csv fromtgnekts-mhsmrhel 8- 2. vpc. cl oudera. com . .
deposits. csv

100% 77
3  903.3KB/s 00: 00
Copyi ng deposits.csv fromtgnekts-mhsmrhel 8- 3. vpc. cl oudera.com . .
deposits. csv

100% 77
3 903. 3KB/s 00: 00
Copyi ng deposits.csv fromtgnekts-mhsmrhel 8-4. vpc. cl oudera.com . .
deposits. csv

100% 77
3 903.3KB/s 00: 00
Copyi ng deposits.csv fromtgnekts-mhsmrhel 8- 5. vpc. cl oudera. com . .
deposits. csv

100% 77

3 903.3KB/s 00: 00
Consolidated CSV file created at /etc/navencrypt/consol i dated deposits.
CSV.
9. After the deposits.csv file is created, login to Cloudera Manager Ul.
10. Check for node(instances) in Ranger KMS KTS.
a) Goto ClouderaManager Ranger KMSKTS service.
b) Go to Instances.
¢) Check the node(instances).
11. Stop HDFS and Ranger KMS KTS services.
12. Delete Ranger KMS KTS service from Cloudera Manager Ul.
13. Add Ranger KM S service from Cloudera Manager Ul.

To add database details, ssh to Ranger KM S node as shown in step 7 and execute the following commands,
where <fgdn> is the node(instance) name:

mysgl -u root -p # Login to database wth password
CREATE DATABASE r anger kns;
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CREATE USER 'rangerkns' @ % | DENTI FI ED BY ' cl oudera';

CREATE USER 'rangerkns' @ | ocal host' | DENTI FI ED BY ' cl oudera';
CREATE USER ' ranger kns' @ <f qdn>' | DENTI FI ED BY ' cl oudera';
GRANT ALL PRI VI LEGES ON rangerkns.* TO 'rangerkns' @ % ;

GRANT ALL PRI VI LEGES ON rangerkns.* TO 'rangerknms' @ <fgdn>';
FLUSH PRI VI LEGES;

14. Enable the migration flag under configuration for Ranger KM S and compl ete the wizard.

O @ Ranger KMS Actions ~ May 24, 12:15 PM UTC
Status Instances Configuration Commands Charts Library Audits Quick Links «
Q ranger. kms. kitsmigration.enabled @ Filters Role Groups History & Rollback

Filters Show All Descriptions

Enable Ranger KMS KTS Ranger KMS (Service-Wide) * @
~ SCOPE Migration
) o ranger.kms ktsmigration.enabled
Ranger KMS (Service-Wide) 22 ranger_kms_kts_migration
1-1nf

15. Configure the Key password (default value : mykeypass) and Store password (default value : mystorepass) which
are used or entered before migration within Ranger KMS KTS service.

16. Copy the deposits.csv file created in step 5 to the KM S node.

[ root @ekts-m g-hsm 3 ~]# scp root @ekts-m g-hsm 1. vpc. cl oudera. com/etc/
navencrypt/consol i dat ed_deposits.csv /var/lib/kms-keytrustee/ deposits.csv
r oot @ekt s-mi g- hsm 1. vpc. cl ouder a. coni s password:
deposits. csv

100% 664 1.9MB/ s
00: 00
[root @ekts-mg-hsm3 ~]# |s /var/lib/kns-keytrustee/
deposits.csv keytrustee kns_bak nekts-m g-hsm 3_vpc_cl oudera_com 2024- 08
-01_01-25-04.tar kt_bak nekts-m g-hsm 3_vpc_cl oudera_com 2024-08-01_01-
25-04.1 og

17. Start the Ranger KM S service.
18. Create a new file called importPayload.json:

vi /tnp/inportPayl oad. j son
19. Add the following line to the new file called importPayload.json:

"path": "/var/lib/knms-keytrusteel/ deposits.csv"

20. Run the following API to import Navigator Encrypt keys from the /tmp/deposits.csv file to Ranger KMS DB.

[root @ekts-nmig-hsm3 ~]# kinit systest

Password for systest@PC. CLOUDERA. COM

[root @mekts-m g-hsm3 ~]# curl -ivk --negotiate -u : -H "Content-Type:
application/json" -X POST "https://nekts-m g-hsm 3. vpc. cl oudera. com 9494/
knms/ v2/ deposit/inport” -d @tnp/inportPayl oad. j son

Upgrade Cloudera version to 7.3.1 or above.
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Y ou must update Navigator Encrypt to version 7.1.9 in order for it to work with Ranger KMS.

Learn how to update RHEL compatible Navigator Encrypt. For information on SLES and Ubuntu compatible
Navigator Encrypt installation, refer to 'Installing Cloudera Navigator Encrypt'.

1. SSH asroot to the host where Navigator Encrypt isinstalled.
2. Untar the new zip package.

tar zxvf navigator-encrypt-7.1.9.0-64-redhat8.tar.gz --directory navencr
ypt-7.1.9.0-repo

3. Stop Navigator Encrypt.

systentt!| stop navencrypt - nount

4. Make acopy of /etc/navencrypt/.

cp -rp /etc/ navencrypt/

5. Create, and edit repo file etc/yum.repos.d/navencrypt-7.1.9.0.repo, by adding the following lines.

[ navencrypt-7.1.9. 0]

name=navencrypt-7.1.9.0

baseurl| =file:///root/navencrypt-7.1.9.0-repo
gpgkey=file:///root/ navencrypt-repo/ nepub. asc
enabl ed=1

gpgcheck=1

6. Ensurethat the repository is accepted, and three packages are present.

# yum repol i st
# yum | i st avail abl e --di sabl erepo=* --enabl erepo=navencrypt-7.1.9.0

7. Edit the /etc/navencrypt/keytrustee/ztrustee.conf file and make the following changes:

¢ Changeall the URLsto point to Ranger KMS.
e Change"PROTOCOL" to "json-cleartext".
« Add“IS_ KMS': true

Thisis an example of a ztrustee.conf with KTS urlsand port :

[root @sne-2 navencryptFil es]# cat /etc/navencrypt/keytrustee/ztrustee.c
onf

{
co",

"LOCAL_FI NGERPRI NT": " 2048R/ 51E9DD52660E134E74ECBASAFOELIEDIACEAC3B

" REMOTES" : {
"kt s1. cl oudera. cont':
"REMOTE_SERVER': "https://ktsl.cl oudera.com 11371"

"HKP_PORT": 11371,
" HKP_SCHEME" : "https",
" DEFAULT" : true,
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"HKP_TI MEQUT": 60,

"REMOTE_SERVERS": ["https://ktsl.cloudera.com 1137
1", "https://kts2.cloudera.com 11371"],

"SSL_I NSECURE": true,

"PROTOCOL": "json-encrypt",

}

}

Thisisan example of ztrustee.conf with Ranger KM S urls and port :

[root @sne-2 ~]# cat /etc/navencrypt/keytrustee/ztrustee. conf

"LOCAL_FI NGERPRI NT": "2048R/ 51E9DD52660E134E74ECBASAFOELIEDOACEAC3
BC9",
" REMOTES" : {
"kmsl. cl oudera. cont': {
"REMOTE_SERVER': "https://knsl.cl oudera. com 9494",
"HKP_PORT": 11371,
" HKP_SCHEME" : "https",
" DEFAULT" : true,
"HKP_TI MEQUT": 60,
"REMOTE_SERVERS": ["https://knmsl. cl oudera. com 9494
", "https://kns2.cl oudera. com 9494"],
"SSL_I NSECURE": true,
"PROTOCOL": "json-cleartext",
"I'S_KMB": true

}
}

8. Update to new versions of Navigator Encrypt.

yum updat e |i bkeytrustee
yum updat e navencrypt - ker nel - nodul e
yum updat e navencrypt

9. Start Navigator Encrypt.

systentt!l start navencrypt-nount

10. Check the version and status of Navigator Encrypt.

navencrypt --version;
navencrypt status -m
navencrypt key —-verify --only-keytrustee

The version of Navigator Encrypt is 7.1.9. The status shows "navencrypt module is running". After entering the
master-passphrase, navencrypt outputs “VALID”.

Installing Cloudera Navigator Encrypt

This procedure decsribes how to rollback from Ranger KMS DB to Key Trustee Server (KTS) in case of failure
during or after key migration.
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E Note: Any keys created after migration from KTS to Ranger KM S will not be present after rollback.

1. Stop Ranger KM S and HDFS from the Cloudera Manager Ul.
2. Stop Key Trustee Server

E Note: KTSwas stopped after the keys were migrated, but not del eted.

3. Delete Ranger KMS service from the Cloudera Manager Ul.
4. Add Ranger KMS KTS service from the Cloudera Manager Ul.
Note: While adding Ranger KMS KTS, restore the GPG keys backup created during the migration

at location /var/lib/lkms-keytrustee/keytrustee/ .keytrustee/. If the backup files were not deleted while
removing Ranger KMS KTS during migration, it will be already present at required location

5. Start Ranger KMS KTS and HDFS from the Cloudera Manager UI.
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