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On the Cloudera Data Catalog Sear ch page, select a data lake and enter a search string in the search box to view all
the assets with details that contain the search string.

When you enter the search terms Sear ch, you are looking up names, types, descriptions, and other metadata collected
by Cloudera Data Catalog. The search index includes metadata (not data) about your environment and cluster data
assets and operations. Y ou can make the search more powerful by associating your own information (business
metadata) to the stored assets.

Note:
E For the selected data lake, click the Atlas and Ranger links to navigate to the respective base cluster services
in anew browser tab.

Understanding datasets

Use filtersto refine the overview of al your available assets.

Y ou must have access to at least one data lake to search and filter your results. By default, a datalake is aready
selected for you if you have accessto it.

Y ou can further refine your search results using filters as follows:

Owner

From all the owner names that appear, you can select the owner to further refine the results and
display those search results with the selected owner.

Type
Select an entity type to view al the assets stored in that type of database.

e AzureBLOB

» Azure Container

* Azure Directory

*  AWS S3 Bucket
 AWSS3 Object

*  AWS S3 Pseudo Dir

« AWSS3V2Bucket

« AWSS3V2 Directory
» AWSS3V2Object

» Hbase Column Family
e Hbase Namesspace

e Hbase Table
e HDFS path

e Hive Column
» HiveDB

e HiveTable

* lceberg Column

! | ceberg assets are discoverable in VM-based environments but they can be profiled only in Compute Cluster
enabled environments.
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*  Iceberg Table!
* Impaa Column Lineage
* ImpalaProcess
* Impala Process Execution
» Kafkatopic
e ML Model Build
* ML Model Deployment
« ML Project
* RDBMS Column
- RDBMSDB
 RDBMS Foreign key
 RDBMS Index
« RDBMSTable
* Spark Application
»  Spark Column
» Spark Column Lineage
e Spark DB
* Spark ML Directory
* Spark ML Model
* Spark ML Pipeline
e Spark Process
» Spark Process Execution
e Spark Table
Note: After selecting an entity type, further filters related to that type will be
available under the Morefilter. For example, selecting the Hive Table type will enable
the Column Tag filter.
Entity Tag
Use entity tags to refine your search results. Y ou can add business metadata as entity tagsin Atlas
as classifications, or in the Atlas Tags menu. Use these tags to refine your search results and view
the details of the required data asset.
Time Range
Y ou can filter your assets by the Created On date (if provided by Atlas) after selecting and asset
Type. Use the calendar widget to select arange and click Apply.
Glossary Terms
Y ou can filter assets based on business glossary terms. Y ou can search for any asset without any
entity type restrictions.

@ Note: Thisfilter appears only if Atlas hasterms set up.

Click Cancel for any filter to clear the selection or Clear All to reset all your filters.
In the resulting list of your matching assets, you can click arow and see the following:

¢ Qualified name
e Database

e Classification

e Terms

Clicking the Name of the entity will open its Asset Details.
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In the Sear ch page, the accessible data |akes are displayed in a drop-down.

Users have access to the lakes based on the permissions that are granted. Y ou can choose the available |ake by
selecting the appropriate radio button.

For example, in the following diagram, the logged in user has accessto all the listed data lakes.

E Note: You can search the assets of one datalake at atime.

CLOUD=RA
Data Catalog Search
1y Dashboard Discover data X
Q Search @ Discover assets across multiple data lakes. Find tags or assets in your data lake using Hive assets, attribute facets, or free text
How to search for Asset [2
Data Lakes
‘ s deqe-edl-env-vl - [2 Atlas  [2 Ranger
[N
-env-v1
Type v (Owner v  (EnityTag v = | GlossaryTerms + C Refresh | & DownloadCSV [l Delete Profiler
envv2
env-vl Name Created On Owner Source Action
N HBase Namespace default NA- atlas hbase
v HBase Table atlas_janus NA- atlas hbase
\ HBase Column Family h NA- atlas hbase
\ HBase Column Family -NA- atlas hbase
\ HBase Column Family g -NA- atlas hbase
v HBase Column Family -NA- atlas hbase
v HBase Column Family e NA- atlas hbase
v HBase Column Family t NA- atlas hbase
v HBase Column Family s NA- atlas hbase
v HBase Column Family f NA- atlas hbase
v HBase Column Family m NA- atlas hbase
Rows per page: 100 ~ 1-110f 11
4

Understanding data lake details

Use Apache Atlas glossaries to define a common set of search terms that data users across your organization use to
describe their data.

Data can describe awide variety of content: lists of names or text or columns full of numbers. Y ou can use algorithms
to describe data as having a specific pattern, of being within arange or having wide variation, but what’s missing
from these descriptions is what does the data mean in a given business context and what isit used for? Is this column
of integers the count of pallets that entered a warehouse on a given day or number of visitors for each roomina
conference center?

The glossary is away to organize the context information that your business uses to make sense of your data beyond
what can be figured out just by looking at the content. The glossary holds the terms you’ ve agreed upon across your
organization so business users can use familiar terms to find what they are looking for.

Glossaries enable you to define a hierarchical set of business terms that represents your business domain.
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Glossary terms can be thought of as of aflat (but searchable) list of business terms organized by glossaries. Unlike
classifications, terms are not propagated through lineage relationships: the context of the term iswhat’ s important, so
propagation may or may not make sense.

Y ou can search for the datasets using the Glossary Terms filter available on the Sear ch page.

CLOUD=RA
Data Catalog Search

}\(_) Discover assets across multiple data lakes. Find tags or assets in your data lake using Hive assets, attribute facets, or free text.

@ Dashboard
How to search for Asset [2
Q_ Search
‘ @ The profiler cluster is provisioned x
Data Lakes
‘ s de - [2 Atlas  [2 Ranger
Type v Owner v [ EnityTag ~ | (Glossary Tems Aj C Refresh & Download CSV W Delete Profiler

Glossary Terms
Type Name of Owner Source Action

v HBase Namespace default atlas hbase

(O First Atlas Glossary term@Test Glossary

v HBase Table atlas_janus atlas hbase
v HBase Column Family m NA- atlas hbase
v HBase Column Family NA- atlas hbase
v HBase Column Family ) NA- atlas hbase
L3
v HBase Column Family i NA- atlas hbase
\ HBase Column Family h NA- atlas hbase
\ HBase Column Family f NA- atlas hbase
\ HBase Column Family s NA- atlas hbase
\ HBase Column Family t NA- atlas hbase
\ HBase Column Family e NA- atlas hbase
\  HDFS Path Test-hdfs-from-Atlas-by- 08/16/2024 12:00 AM CEST -NA- hdfs
Rows per page: 100 ~ 1-120f12

Y ou can use the Asset Details page to add or modify Apache Atlas glossary terms for your selected assets.

Use Atlas to define rich glossary vocabularies using the natural terminology (technical terms and/or business terms)
of your industry. Y ou can also create semantic relationships between your terms. Then, in Cloudera Data Catalog, use
the Termswidget in the Asset Details page to map assets to glossary terms.

Y ou can use terms in Cloudera Data Catal og to search for entities, filter them by glossary term(s), and & so search for
entities associated with them in Atlas.

Note: When you work with terms in Cloudera Data Catalog and map them to your assets, you can search for
IS the same datasets in Atlas by using the corresponding terms.
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CLOUD=RA
Data Catalog

@ Dashboard

Content

Asset Details

default

Properties

e HBASE NAMESPACE

i By: csso_

ACTIVE

Type

hbase_table

Classifications | 2

0 test tag_created_in_dc_atlas_... N Test_tag_created_in_...

Metadata Audits

Policy

Access Audits

Name

atlas_janus

@ Managed | [ @ System

Quali
default@cm

default

Propagated

Location

/default

Terms

+ Add Terms
Created On Owner
NA- atlas

Cloudera Data Catalog contains the glossary terms that are created in Apache Atlas.

Source

hbase

2 Atlas

Y ou can search for those terms in Cloudera Data Catalog and map specific terms with assets. Y ou can also search
for termsto delete them from the selected asset. The selected asset displays the total number of terms associated or

mapped accordingly.

When you map a specific term for your dataset, the term is displayed in the following format:

<t er manme>@l ossar ynanme>

CLOUD=RA
Data Catalog

Data Catalog = Asset Details

Mon Mar 29 2021 14:48:32 GMT+0530 (India Standard Time)
Mon Mar 29 2021 14:48:32 GMT+0530 (India Standar.

Q search data
1B Dpata:
Properties
B3 Bookmarks
HIVE TABLE
2 Profilers 12
© Atlas Tags 0
doorofiler
EXTERNAL_TABLE
default
em
default

Overview

Lineage

> Get Started

@ Help

Classifications | 5

(D (IET——— +2

Schema

Metadata Audits

Policy

Access Audits

default data@em
+ Add Comment

+ Add Description

@ Managed | (@ System

/user/dpprofiler/.

o

Propay

gated

Profilers | 2

Cluster Sensitivity Profiler
adayago SUCCESS

Tomorrow at 3:50 PM

Hive Column Profiler
adayago SUCCESS

Today at 11:30 PM

Terms |3

((New term for corporate finance ) (" Automated Teller Machine (ATM) ) (_Gross Profit )

data

test_tbl

Z Atlas

© Run

© Run

*0oeqpsed

Taa,

Y ou can use the icon in the Terms widget on the Asset Details page to add new terms for your assets. Click Save to

save the changes.
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CLOUD=ZRA
Data Catalog

Data Catalog / Asset Details

default

Search

Properties

Type: HIVE DB
Data Lake:

Owner: public
Created On: -NA-
Update Time: -NA-
Created By: hive
Updated By: hive
Status: ACTIVE

Classifications ® Managed

+ Add Classification

Content  Metadata Audits ~ Policy ~ Access Audits
Type Name
hive_table test_tbl
-> Get Started
hive_table data
@ Help hive_table testmanaged
hive_table testext
Asset Details
e
Properties
e HBASE COLUMN FAMILY
Data L de-ge-edl-env-v2
ver: atlas
[8 Profil Created On: -NA-
te Tir -NA-
& Atlas Tags atlas
ted By: atlas
s ACTIVE
Classifications ® Managed
+ Add Classification
Metadata Audits ~ Policy  Access Audits

Overview

N
@ Help
(]

@ System

@ System

Terms | 1 X

term -1@glossary - 2 ®

Qualified Name
default@em

Description
Default Hive database

oeqpsed

® Propagated Terms
term
Q term|
v
Location Created On
@ ((New term for corporate finance@Corporate Finance )
/defauit Mon Mar 29
Ll MonMarz: @ ((avery long term is being created just for testing purpose@Corporate Finance )
/defauit Mon Mar 29
/defauit Mon Mar 29
Cancel
(@ Successfully updated the glossary terms for the asset x
2 Atlas
ified Narr
default:atlas_janus.e@cm
ript
e
e Terms | 1

T T—————
((First Atlas Glossary term@Test Glo, D

No lineage data found

Y ou can search for the same asset in the corresponding Atlas environment as shown in the example image.

< Back To

Results

(\ Apache Atlz =

W CLASSIFICATION 5 GLOSSARY

Advanced @

Q data

data (hive_table)

_ALL_ENTITY_TYPES

Terms: | New term for corporate finance % || Automated Teller Machine (ATM) 3 || Gross Profit x| [+ |

Properties Lineage

Relationships

Classifications Audits Schema

When you select a Hive table asset and navigate to the Asset Details page, under the Schema tab, you can view the

list of terms associated with the asset.

Classifications: ‘ Nam venenatis elit et ultrices sollicitudin % H Proin dictum mauris velit % H dp % H dp_email % H dp_ukpassportnumber ‘ |+
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Overview Schema Metadata Audits Policy Access Audits

Q # Edit -~

Chart Type Column Name Type Unique Values * Null Values Max Min Mean Comment Classifications Terms

v w e - z 18 w® v e +1
“ ¢ cabin string 9 0 +1 ‘Accounting Rate of ...
v ¢ embarked string 3 0 +2 Compound Annual G...
v il fare float 35 0 262.38 23.78 +1 New term for corpor...
v o o g s 0 +6  (Nowsem forcompor.
v e porch s 0 2 02 #1 (Newiemiorsopor
v il passengerid int 50 0 53 1 27 +2 New term for corpor...

+ o+
4 a4

+
(4]
*oeqpee

+
o

+
N

+
3]

v ¢ pelass int 3 0 3 1 242 New term for corpor... ) +5
v e g 2 0 ey lorgmiss.) +6
v ¢ sibsp int 4 0 8 043

v ¢ survived int 2 0 1 072

v sl ticket string 48 0

S

j 1-120f12 < >

Rows per page: 2!

Y ou can add or update the terms for the associated datasets by clicking the Edit button.

CLOUD=RA 0
Data Catalog Data Catalog = Asset Details
Overview Schema Metadata Audits Policy Access Audits
Q search
I Datasets Q 2 Edit ~
# Terms
Bookmarks
Chart Type Column Name Type Unique Values * Null Values Max Min Mean Comment Classifications Terms Classifications

+
~

avery long termis b...

averylongtermish... ) +7

[8 Profilers
- v it age int 21 18 49 1 23.66 (@ Nam venenatis elit ct JY
® A N o

v ¢ cabin string 9 0 (@ Nam venenatis elit et JEY

+
~

v e embarked string 3 0 dp_ukpassportnumb ey

N

+
~

X 4 averylong termis b...
v i fare float 35 0 26238 23.78 dp_ukpassportnumbeliEs
v il name string 54 0 dp_ukpassportnumb el

+
~

avery long term s b

o

avery long termis b...

+
M
*0eqpasd

avery long termis b...

M e parch int 3 0 2 0.42 +
v i passengerid int 50 0 53 1 27 +
v e polass int 3 0 3 1 242 a very long term is b,
v ¢ sex string 2 0 a very long term is b

v ¢ sibsp int 4 4 8 043 avery long termis b...

)

averylongtermish... ) +7

+
~

+
~

+
~

+
~

v ¢ survived int 2 0 1 072 avery long term is b...
-> Get Started
v it ticket string 48 4 averylongtermisb... ) +7

j 1-120f 12

@ Help

N
8
~
v

Rows per page:

Y ou can search for the datasets using the Glossary Terms filter available on the Search page.

Note: The option for searching based on Glossary terms appears only if there are terms available in Apache
Atlas.

1. Goto Search.
2. Select your data lake.
3. Click the Glossary Terms drop-down and selected the term to be searched.

10
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CLOUD=RA
Data Catalog

Search

}\@ Discover assets across multiple data lakes. Find tags or assets in your data lake using Hive assets, attribute facets, or free text.

@ Da
How to search for Asset [2

Q_ Search

‘ @ The profiler cluster is provisioned x
& Da
T Bookmarks Data Lakes

‘ s de - [2 Atlas  [2 Ranger
(& Profilers

Type v (Owner v | (EnttyTag ~ | (Glossary Terms Aj C Refresh & Download CSV W Delete Profiler

Glossary Terms
Type Name of Owner Source Action

v HBase Namespace default atlas hbase

O First Atlas Glossary term@Test Glossary

v HBase Table atlas_janus atlas hbase
v HBase Column Family m NA- atlas hbase
v HBase Column Family | NA- atlas hbase
v HBase Column Family ) NA- atlas hbase
L3
v HBase Column Family i NA- atlas hbase
\ HBase Column Family h NA- atlas hbase
\ HBase Column Family f NA- atlas hbase
\ HBase Column Family s NA- atlas hbase
\ HBase Column Family t NA- atlas hbase
\ HBase Column Family e NA- atlas hbase
\  HDFS Path Test-hdfs-from-Atlas-by- 08/16/2024 12:00 AM CEST -NA- hdfs
Rows per page: 100 ~ 1-120f12

Using Cloudera Data Catal og, you can add or edit asset description values to search for data assets across both
Cloudera Data Catalog and Apache Atlas services by using the asset content. These values can be searched.

In the Asset Details page for each asset type that you select, you can add or edit comment or description fields.
Including these values for the selected asset helps you to identify your chosen asset.

Using the same set of values (comment or description), you can also search for the asset typesin Atlas.

Note: The comment and description options are supported only for Hive table and Hive Column assets. For
E other asset types, only the description option is supported.

Data Catalog ' Asset Details

ww_customers @ Atlas
Properties H Profilers | 2
oe: HIVE TABLE Ou: i Nar Cluster Sensitivity Profiler © Run
40 hortoniabank.ww_customers@cm n: 8 hours ago SUCCESS
L Thursday at 11:50 AM
Datasets: 0 '
hive 4+ Add Comment
on: Tue Mar 09 2021 10:48:45 GMT+0530 (India Stand... Hive Column Profiler
Las ss Time: Tue Mar 09 2021 10:48:45 GMT+0530 (Indi... Descriptio o n: 8 hours ago SUCCESS O Run
4 Add Description
EXTERNAL_TABLE t i Tomorrow at 5:30 PM

hortoniabank
atalo
hortoniabank

click ¥ Add commentor ¥ Add Description fields to include the respective values.

11



CDP Public Cloud / Data Catalog

Search for assets

Data Catalog -~ Asset Details

ww_customers

Properties

Type: HIVE TABLE
# of Columns: 40

Qualified Name
hortoniabank.ww_customers@cm

Data Lake:

Datasets: 0 Comment

Owner: hive passport_number
Created On: Tue Mar 09 2021 10:48:45 GMT+0530 (India Stand.

Last Access Time: Tue Mar 09 2021 10:48:45 GMT+0530 (Indi...

Table Type: EXTERNAL_TABLE

Database: hortoniabank Description

DB Catalog visa_number

Parent: hortoniabank

Click Save to save your changes.

Data Catalog ' Asset Details

Asset details were updated successfully.

ww_customers

Properties

Type: HIVE TABLE
# of Columns: 40

Qualified Name
hortoniabank.ww_customers@cm

Data Lake:
) Comment
Datasets: 0 passport_number

Owner: hive
Created On: Tue Mar 09 2021 10:48:45 GMT+0530 (India Stand... Description
Last Access Time: Tue Mar 09 2021 10:48:45 GMT+0530 (Indi... visa_number

Table Type: EXTERNAL_TABLE
Database: hortoniabank

DB Catalog:

Parent: hortoniabank

Note: You can aso edit the aready saved valued by clicking the

@ Atlas H
Cancel Profilers | 2
Cluster Sensitivity Profiler
Y © Run
Lastrun: 9hours ago | Status: SUCCESS
Next Schedule Run: Thursday at 11:50 AM
Hive Column Profiler
© Run
Lastrun: 8 hoursago | Status: SUCCESS
Next Schedule Run: Tomorrow at 5:30 PM
L3
 Atlas i
H Profilers | 2
Cluster Sensitivity Profiler
v © Run
Lastrun: 9 hours ago | Status: SUCCESS
Next Schedule Run: Thursday at 11:50 AM
Hive Column Profiler
© Run

Lastrun: 8 hours ago | Status: SUCCESS
Next Schedule Run: Tomorrow at 5:30 PM

icon.

Clicking on the Atlas button will navigate to the corresponding Atlas asset page as shown:

ww_customers (hive_table)

Classifications:

Terms:

Properties Lineage Relationships Classifications Audits Schema

w Technical properties

columns (40)

title
givenname
middleinitial

lcomment passport_numberl
createTime 03/09/2021 10:48:45 AM (IST)
db .
hortoniabank
dcProfiledData ‘

samplePercent: "100.0",
rowCount: 50000,

Idescriptiun visa,numberl

> User-defined properties

> Labels

> Business Metadata

Switch to Beta Ul

12
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The values of the Comment or Description fields can be searched in the Sear ch menu. The result page displaysthe
assets where you added your comments and descriptions without the use of filters.

CLOUD=RA
Data Catalog

Search

m D Discover data X
Q search @ Discover assets across multiple data lakes. Find tags or assets in your data lake using Hive assets, attribute facets, o free text.
& ba How to search for Asset [2
T Bookmarks l © The profiler cluster s provisioned x
B Profilers
° Data Lakes
‘ e . . 12 Atlas [2 Ranger

Test comment by develoj Type ~ | (Owner v | (EnlityTag ~ | ( GlossaryTerms ~ C Refresh o& Download CSV 1 Delete Profiler
Type Name Created On Owner Source Action
\ Hive Table test_as_dev 08/27/2024 02:12 PM CEST hive hive
CLOUDZRA f
Data Catalog Asset Details
& Dashboard test_as_dev 12 Atlas
Properties Profilers | 2
HIVETABLE alified Cluster Sensitivity Profiler
15 4 default test_as_dev@cm in: 08/27/2024 02:22 PM CEST SUCCESS © Run
de-qe-edi-env-v1 08/29/2024 03:20 PM CEST
[8 Profilers 0 me
o hive Test comment by developer
i 08/27/2024 02:12 PM CEST : Hive Column Profiler
08/27/2024 02:12 PM CEST This s a test asset. in: 08/27/2024 08:01 PM CEST SUCCESS © Run
MANAGED_TABLE 08/29/2024 02:00 AM CEST
default
em
default

- Get Started
@ Help

Classifications

+ Add Classification

Schema

Overview Metadata Audits

Policy

@ Managed | (@ System | (@ Propagated

Terms |1

Atlas-glossary-term-for-v1@Glossary-f..)

Access Audits

No lineage data found

In Cloudera Data Catalog, you can select a data asset type and under the Asset Details page, to insert acomment and
to provide a description for the selected asset.
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The values of the Comment or Description fields can be searched in the Sear ch menu. The result page displaysthe
assets where you added your comments and descriptions without the use of filters.

CLOUD=RA
Data Catalog Search

@ Das Discover data X

Q search @ Discover assets across multiple data lakes. Find tags or assets in your data lake using Hive assets, attribute facets, or free text

& bat How to search for Asset [2

T Bookmarks l © The profiler cluster s provisioned <

B Profilers

° Data Lakes

3 Ma ‘ s do. . (2 Atlas [Z Ranger
Test comment by develoy Type ~ ) (Owner ~  (EnliyTag - | | GlossaryTerms ~ G Refresh & Download CSV | T Delete Profiler
Type Name Created On Owner Source Action

v Hive Table test_as_dev 08/27/2024 02:12 PM CEST hive hive

X
P
CLOUDZRA f
Data Catalog Asset Details
test_as_dev 2 Atlas
Properties H Profilers | 2
HIVETABLE Jalifec Cluster Sensitivity Profiler
15 4 default test_as_dev@cm in: 08/27/2024 02:22 PM CEST SUCCESS © Run
de-qe-edi-env-v1 1 08/29/2024 03:20 PM CEST
[8 Profilers 0 me
o hive Test comment by developer
I A c 08/27/2024 02:12 PM CEST ; Hive Column Profiler
08/27/2024 02:12 PM CEST This s a test asset. Lastrun: 08/27/2024 08:01 PM CEST SUCCESS © Run
MANAGED_TABLE u 08/29/2024 02:00 AM CEST
default
em
default
Classifications ® Managed | @ System Propagated H Terms |1
+ Add Classification Atlas-glossary-term-for-v1@Glossary-f..)
Overview Schema Metadata Audits Policy Access Audits
L3
- Get Started No lineage data found
@ Help
P

When atable (in blue color link) is clicked, the Asset Details view page is displayed.

If auser isnot authorized to click or view table details, it implies that the user permissions have not been set up in the
Apache Ranger.
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Search for assets

As seenin the following diagram, if users are not able to view the table details, a message appears next to the same

table "Some information might not be available to unauthorised users’.

Q

Filters

v  TYPE
© hive table

Add New Value

ww_customers *
NA

hive table created

NA-

might

Source hive

In the next example diagram, tables that have the permissionsto view are displayed with ablue color link. The ones

that do not have read permissions are visiblein grey.

“~  CREATED BEFORE

Last 1 day
Last 7 days
Last 15 days

Add New Value

Clear

Hive Table

= =
E
L3 ﬁ
E & ﬂ & m
& 8
=3 =4
® @

Hive Table

Hive T:

@
=
@

=
=
5
=
2
=
5

=
3
£
m
-4
o

Hive Table

Hive Table

Hive Table

wys
Created Tue Agr 07 2020

scheduled_gqueries
information_schema

eated Tue &pr 07 2020

schemata
on_schema
Tue Apr 07 2020

table_stats_view
sys
reated Tue Apr 07 2020

scheduled_executions
information_schema

Created Tue Aar 07 2020

andromeda

umajors

Created

Creating classifications for selected assets
Y ou can create classifications in multiple pages. These classifications can be associated with an asset. Then, you can

use these classifications to filter your assets both in Cloudera Data Catal og and Apache Atlas.

Creating a classification from the Search page

1. Navigate to the Sear ch page.

Owner

Owner

Owner

Owner

Owner

Owner

Owner

Owner

hive

hive

hive

hive

hive

Source

hive

hive

hive

hive

hive

hive

hive

hive

hive

hive
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Search for assets

Clickthe *

icon by an asset, then select Edit Classifications.

CLOUDZRA
Data Catalog

Search

o Discover data X
Q search @ Discover assets across multiple data lakes. Find tags or assets in your data lake using Hive assets, attribute facets, or free text.
I How to search for Asset [
T Bookmarks @ The profiler cluster is provisioned. *
B Data Lakes
O l L - 2 Atlas [2 Ranger
n Type ~ Owner ~ Entity Tag ~ Glossary Terms  ~ C Refresh o Download CSV W Delete Profiler
Type Name Created On Owner Source Action
v Hive Table test_as_dev 08/27/2024 02:12 PM CEST hive hive
Edit Classifications
\ Hive DB default NA- public hive Edit Terms &
3. Search for aprevioudly created classification or create a new one.
4. Click Saveto finalize your changes.
1. Navigate to the Asset Details page of an asset.
2. .
. .pe . L3 . .
Click Add Classification or * icon by an asset, then select Edit.
CLOUDERA
Data Catalog Asset Details
test_as_dev © Atlas
Properties Profilers | 2
HIVE TABLE i . Cluster Sensitivity Profiler
4 default.test_as_dev@cm 08/29/2024 03:22 PM CEST SUCCESS © Run
08/31/2024 04:20 PM CEST

08/27/2024 02:12 PM CEST
08/27/2024 02:12 PM CEST
MANAGED_TABLE
default

This is a test asset,

om
default

Classifications @ Managed | | @ System Propagathd

Terms |1

Edit
+ Add Classification &

3. Search for apreviously created classification or create a new one.
4. Click Saveto finalize your changes.

1. Navigateto Atlas Tags.
2. Click Add Tag.

CLOUDZRA

Data Catalog Atlas Tags
Q
Tag Description Created By
dp dp dpprofiler
Test classification created in DC test csso_aszuromi

& Atlas Tags

V1AtlasClassification V1AtlasClassification csso_aszuromi

3. Fill inthe details and Save your changes.

(atlas-glossary-term-for-vi@Glossary-f.

Hive Column Profiler
08/30/2024 08:01 AM CEST | Status: SUCCESS © Run
08/31/2024 02:00 PM CEST

)
[2 Ranger (2 Atlas
[G @ AddTag
)
Created On

08/01/2024 02:50 PM CEST

08/30/2024 03:44 PM CEST

08/15/2024 05:00 PM CEST

IE Note: Your classification still needsto be added to an asset in the Sear ch or Asset Details menu.
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E Note: Classifications are synchronized between Apache Atlas and Cloudera Data Catal og.

Managing Profilers

The Cloudera Data Catal og profiler engine runs data profiling operations on data located in multiple data lakes. These
profilers create metadata annotations that summarize the content and shape characteristics of the data assets.

Table 1: List of built-in profilers

Profiler Namein VM-based environments | Profiler Name in Compute Cluster enabled | Description
environments

Cluster Sensitivity Profiler Data Compliance A sensitive data profiler- PlI, PCI, HIPAA,
etc.

Ranger Audit Profiler Activity Profiler A Ranger audit log summarizer.

Hive Column Profiler Statistics Collector Provides summary statistics like Maximum,
Minimum, Mean, Unique, and Null values at
the Hive column level.

Limitations

* InVM-based environments, profilers do not support |ceberg tables. However, |ceberg tables are discoverable. In
Compute Cluster enabled environments, | ceberg tables can be profiled.

e In Compute Cluster enabled environments, profilers only support tables which are stored on AWS S3 storage.
e Supported file formats:

* VM-based environments:

« CSV
e Compute Cluster enabled environments:

» Statistics Collector profilers and Data Compliance profilers

e CSV

e Parquet

e |ceberg tables
« ORC

Note: Text format tables are not supported in Compute Cluster enabled environments. Profilers skip tables
containing text and continue with the next selected asset. The status SKIPPED is shown in Profiler Details
Job History Job Summary Profiled Assets.

Related Information

Understanding the Cloudera Data Catalog Profiler
Understanding the Cluster Sensitivity Profiler
Understanding the Ranger Audit Profiler

Launching profilers in Compute Cluster enabled environments

In Compute Cluster enabled environments, after you set up the profiler, the Profiler Launcher Services automatically
starts the profiler Kubernetes containers.

E Note: You must be aPower User to launch a profiler cluster.
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1. Onthe Profilers page, select the data lake from which you want to launch the profiler cluster.
2. Click Setup Profiler, to start the profiler cluster setup.

CLOUDZRA

Data Catalog Profilers

Data Lake

l @ dc-datalake

Get Started with Data Profilers X

The Cloudera Data Catalog profiler engine runs data profiling operations as a pipeline on data located in multiple data lakes. Get started by launching profilers to create metadata annotations that
‘summarize the content and shape characteristics of the data assets.
T Bookmarks
Please note that every time a profiling operation takes place, there is a cost associated with it. Setup Profiler

[8 Profilers

O At

-> GetStarted

@ Help
(]
4
3. In Setup Cluster, search for the required instance types:
CLOUDZRA
Datacarsics) Profilers Setup
(1) setup Cluster
Setup Cluster Summary
2 Launch Profiler Data Lake
Select Instance * ® de-datalake
Autoscaling Instance Count
30
(] c5.2xlarge
[8 Profiler ([J c5a.2xlarge
Al ] c5ad.2xlarge
(] c5d.2xlarge
(] c6a.2xlarge
L3
Autoscaling Instance Count * @
30 @ 100 30
Cancel
> Get Started
@ Help
0
4

The available instance types depend on the cloud provider of the underlying environment. Choose from them
based on your performance and cost requirements.

E Note: For more information, see Amazon EC2 Instance types or Azure Virtual Machine series.
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4. Select your required instances and set the Autoscaling instance count to define maximum number of workers. The
underlying Apache Spark service will manage the actual number of used instances based on workload.

CLOUDERA
Data Catalog

Profilers Setup

(1) setup Cluster

Setup Cluster Summary
2 Launch Profiler Data Lake
Select Instance * @ de-datalake

Instance Type
¢5a.2x... vCPU) ) ( ¢5.2xl.... CPU)

c5a.2xlarge
Autoscaling Instance Count

[ Profilers c5.2xlarge ®
(] c5ad.2xlarge

@ y: uJ
(] c5d.2xlarge
(] c6a.2xlarge

Selected Instance

st.No Instance Type
1 c5a 2«large (16 GB, 8 VCPU) uf
2 ©5.2«large (16 GB, 8 VCPU) o

Autoscaling Instance Count* @

30—l 100 ) 40

Next Cancel

5. Click Next.
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6. Select the necessary profilers to be launched.

IS Note: Profilers can be launched later as well. Also, their configuration can be changed after launching
them.

Profilers Setup

Setup Cluster

Launch Profiler AL
Launch Profiler Data Lake
~ Activity Profiler dc-datalake-l
Monitor how your data is being used and who it's used by.
Instance Type
Profiler Configuration : c5a.2x.... VCPU) ([ ¢5.2xl.... vCPU)

WORKER MEM LIMIT:
Autoscaling Instance Count

46 40

NUM WORKERS:

Profilers
4

Activity Data C....liance Table ....istics
THREAD PER WORKER:
3
CRON EXPRESSION:

00***

A Data Compliance Profiler

Ensure your data is compliant by keeping track of sensitive data types

Profiler Configuration :

WORKER MEM LIMIT:
16

NUM WORKERS:
10

THREAD PER WORKER:
3

CRON EXPRESSION:
00*%x

LAST RUN:

Over a period of 2 days

A Table Statistics Profiler

Understand the shape of your data with columnar metrics

Profiler Configuration :

WORKER MEM LIMIT:
16

NUM WORKERS:
10

THREAD PER WORKER:
3

CRON EXPRESSION:
00***

LAST RUN:

Over a period of 2 days

«Previous Start Setup Cancel
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7. Oncethe cluster isready, you can start the individual profilers by clicking Launch.

Profilers

Data Lake

@ dc-datalake-hydrog C Refresh

Get Started with Data Profilers

The Cloudera Data Catalog profiler engine runs data profiling operations as a pipeline on data located in multiple data lakes. Get started by launching profilers to create metadata
annotations that summarize the content and shape characteristics of the data assets. Please note that every time you start a compute operation, there is a cost associated to it.

st

Activity Profiler

N o . Launch
Monitor how your data is being used and who it is used by.

[e]
omo
DD
‘l/@\l‘ Data Compliance Profiler X

. . . - Launch
Ensure your data is compliant by keeping track of sensitive data types.

oi>0  statistics Collector Profiler
,". Launch

Understand the shape of your data with columnar metrics.

Verifying the profiler cluster for Compute Cluster enabled environments

Asafinal step, you can verify that the node group is ready for the profiler jobs under the Cloudera Management
Console Environments Compute Clusters Node Groups pane.

Environments v2  Compute Clusters
v2 O B Stop Actions ¥
aws crn:cdp:environments:us-west-1:9d74eee4-1cad-45d7-b645-7ccf9edbb73d:environment:38a40b34-89fb-4f75-a5fa-8a17b090a52e 10

o @ US West (Oregon) - us-west-2.

£V Data Lake Details

NAME NODES SCALE QUICK LINKS
2 ©®@2 wo Qo Light Duty ©Atlas @ Ranger @ Datdigatalog
STATUS STATUS REASON CRN
@ Running N/A 2792.. ©

Data Hubs Data Lake FreelPA Compute Clusters Cluster Definitions Summary

c Compute Clusters &

Q @® Add Compute Cluster
Status Name CRN
@ Running default- compute-cluster (Default Cluster W e

1-10f1 Items per page: | 25 v
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default-dc-ge-env-v2-compute-cluster Q
& / de-qe-env-v2 / Compute Clusters / compute-cluster
STATUS CLUSTER TYPE DATE CREATED CREATED BY
@ Running Default Cluster 05/08/2024, 05:54:19 Deepak Kumar Singh
CRN
=]
X
Networking Encryption Node Groups Compute Cluster Version Labels
Node Groups €
@ dcprofiler ¢ = @ dcprofiler-worker-spot ¢ = @ liftie-infra © =
LABELS LABELS LABELS
liftie.cloudera. group-id: ig-tp04: ... More liftie.cloudera.com/instance-group-id: ig-q12zn8wn More role.node.kubernetes.io/liftie-infra: true ) ... More
ROOT VOLUME SIZE (GIB) ROOT VOLUME SIZE (GIB) TAINTS
50 100 role.node.kubernetes.io/liftie-infra: true:NoSchedule
NODES NODES ROOT VOLUME SIZE (GIB)
40
NODES
1 0
Auto scales between Auto scales between
1and 10 Oand 81
2
Auto scales between
2and 4

Cloudera Data Catal og supports launching profilers using the Command-Line Interface (CLI) option.

The CLI is one executable and does not have any external dependencies. Y ou can execute some operationsin the
Cloudera Data Catalog service using the Cloudera CLI commands.

Users must have valid permissions to launch profilers on a data lake.

For more information about the access details, see Prerequisites to access Cloudera Data Catal og.

Y ou must have the following entitlement granted to use this feature:
DATA_CATALOG_ENABLE _API_SERVICE

For more information about the Cloudera command-line interface and setting up the same, see Cloudera CLI.

In your Cloudera CLI environment, enter the following command to get started in the CL1 mode.
cdp datacatalog --help

This command provides information about the available commands in Cloudera Data Catalog for Cloudera on cloud
7.2.18. and earlier versions.

The output is displayed as:

NAME

dat acat al og

DESCRI PTI ON

Cl oudera Data Catal og Service is a web service, using this service user can
execute operations |like |launching profilers in Data Catal og.

AVAI LABLE SUBCOMVANDS

| aunch-profilers
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Y ou get additional information about this command by using:
cdp datacatalog launch-profilers --help

NAME
| aunch-profilers -
DESCRI PTI ON

Launches DataCatal og profilers in a given datal ake.

SYNCPSI S
| aunch-profilers
- - dat al ake <val ue>

[--cli-input-json <val ue>]
[--generate-cli-skel eton]
OPTI ONS

--datal ake (string)
The CRN of the Dat al ake.
--cli-input-json

(string) Perforns service operation based on the JSON string provided. The
JSON string follows the fornmat provided by --generate-cli-skeleton. If other
argunents are provided on the command line, the CLI values will override th
e JSON- provi ded val ues.

--generate-cli-skel eton

(bool ean) Prints a sanple input JSON to standard output. Note the specified
operation is not run if this argunent is specified. The sanple input can be
used as an argunent for --cli-input-json.

QUTPUT

dat ahubCl uster -> (object)

I nf ormati on about a cluster.
clusterName -> (string)

The name of the cluster.

crn -> (string)

The CRN of the cluster.

creationDate -> (datetine)

The date when the cluster was created.
clusterStatus -> (string)

The status of the cluster.

nodeCount -> (i nteger)

The cl uster node count.

wor kl oadType -> (string)

The wor kl oad type for the cluster. cloudPlatform-> (string) The cloud plat
form

i mgeDetails -> (object)
The details of the inmage used for cluster instances.
name -> (string)
The nane of the image used for cluster instances.
id-> (string)
The I D of the inmage used for cluster instances.
This is internally generated by the cloud provider to Uniquely identify the
i mage.

catal ogUl -> (string)

The i mage catal og URL.

cat al ogNanme -> (string)

The i mage catal og nane.

environmentCrn -> (string)

The CRN of the environment.

credential Cn -> (string)

The CRN of the credenti al

dat al akeCrn -> (string)

The CRN of the attached dat al ake.
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clusterTenplateCrn -> (string)
The CRN of the cluster tenplate used for the cluster creation.

Y ou can use the following CLI command to launch the data profiler:
cdp datacatal og | aunch-profilers --datal ake [***DATALAKE CRN***]
Example:
cdp datacatal og | aunch-profilers --datal ake crn: cdp: data
| ake: DATACENTERNANE: c*****ph-ccce-4**d- a**1- 8******** 3 dat al ake: 4*****5e- c**
e 4**2_ 8**e_ 1********2
{

}

"success": true

In VM-based environments, you must first provision the Cloudera Data Hub to launch the profiler cluster to view the
profiler results for your assets.

IE Note: You must be a Power User to launch a profiler cluster.

The Profiler Services supports enabling the High Availability (HA) feature.

supported on the Profiler cluster. Contact your Cloudera account representative to activate this feature in your
Cloudera environment.

E Note: The profiler HA feature is under entitlement. Based on the entitlement, the HA functionality is

Attention: By default when you launch a profiler cluster, the instance type of the Master node will be the
& following based on the provider:

¢ AWS-mb5.4xlarge
e Azure- Standard D16 v3
e GCP - e2-standard-16

There are two types of Profiler Services:

e Profiler Manager
e Profiler Scheduler

The Profiler Manager service consists of profiler administrators, metrics, and data discovery services. These three
entities support HA. The HA feature supports Active-Active mode.

i Important: The Profiler Scheduler service does not support the HA functionality.

On the Sear ch page, select the data lake from which you want to launch the profiler cluster. Click the Get Started link
to proceed.
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Profiler Setup -

Setting up the profiler enables the cluster to fetch the data related to the profiled assets. The profiled
assets contain summarized information pertaining to Cluster Sensitivity Profiler, Ranger Audit Profiler,
and Hive Column Profiler.

(] Enable High Availability

The Profiler High Availability (HA) cluster provides failure resilience for several of the services,
including Knox, HDFS, YARN, HMS, and Profiler Manager Service. Services that do not run in HA
mode yet include Cloudera Manager, Livy, and Profiler Scheduler Service.

Setup Profiler

For setting up the profiler, you have the option to enable or disable the HA.

Profiler Setup -

Setting up the profiler enables the cluster to fetch the data related to the profiled assets. The profiled
assets contain summarized information pertaining to Cluster Sensitivity Profiler, Ranger Audit Profiler,
and Hive Column Profiler.

Enable High Availability

The Profiler High Availability (HA) cluster provides failure resilience for several of the services,
including Knox, HDFS, YARN, HMS, and Profiler Manager Service. Services that do not run in HA
mode yet include Cloudera Manager, Livy, and Profiler Scheduler Service.

When enabled, the HA Profiler cluster provides greater resiliency and scalability by using more
virtual machines that incur additional corresponding cloud provider costs.

Setup Profiler

Once you enable HA and click Setup Profiler, Cloudera Data Catal og processes the request and the profiler creation is
in progress.

Profiler Cluster is being created

12619 Action
O Type Name Qualified Name Created On Owner Source
D Azure Container container abfs://container@sparktestingstorage... -NA- -NA- adls
() Aws s3V2Bucket s3-extractor-test s3a://s3-extractor-test@cm -NA- -NA- aws
D Hive Table lounge airline.lounge@cm Mon Oct 04 2021 hrt_1 hive

Later, a confirmation message appears that the profiler cluster is created.
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Profiler Cluster is provisioned successfully

12619 Action
\j Type Name Qualified Name Created On Owner Source
() Azure Container container abfs://container@sparktestingstorage... -NA- -NA- adls
\:J AWS 83 V2 Bucket s3-extractor-test s3a://s3-extractor-test@cm -NA- -NA- aws
() Hive Table lounge airline.lounge@cm Mon Oct 04 2021 hrt_1 hive

Next, you can verify the profiler cluster creation under Cloudera Management Console Environments Data Hubs
pane.

The newly created profiler cluster looks like the following in Cloudera Management Console:

Environments vl Clusters

v1 ©
aws ©
Q @ US West (Oregon) - us-west-2

@ Stop Actions ¥

@ Data Lake Details

NAME NODES SCALE QUICK LINKS
-v1 Q@2 wo Qo Light Duty @ Atlas @ Ranger @ Data Catalog
L3
STATUS STATUS REASON CRN
@ Running N/A . e

Data Hubs Data Lake FreelPA Compute Clusters Cluster Definitions Summary

° Data Hubs &

Q m Create Data Hub

O Status Name Data Hub Type Runtime Node Count Created

O  ©Running [ ) profiler_7_2_18-0 7.218 3 8/2/2024, 08:36:00

1-10f1 Items per page: | 25 ~

Cloudera Data Catalog supports launching profilers using the Command-Line Interface (CLI) option.

The CLI is one executable and does not have any external dependencies. Y ou can execute some operationsin the
Cloudera Data Catalog service using the Cloudera CLI commands.

Users must have valid permissions to launch profilers on a data lake.

For more information about the access details, see Prerequisites to access Cloudera Data Catal og.

Y ou must have the following entitlement granted to use this feature:
DATA_CATALOG_ENABLE_API_SERVICE

For more information about the Cloudera command-line interface and setting up the same, see Cloudera CLI.

In your Cloudera CLI environment, enter the following command to get started in the CL1 mode.
cdp datacatalog --help

This command provides information about the available commandsin Cloudera Data Catal og for Cloudera on cloud
7.2.18. and earlier versions.
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The output is displayed as:

NAME

dat acat al og

DESCRI PTI ON

Cl oudera Data Catal og Service is a web service, using this service user can
execute operations |ike |launching profilers in Data Catal og.

AVAI LABLE SUBCOMVANDS

| aunch-profilers

Y ou get additional information about this command by using:
cdp datacatalog launch-profilers --help

NANME
| aunch-profilers -
DESCRI PTI ON

Launches Dat aCatal og profilers in a given datal ake.

SYNCPSI S
| aunch-profilers
- - dat al ake <val ue>

[--cli-input-json <val ue>]
[--generate-cli-skel eton]
OPTI ONS

--dat al ake (string)
The CRN of the Dat al ake.
--cli-input-json
(string) Perforns service operation based on the JSON string provided. The
JSON string follows the fornmat provided by --generate-cli-skeleton. If other
argunents are provided on the command line, the CLI values will override th
e JSON- provi ded val ues.
--generate-cli-skel eton
(bool ean) Prints a sanple input JSON to standard output. Note the specified
operation is not run if this argunent is specified. The sanple input can be
used as an argunent for --cli-input-json.

QUTPUT

dat ahubCl uster -> (object)

I nf ormati on about a cluster.
clusterNane -> (string)

The name of the cluster.

crn -> (string)

The CRN of the cluster.

creationbDate -> (datetine)

The date when the cluster was created.
clusterStatus -> (string)

The status of the cluster.

nodeCount -> (integer)

The cluster node count.

wor kl oadType -> (string)

The wor kl oad type for the cluster. cloudPlatform-> (string) The cloud plat
form

i mageDetails -> (object)
The details of the image used for cluster instances.
nane -> (string)
The name of the inage used for cluster instances.
id-> (string)
The I D of the inmage used for cluster instances.
This is internally generated by the cloud provider to Uniquely identify the
i mage.
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catal ogUrl -> (string)

The i mage catal og URL.

cat al ogNane -> (string)

The i mage cat al og nane.
environmentCrn -> (string)

The CRN of the environnent.
credential Crn -> (string)

The CRN of the credential.

dat al akeCrn -> (string)

The CRN of the attached dat al ake.
clusterTenplateCrn -> (string)
The CRN of the cluster tenplate used for the cluster creation.

Y ou can use the following CLI command to launch the data profiler:
cdp datacatal og | aunch-profilers --datal ake [***DATALAKE CRN***]
Example:
cdp datacatal og | aunch-profilers --datal ake crn: cdp: data
| ake: DATACENTERNAME: c*****ph-ccce-4**d- a** 1- 8********8: dat al ake: 4*****5e-c**
1-4** Q-8 *@- [** **x*xxx%xD
{

}

"success":. true

Profilers can be temporarily paused to save resources.

1. GotoProfilers.

2. .
Click * > PauseProfiler.
Profilers

Data Lake
@ de- i C Refresh

© Activity Profiler @ FREQUENCY (UTC) NEXT RUN TOTAL EXECUTIONS

-NA- 03/09/2025 01:00 AM CET -NA- ;
£ Details

JOB ID COMPLETED AT JOB DURATION ASSETS PROFILED ® Pause Profiler
-NA- -NA- -NA- T Delete Profiler

3. Click Confirm.
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4. You can click Resume Profiler to continue using it.

Profilers
Data Lake
@ dc
® Activity Profiler ® FREQUENCY (UTC) NEXT RUN
NA- NA-
JOBID COMPLETED AT JOB DURATION
NA- NA-

@ Activity Profiler was disabled on 03/08/2025 07:58 PM CET by Andras Szuromi

TOTAL EXECUTIONS
NA-

ASSETS PROFILED
NA-

C Refresh

&1 Details
® Resume Profiler

W Dele

te Profiler

By default, profilers are enabled and run every 30 minutes. If you want to disable (or re-enable) a profiler, you can do

this by selecting the appropriate profiler from the Configs tab.

1. Goto Profilers Configs.
2. Select the profiler to proceed further.

CLOUDERA
Data Catalog

Profilers - Configs

Jobs  Configs  TagRules

T Bookmarks Profiler Configuration
1) Refillm Name Last Run Time Last Run Status
& MasTags Ranger Audit Profiler 09/12/2024 06:30 PM CEST SUCCESS
Hive Column Profiler 09/12/2024 08:00 AM CEST success
Cluster Sensitivity Profiler 09/11/2024 06:20 PM CEST success

3. Switch the toggle to the desired state.

CLOUDZRA

Data Catalog Profilers / Configs / Detail

Ranger Audit Profiler

Data Lake: de-ge-edi-env-v1

) Bookmarks Q Active

[8 Profilers

& Atlas Tags Schedule*
0%/30%7 %%

' Advance Options

Cancel

Next Scheduled Run

09/12/2024 07:00 PM CEST

09/12/2024 08:00 PM CEST

09/12/2024 07:20 PM CEST

With the Ranger audit Profiler, you can view who has accessed which data from a forensic audit or compliance perspective, visualize access patterns, and identify anomalies in access patterns.

Config Version

Status

Active

Active

Active

In VM-based environments, you must configure a parameter in Profiler Scheduler in your instance to profile table

data in non-default buckets.

1. In Cloudera Data Catalog, make a note of your environment's name in the Sear ch menu.

2. Go Cloudera Management Console Environments
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Search for your environment, then switch to the Data hubs tab.
Open you Cloudera Data Hub by clicking its name.

Open the CM URL under Cloudera Manager Info.

In ClouderaManager go to Configuration Configuration Search .

Search for the term Profiler Scheduler Spark conf.
The Profiler Scheduler Spark conf configuration snippet appears.

8. Add spark.yarn.access.hadoopFileSystems=s3a://default-bucket,s3a://bucket-1,s3a://bucket-2 to Profiler
Scheduler Spark conf to enable profiling for bucket-1 and bucket-2 non-default buckets.

N o g MW

CLOUDZRA .
W Manager Home N Sep19,1:37 PMUTC

Status Al Health Issues  Configuration ~  AllRecent Commands

Configuration Search

[ Q Profiler Scheduler Spark conf ‘ SN @ Filters
Filters Show All Descriptions
profiler_scheduler > Profiler Scheduler Agent Default Group [}
v SCOPE park.sql qubole spark hiveacid. nvertExtension ‘ jugcl
Profiler Scheduler Agent 1 ;
sparkkn qubole.spark hiveacid.util ‘ e
v CATEGORY
i spark.sql.hive.hwc.execution.mode=spark ] jufc]
ain L
 sTATUS spark.datasource.hive.warehouse.read.via.llap=false ‘ e
o Eror 0 park hive warehouse. metastoreUri=${hive. metastore.uris) ‘ oo
A Warning
& Edited C park.sql.hi jdbe.url . server. kerberos. principal} ‘ oe
% Non-Default 0
© Include Overrides
Hine spark sql.hive hiveserver2 jdbc. hs2 jdbe.url.hive_on_tez} ‘ e

1-10f1

@ Support
(]

In Profilers, you can see the status and statistics of your profilers.

Under Profilers, you can have an overview of your profiler since their launch and some basic information of the last
jobs. Use this page to quickly check if your profiler jobs are failing.
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Profilers
Data Lake
@ de-
@ Activity Profiler FREQUENCY (UTC)
at 00:00
JOB ID COMPLETED AT
© KGVYOETJigt6 03/14/2025 01:01 AM CET
© Data Compliance Profiler @ FREQUENCY (UTC)
at 01:01
JOB ID COMPLETED AT
© DXNMSUSN 03/14/2025 02:01 AM CET
@ Statistics Collector Profiler ® FREQUENCY (UTC)
at 00:00
JOB ID COMPLETED AT
© FGUOEWTS 03/14/2025 01:01 AM CET

For each profiler, you can view the details about:

e Profiler type

e Frequency (UTC)
e Next Run (in your local timezone)
» Total Executions (since the launch of the profiler)

Job status is marked with icons (° @, °)

* Running (Successfully launched)
* Paused
* Creationin Progress
e JOBID of thelast job
« COMPLETED AT
* JOB DURATION (of the last job)
« ASSETSPROFILED (by thelast job)

E Note: Not available for the Activity Profiler.

Profiler Status for the last job (asanicon o,@, °)

NEXT RUN
03/15/2025 01:00 AM CET

JOB DURATION

2 seconds

NEXT RUN
03/15/2025 02:01 AM CET

JOB DURATION
3 seconds

NEXT RUN
03/15/2025 01:00 AM CET

JOB DURATION
1 seconds

C Refresh

TOTAL EXECUTIONS
9

TOTAL EXECUTIONS
5

ASSETS PROFILED
NA-

TOTAL EXECUTIONS
24

ASSETS PROFILED
NA-

Using this data can help you to troubleshoot failed jobs or even understand how the assets were profiled and other
pertinent information that can help you to manage your profiled assets.

Click * >Detailsto gain more information about your profiler jobsin Profilers Profilers Details .

Use the following filters to screen your profiler jobs:

« Status:
+ Faled
e Running
e Finished
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« TimeRange
*  Modes’

Dry Run®

The Dry Run mode refers to the first on-demand profiler jobs, triggered to validate custom tag rules. These test
the tag rule on a subset of entities from the data lake.

+ On Demand
» Scheduled

CLOUD=RA
Data Catalog

Profilers Details

@ / Profilers / Profilers Details

& Dashboard
Q "
© Data Compliance @
s do
RECENT JOB D
0 soct O & YPTTBMTM
3ookmarks
(& Profilers
Job History  Configuration
& Al e
Q
Status Job Id
o YPTT8MTM
] VETBZKVB
° XINZACUT
° dryrun-5E8EFFH3
o dryrun-ZUDTAMYU
o dryrun-DNAFHZBE
] dryrun-ZZ3PJ9JK
] dryrun-X2JU902V
o dryrun-N48RIVUT

TOTAL JOBS

157

Tag Rules

Status ~

TOTAL PROFILED ASSETS

@148

The Job History shows the profiling jobs started in the last 30 days by defaut

Job Type

Scheduled

On Demand

On Demand

Dry Run

Dry Run

Dry Run

Dry Run

Dry Run

Dry Run

Time Range ~

Modes ~

Started On

02/26/2025 03:04 PM CET

02/26/2025 12:25 PM CET

02/26/202512:21 PM CET

02/26/202510:10 AM CET

02/26/2025 10:07 AM CET

02/26/2025 09:56 AM CET

02/26/2025 09:53 AM CET

02/26/2025 09:47 AM CET

02/26/2025 09:18 AM CET

LASTRUN NEXT RUN

02/26/2025 03:04 PM CET 02/27/2025 03:01 PM CET
Finished On
NA-

02/26/2025 12:25 PM CET

02/26/2025 12:22 PM CET

02/26/202510:12 AM CET

02/26/202510:10 AM CET

02/26/2025 09:56 AM CET

02/26/2025 09:53 AM CET

02/26/2025 09:50 AM CET

02/26/2025 09:18 AM CET

B

Disable Profiler

'SCHEDULE FREQUENCY (UTC)
at 14:01

Profiled Assets
" F
1/1
Job Details
1/1 Profiled Assets

NA-

NA-

NA-

NA-

NA-

NA- H J

By clicking * by theindividual jobsin Profilers Details, you can drill further down to Job Summary and Profiled

Assets.,

The Job Summary shows you the specific configuration applied for that particular job run.

2 Only available for the Data Compliance and Statistics Collector profilers.
3 Only available for the Data Compliance profiler.
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CLOUD=RA
Data Catalog

Profilers Details

@ / Profilers / Profilers Details

© Data Compliance @

 do
RECENT JOB ID TOTAL JOBS TOTAL PROFILED ASSETS
Q0 Bookmark O & YPTTBMTM 157 846
3ookmarks
Profilers
JobHistory  Configuration  Tag Rules
3 Al —_—
Q, search by Job Id Status ~  Time Range ~ Modes ~

The Job History shows the profiling jobs started in the last 30 days by defautt

Status Job Id

0 YPTTSMTM

° VETBZKVB

° X9NZACUT

o dryrun-5E8EFFH3

o dryrun-ZUDTAMYU
° dryrun-DNAFHZSE
° dryrun-ZZ3PJ9JK

° dryrun-X2JU902v
° dryrun-N4RIVUT

Job Type

Scheduled

On Deman

On Deman

Dry Run

Dry Run

Dry Run

Dry Run

Dry Run

Dry Run

d

d

Started On

02/26/2025 03:04 PM CET

02/26/2025 12:25 PM CET

02/26/202512:21 PM CET

02/26/202510:10 AM CET

02/26/2025 10:07 AM CET

02/26/2025 09:56 AM CET

02/26/2025 09:53 AM CET

02/26/2025 09:47 AM CET

02/26/2025 09:18 AM CET

LASTRUN
02/26/2025 03

»

Job Summary

Details
JoBID
@) YPTTEMTM
STARTED

WORKER MEMORY LIMIT
16

LAST RUN CHECK
Over a period of 2 days

Profiled Assets

STARTED ON
02/26/2025 03:04 PM
CET

FINISHED ON ASSETS PROFILED

NA- 32

THREADS PER WORKER

3

CRON EXPRESSION
114%%%

NUMBER OF WORKERS
10

The Profiled Assets not only givesyou alist of entities that were selected by your profiler to be profiled, but it let's

you filter them.

CLOUDZRA

Data Catalog Profilers Details

B / Profilers / Profilers Details
& Dashboard

== dc-
RECENT JOB ID

q y (© @ T4KGHSSH
Bookmarl

(@ Profilers

<

Job History  Configuration

Q_ Search by Job Id

Status. Job Id

° TAKGHSSH
° P3BZFZKT
° WTCWGKKX
° CNHGSFOP
° MAAUFWJQ
° EQMLQEYM
° K8474V3T
° 7NNHU4Z0
° NQX9UWGP

@ Data Compliance Profiler @

TOTAL JOBS

74

Tag Rules

Status ~

Job Type

Scheduled

Scheduled

Scheduled

Scheduled

Scheduled

Scheduled

Scheduled

Scheduled

Scheduled

Time Range

The Job History shows the profiling jobs started in the last 30 days by defautt.

TOTAL PROFILED ASSETS
1199

Modes ~

Started On

04/01/2025 09:15 PM CEST

04/01/2025 08:15 PM CEST

04/01/2025 07:15 PM CEST

04/01/2025 06:15 PM CEST

04/01/2025 05:15 PM CEST

04/01/2025 04:15 PM CEST

04/01/2025 03:15 PM CEST

04/01/2025 02:15 PM CEST

04/01/2025 01:15 PM CEST

LASTRUN
04/01/2025 09:

Ly
4
»
Job Summary
L3
Details  Profiled Assets
Q Status ~
Status  Asset Name
o airline.flight
o airline.lounge
o airline.lounge_classic
o airline.lounge_premium
" claim.provider_summary
This Asset was skipped because File Format: org.apache.hadoop.hive.serde2.lazy.LazySimpleSerDe is not supported
® cost_savings.claim_savings
® default.new_data_tablesb2
- default.new_data_table6ap
° default.datagen_table_sensitive_326__1
" default.new_data_tablezy8
L] finance.tax_2015
° hortoniabank.eu_countries
° hortoniabank.us_customers
° hortoniabank. ww_customers
Close
4

Note: Hovering over the skipped assets shows the reason for not including the particular asset.

Use the Profilers > Jobs page for tracking the respective profiler jobs.

33



CDP Public Cloud / Data Catalog

Under Profilers Jobs, you can have an overview of your started profiler jobs. By using the D, W, M filters, you can
go back up to aday, week or amonth, to see your previous jobs. Use this page to quickly check if your profiler jobs
arefailing.

In VM-based environments, Profilers Jobs can show you the current profiling Stage based on the relevant service

Managing Profilers

used:

Profilers * Jobs

Jobs Configs Tag Rules

Filters Clear All

Job Status

() Finished 65
() Running 0

[ Failed 0

Profilers
(J Cluster Sensitivity Profiler 0
(J Ranger Audit Profiler 65

() Hive Column Profiler 0

Profiler

Ranger Audit

Ranger Audit

Ranger Audit

Ranger Audit

Ranger Audit

Ranger Audit

Ranger Audit

Ranger Audit

Ranger Audit

Stage

Livy

Scheduler Service

Livy

Scheduler Service

Livy

Scheduler Service

Livy

Scheduler Service

Livy

Status

® Finished

® Finished

® Finished

® Finished

® Finished

® Finished

® Finished

® Finished

® Finished

For each profiler job, you can view the details aboult:

* Profiler type

* Profiler Status

» Stage (for VM-based environments)

* Job Status
e JoblID
« Start Time

e Last Updated On

Using this data can help you to troubleshoot failed jobs or even understand how the assets were profiled and other
pertinent information that can help you to manage your profiled assets.

Start On

09/10/2024 03:30 PM CEST

09/10/2024 03:30 PM CEST

09/10/2024 03:00 PM CEST

09/10/2024 03:00 PM CEST

09/10/2024 02:30 PM CEST

09/10/2024 02:30 PM CEST

09/10/2024 02:00 PM CEST

09/10/2024 02:00 PM CEST

09/10/2024 01:30 PM CEST

In VM-based environments, profiler job runsin the following phases:

e Scheduler Service - The part of Profiler Admin which queues the profiler requests.

Last Updated On

09/10/2024 03:31 PM CEST

09/10/2024 03:30 PM CEST

09/10/2024 03:01 PM CEST

09/10/2024 03:00 PM CEST

09/10/2024 02:31 PM CEST

09/10/2024 02:30 PM CEST

09/10/2024 02:01 PM CEST

09/10/2024 02:00 PM CEST

09/10/2024 01:31 PM CEST

* Livy - Thisserviceis managed by YARN and is used to submit the Apache Spark jobs after which the actual asset
profiling takes place.
« Metrics Service - Reads the profiled data files and publishes them.

Note: More than one occurrence of Scheduler Service or Livy indicates that there could be more assets to be
profiled. For example, if an HBase schedule has about 80 assets to be profiled, the first 50 assets would be

profiled in the first Livy batch and the other assets get profiled in the next batch.

Y ou can check the configuration and its changes for your profilesin Profilers > Profiler Details > Configuration.

In Profilers Profiler Details Configuration All Configurations you can set the scheduling and resources of your

profilers.
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HH Profilers Details

1y / Profilers / Profilers Details

s de

RECENT JOB ID
© © IRSCR3WG

& B3 A

Job History  Configuration

<

All Configurations
Asset Filtering Rules

Configuration Version History

© Data Compliance Profiler @

TOTAL JOBS TOTAL PROFILED ASSETS

2 @0

Tag Rules

Profiler Configuration
Schedule *
O Basic © cron Expression

Cron Expression * @
0oue

Last Run Check * @

DayRange * @
2

Maximum number of executors * @

10

Maximum cores per executor * (@

3

Executor memory limitin GBs * @

16

LASTRUN
03/07/202501:37 PM IST

NEXT RUN
04/05/2025 05:30 AM IST

Configuration Version History lets you check your changes to your settings.

Profilers Details

@ Statistics Collector @

s dc-

RECENT JOB ID
@ CHVHNK3

Job History Configuration

All Configurations
Asset Filtering Rules

Configuration Version History

Clicking All Configurations shows all settings at the time, including the unchanged options.

TOTAL JOBS TOTAL PROFILED ASSETS
158 B 6944

Configuration History

LAST RUN
02/26/2025 12:23 PM CET

NEXT RUN
02/27/202511:41 AM CET

Review your profiler configuration changes in a sequential order. Clicking All Configurations displays the full list of settings used at that time.

02/24/2025 02:31 PM CET

CreatedBy:  Configuration version:
14.0

Last Run in Days :
Before:5  After:2

02/21/202511:39 AM CET

Created By: Configuration version:
13.0

Maximum number of executors :
Before: 20 After: 10

02/21/202511:32 AM CET

Created By: Configuration version:
120

Cron Expression :
Before:4110***  After:3510***

Disable Profiler

SCHEDULE FREQUENCY (UTC)
at 00:00

Disable Profiler

SCHEDULE FREQUENCY (UTC)
at10:41

X
All Configurations
All Configurations
All Configurations
4
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»

Configuration version 14.0

Profiler Configuration

Cron Expression :
4110 ***

Last Run in Days :
5

Last Run Enabled :
true

Executor Configurations

Maximum number of executors :

20

Maximum cores per Executor :
3

Executor memory limit in GBs :
11G

Close

Cron Expression :
4110 ***

Last Run in Days :
2

Last Run Enabled :
true

Maximum number of executors :

20

Maximum cores per Executor :
3

Executor memory limit in GBs :
116G
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Y ou can monitor the last status of individual profilers by viewing them in Profiler > Configs. Also, you can change
their resources, sensitivity and scheduling.

Profilers / Configs

-

Jobs  Configs  TagRules

Profiler Configuration

Name Last Run Time Last Run Status Next Scheduled Run Config Version ~ Status
Ranger Audit Profiler 09/10/2024 05:30 PM CEST SUCCESS 09/10/2024 06:00 PM CEST 1 Active
Hive Column Profiler 09/09/2024 08:00 PM CEST SUCCESS 09/10/2024 08:00 PM CEST 1 Active
Cluster Sensitivity Profiler 09/09/2024 05:20 PM CEST SUCCESS 09/10/2024 06:20 PM CEST 1 Active

Select one of the profilers to open the Detail menu.

CLOUDZRA il
Data Catalog Detail

@ Dashboard Hive Column Profiler

Data Lake: dc-

With the Hive Column Profiler, you can view the shape or distribution characteristics of the columnar data within a Hive table.

@ rcive

T Bookmarks

[8 Profilers Schedule®

0 000/61/1%2%
Lastruncheo’ @)
‘ 2 Days -

‘ Sample Percentage ~

100

' Advanced Options

Asset Filter Rules
DenyList  Allow List

The profiler will skip profiling the assets which meet at least one of the deny st rules.

a

—— Status Key Operator Value
Get Started
® we o table equals test
Help
Cancel

Monitoring the profiler configurations has the following uses:

« Verify which profilers are active or inactive.
* Verify the status of the profiler runs.
e View thelast run time and status and the next scheduled run.

Configure the scheduling and the available resources for your profiler.

1. Goto Profilersand select your datalake.
2. Goto Profilers Activity Profiler Profiler Details Configuration All Configurations
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3. Select aschedule to run profiler using either UNIX Cron Expression or the Basic scheduler.

Profiler Configuration

Schedule *

O Basic @ cron Expression

Cron Expression * @

CRON expression for profiling job which will be run according to UTC. A sample expression is [30 7 * * ¥] for running jobs at 07:30(am) everyday

| Profiler Configuration

Schedule *

@® Basic O Cron Expression

At ’ 4 - ]minute of | 4 ~ |hourson| 1 -

st day of ‘ January ~

month on ‘ every ~ | day of week

Time Zone:‘ uTc v \

4. Continue with resource settings:
a) Set the Maximum number of executors

Indicates the number of processes that are used by the distributed computing framework. The recommended
valueis at least four executors.

b) Set the Maximum cores per executor

Indicates the maximum number of cores that can be allocated to an executor.
c) Set the Executor memory limit in GBs
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Maximum number of executors * @

4

Maximum cores per Executor * @

3

Executor memory limit in GBs * @

4G

5. Click Saveto apply the configuration changes to the selected profiler.

Ranger Audit Profiler configuration
In addition to the generic configuration, there are additional parameters for the Ranger Audit Profiler that can be
optionally edited.
Procedure

1. Goto Profilersand select your datalake.
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2. Goto Profilers Configs.

3. Select Ranger Audit Profiler.
The Detail pageis displayed.

Use the toggle button

o Active

to enable or disable the profiler.

5. Select a schedule to run the profiler using a quartz cron expression.

Detail

Ranger Audit Profiler

Data Lake: dc-env1

With the Ranger audit Profiler, you can view who has accessed which data from a forensic audit or compliance perspective, visualize access patterns, and identify anomalies in access patterns.

() Active

Schedule*

0*/30%2**

~  Advanced Options

Number of Executors™®

1

Executor Cores™®

1

Executor Memory (in GB)*

1

Driver Core*

1

Driver Memory (in GB)*

1

Cancel

6. Continue with the resource settings.

* In Advanced Options, set the following:

Number of Executors - Enter the number of executorsto launch for running this profiler.

Executor Cores - Enter the number of coresto be used for each executor.

Executor Memory - Enter the amount of memory in GB to be used per executor process.
Driver Cores - Enter the number of cores to be used for the driver process.

Driver Memory - Enter the memory to be used for the driver processes.

Note: For more information, see Configuring SPARK on YARN Applications and Tuning Resource

Allocation.

7. Click Save to apply the configuration changes to the selected profiler.
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Y ou can configure the scheduling and the available resources for your profiler.

1. GotoProfilersand select your datalake.
2. Goto Profilers Data Compliance Profiler Details Configuration All Configurations
3. Select aschedule to run profiler using either UNIX Cron Expression or the Basic scheduler.

Profiler Configuration

Schedule *

O Basic @ cron Expression
Cron Expression * (@

CRON expression for profiling job which will be run according to UTC. A sample expression is [30 7 * * ¥] for running jobs at 07:30(am) everyday

| Profiler Configuration

Schedule *

@ Basic O Cron Expression

hours on ‘ 1 ~ | st day of ‘ January ~

At [ 4 v month on

minute of ‘ 4 v

every ~ | day of week

Time Zone: | UTC v

4. Select Last Run Check and set a period in Day Range if needed.

E Note:

The Last Run Check enables profilers to avoid profiling the same asset on each scheduled run.

If you have scheduled a cron job, for example set to start in about an hour, and have enabled the Last Run
Check configuration for two days, this setup ensures that the job scheduler filters out any asset which was
already profiled in the last two days.

If the Last Run Check configuration is disabled, assets will be picked up for profiling as per the job cron
schedule, honoring the asset filter rules.
5. Continue with resource settings:
a) Set the Maximum number of executors

Indicates the number of processes that are used by the distributed computing framework. The recommended
valueis at least 10 executors.

b) Set the Maximum cores per executor

Indicates the maximum number of cores that can be allocated to an executor.
¢) Set the Executor memory limit in GBs
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Maximum number of executors * @

4

Maximum cores per Executor * @

3

Executor memory limit in GBs * @

4G

6. Click Saveto apply the configuration changes to the selected profiler.
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7. Add Asset Filtering Rules as needed to customize the selection of assetsto be profiled.

E Note:
» Profiler configurations apply to both scheduled and on-demand profiler jobs.

¢ In Compute Cluster environments, you cannot enable conflicting Allow and Deny list rules at the same
time. Enabling conflicting rules resultsin an error message.

Request to create profiler asset filter rule failed. One or more rules with
@ the same condition already exist in your Allow or Deny list. In caseitisin X
the other list, you can disable the rule from that list and retry.

a) Setyour Deny List and Allow-list.
The profiler will skip profiling assets that meet any criteriain the Deny List and will include assets that meet
any criteriain the Allow List.

1. Select the Deny-list or Allow List tab.
2. Click Add New Rule to define new rules.
3. Sdlect the key from the drop-down list and the relevant operator. Y ou can select from the following:

Key Operator

Database name +  equas

e startswith

ends with

Name (of asset) e equas
Owner (of asset) *  contains

¢ startswith

¢ endswith
Creation date e greater than

¢ lessthan

4. Enter the value corresponding to the key. For example, you can enter a string as mentioned in the previous
example.

5. Click Add Rule. Once arule is added (enabled by default), you can toggle the state of the new ruleto
enableit or disable it as needed.

E Note: You can check the list of asset impacted by your ruleby clicking ¢ > Affected Assets.

Cluster Sensitivity Profiler profiler configuration
In addition to the generic configuration, there are additional parameters for the Cluster Sensitivity Profiler that can be
optionally edited.
Procedure

1. Goto Profilersand select your datalake.
2. Goto Profilers Configs.
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3. Select Cluster Sensitivity Profiler.
The Detail page is displayed which contains the following sections:

Detail

Cluster Sensitivity Profiler

Data Lake: dc-env1

The Cluster Sensitivity Profiler automatically performs context and content inspection to detect various types of sensitive data. It also suggests suitable classifications or tags based on the type of sensitive content detected or discovered.

o Active

Schedule®

020***?
Last Run Check® o
‘ 2 Days v ‘

Sample Data Size *

‘ Number of Rows ~ ‘ 100

~  Advanced Options

Number of Executors*

: ®
Executor Cores*
: ®
Executor Memory (in GB)*
: ®
Driver Core®
: ®
Driver Memory (in GB)*
: ®
4,
() Active
Use the toggle button to enable or disable the profiler.

5. Select aschedule to run the profiler. Thisisimplemented as a quartz cron expression.
For more information, see Understanding the Cron Expression generator.
6. Select Last Run Check and set aperiod if needed.

Note:
E The Last Run Check enables profilers to avoid profiling the same asset on each scheduled run.

If you have scheduled a cron job, for example set to start in about an hour, and have enabled the Last Run
Check configuration for two days, this setup ensures that the job scheduler filters out any asset which was
aready profiled in the last two days.

If the Last Run Check configuration is disabled, assets will be picked up for profiling as per the job cron
schedule, honoring the asset filter rules.

7. Set the sample settings for VM-based environments:
a. Select the Sample Data Size.

1. From the drop down, select the type of sample data size.
2. Enter the value based on the previously selected type.




CDP Public Cloud / Data Catalog Managing Profilers

8. Continue with the resource settings.
a. In Advanced Options, set the following:

* Number of Executors - Enter the number of executors to launch for running this profiler.
» Executor Cores - Enter the number of cores to be used for each executor.

e Executor Memory - Enter the amount of memory in GB to be used per executor process.
» Driver Cores - Enter the number of cores to be used for the driver process.

» Driver Memory - Enter the memory to be used for the driver processes.

Note: For more information, see Configuring SPARK on Y ARN Applications and Tuning Resource
Allocation.

9. Click Saveto apply the configuration changes to the selected profiler.
10. Add Asset Filter Rules as needed to customize the selection of assets to be profiled.

Note:
E « Profiler configurations apply to both scheduled and on-demand profiler jobs.
¢ InVM based environments, Deny lists are prioritized over Allow lists.

For example adding aregular expression for a database to the Deny list and adding a regular
expression for atable within the first database to the Allow list will result in both entities filtered out.
On the other hand, you can include all entities except one from a database by adding the database to
the Allow list. Then, add the particular entity from the database to the Deny List.

a) Setyour Deny List and Allow-list.
The profiler will skip profiling assets that meet any criteriain the Deny List and will include assets that meet
any criteriain the Allow List.

1. Select the Deny-list or Allow List tab.
2. Click Add New to define new rules.
3. Select the key from the drop-down list and the relevant operator. Y ou can select from the following:

Database name « equas

e dtartswith

e endswith
Name (of asset) «  equas
Owner (of asset) *  contains

e dtartswith

e endswith
Creation date «  greater than

¢ lessthan

4. Enter the value corresponding to the key. For example, you can enter a string as mentioned in the previous
example.

5. Click Add Rule. Once aruleis added (enabled by default), you can toggle the state of the new ruleto
enableit or disable it as needed.

Y ou can configure the scheduling and the available resources for your profiler.

1. Goto Profilersand select your datalake.
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2. Select a schedule to run profiler using either UNIX Cron Expression or the Basic scheduler

Profiler Configuration

Schedule *

O Basic @ cron Expression
Cron Expression * @

CRON expression for profiling job which will be run according to UTC. A sample expression is [30 7 * * ¥] for running jobs at 07:30(am) everyday

| Profiler Configuration

Schedule *

@ Basic O cron Expression

Al‘ 4 v ‘ minute of | 4 v

hours on [ 1 v

st day of ‘ January ~

month on ‘ every ~ | day of week

Time Zone: ’ utc v ‘

3. Select Last Run Check and set aperiod in Day Range if needed.

E Note:

The Last Run Check enables profilers to avoid profiling the same asset on each scheduled run.

If you have scheduled a cron job, for example set to start in about an hour, and have enabled the Last Run
Check configuration for two days, this setup ensures that the job scheduler filters out any asset which was
aready profiled in the last two days.

If the Last Run Check configuration is disabled, assets will be picked up for profiling as per the job cron
schedule, honoring the asset filter rules.
4. Continue with resource settings:
a) Set the Maximum number of executors

Indicates the number of workers that are used by the distributed computing framework. The recommended
valueisat least 10 executors.

b) Set the Maximum cores per executor

Indicates the maximum number of cores that can be allocated to an executor.
c) Set the Executor memory limit in GBs
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Maximum number of executors * @

4

Maximum cores per Executor * @

3

Executor memory limit in GBs * @

4G

5. Click Saveto apply the configuration changes to the selected profiler.
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6. Add Asset Filtering Rules as needed to customize the selection and desel ection of assets which the profiler
profiles.

E Note:
» Profiler configurations apply to both scheduled and on-demand profiler jobs.

¢ In Compute Cluster environments, you cannot enable conflicting Allow and Deny list rules at the same
time. Enabling conflicting rules resultsin an error message.

Request to create profiler asset filter rule failed. One or more rules with
@ the same condition already exist in your Allow or Deny list. In caseitisin X
the other list, you can disable the rule from that list and retry.

a) Setyour Deny List and Allow-list.
The profiler will skip profiling assets that meet any criteriain the Deny List and will include assets that meet
any criteriain the Allow List.
1. Click Add New Ruleto define new rules.
2. Usethe radio buttons to define your new rule for the Allow or Deny List.
3. Sdlect the key from the drop-down list and the relevant operator. Y ou can select from the following:

Key Operator

Database name e equas

e startswith

¢ endswith
Name (of asset) e equas
Owner (of asset) *  contains

¢ startswith

¢ endswith
Creation date e greater than

¢ lessthan

4. Enter the value corresponding to the key. For example, you can enter a string as mentioned in the previous
example.

5. Click Add Rule. Once arule is added (enabled by default), you can toggle the state of the new ruleto
enableit or disable it as needed.

E Note: Y ou can check the list of assetsimpacted by your rule by clicking * > Affected Assets.

Hive Column Profiler configuration
In addition to the generic configuration, there are additional parameters for the Hive Column Profiler that can be
optionally edited.
Procedure

1. Goto Profilersand select your datalake.
2. Goto Profilers Configs.
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3. Select Hive Column Profiler.
The Detail pageis displayed.

Detail

Hive Column Profiler

Data Lake: dc-env1

With the Hive Column Profiler, you can view the shape or distribution characteristics of the columnar data within a Hive table.

o Active

Schedule*

000/61/1*2*

Last Run Check* 0

‘1Day -

Sample Data Size *

‘ Sample Percentage ~ 100
~  Advanced Options
Number of Executors*kf

1 @
Executor Cores™

1 @
Executor Memory (in GB)*

1 ©)
Driver Core®

1 ©)
Driver Memory (in GB)*

1 ®

4.
() Active

Use the toggle button to enable or disable the profiler.

49



CDP Public Cloud / Data Catalog Managing Profilers

5. Select a schedule to run the profiler. Thisisimplemented as a quartz cron expression.
For more information, see Understanding the Cron Expression generator.
6. Select Last Run Check and set aperiod if needed.

Note:
E The Last Run Check enables profilers to avoid profiling the same asset on each scheduled run.

If you have scheduled a cron job, for example set to start in about an hour, and have enabled the Last Run
Check configuration for two days, this setup ensures that the job scheduler filters out any asset which was
already profiled in the last two days.

If the Last Run Check configuration is disabled, assets will be picked up for profiling as per the job cron
schedule, honoring the asset filter rules.
7. Set the sample settings:

a. Select the Sample Data Size.

1. From the drop down, select the type of sample data size.
2. Enter the value based on the previously selected type.

8. Continue with the resource settings.
a. In Advanced Options, set the following:

* Number of Executors - Enter the number of executors to launch for running this profiler.
» Executor Cores - Enter the number of coresto be used for each executor.

« Executor Memory - Enter the amount of memory in GB to be used per executor process.
» Driver Cores - Enter the number of cores to be used for the driver process.

« Driver Memory - Enter the memory to be used for the driver processes.

Note: For more information, see Configuring SPARK on YARN Applications and Tuning Resource
Allocation.

9. Click Save to apply the configuration changes to the selected profiler.
10. Add Asset Filter Rules as needed to customize the selection and deselection of assets which the profiler profiles.

E Note:
« Profiler configurations apply to both scheduled and on-demand profiler jobs.
e InVM based environments, Deny lists are prioritized over Allow lists.

For example adding aregular expression for a database to the Deny list and adding a regular
expression for atable within the first database to the Allow list will result in both entities filtered out.
On the other hand, you can include all entities except one from a database by adding the database to
the Allow list. Then, add the particular entity from the database to the Deny List.

a) Setyour Deny List and Allow-list.
The profiler will skip profiling assets that meet any criteriain the Deny List and will include assets that meet
any criteriain the Allow List.

1. Select the Deny-list or Allow List tab.
2. Click Add New to define new rules.
3. Select the key from the drop-down list and the relevant operator. Y ou can select from the following:

Database name « equas
e startswith
e endswith
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Name (of asset) « equas
Owner (of asset) *  contains

e startswith

e endswith
Creation date «  greater than

* lessthan

4. Enter the value corresponding to the key. For example, you can enter a string as mentioned in the previous
example.

5. Click Add Rule. Once aruleis added (enabled by default), you can toggle the state of the new ruleto
enableit or disableit as needed.

Using certain scripts that can be executed by the root users, you can back up of the profiler databases. Later, if you
want to delete the existing Cloudera Data Hub cluster and launch a new cluster, you will have an option to restore the
old data.

i Important: Backing up and restoring the profiler database is only available in VM-based environments.

Cloudera Data Catalog includes profiler services that run data profiling operations on data that is located in multiple
datalakes. In VM-based environments, the profiler services run on a Cloudera Data Hub cluster. When you del ete the
Cloudera Data Hub cluster, the profiled data and the user configuration information stored in the local databases are
lost.

Profiler clusters run on the Cloudera Data Hub cluster using embedded databases:

e profiler_agent
e profiler_metrics

Note: If you download the modified Cluster Sensitivity Profiler rules before deleting the profiler cluster, and

IE |ater when you create a new profiler cluster, you can restore the state of the rules manually. If the system rules
are part of the downloaded files, you must Suspend those rules. If custom rules are part of the downloaded
files, you must deploy those rules. Thisis applicableif the profiler cluster has Cloudera Runtime below 7.2.14
version.

The Backup and Restore script can be used only on Amazon Web Services, Microsoft Azure, and Google Cloud
Platform clusters where they support cloud storage.

« When you upgrade the data lake cluster and want to preserve profiler datain the Cloudera Data Hub cluster.

*  When you want to delete the Cloudera Data Hub cluster but preserve the profiler data.

*  When you want to relaunch the profiler and access the older processed data.

. E Note: For users using Cloudera Data Catalog on Cloudera Runtime 7.2.14 version, note the following:

« No user action or manual intervention needed after the upgrading Cloudera Data Hub cluster to the
7.2.14 version.

e Also, as an example use case scenario, in case a new profiler cluster is launched that contains Custom
Sensitivity Profiler tags and which is deleted and relaunched later, the changes are retained and no
further action is required.

¢ No user action isrequired to backup and restore the profiler data. The changes are automatically
restored.
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When upgrading a Cloudera Runtime version earlier than 7.2.11 to version 7.2.11:

Go to the following locations to pick up your scripts:
Back up

bash /opt/clouderalparcel YPROFILER_MANAGER/profileradmin/scripts/users/backup_db.sh
Restore

bash /opt/cloudera/parcel SPROFILER_MANAGER/profileradmin/scripts/users/restore_db.sh
When upgrading a version below or equal to Cloudera Runtime version 7.2.11t0 7.2.12:

Go to the following locations to pick up your scripts:
Back up

bash /opt/cloudera/parcel SPROFILER_MANAGER/profileradmin/scripts/users/backup_db.sh
Restore

bash /opt/clouderal/parcel CDH/lib/profiler_manager/profileradmin/scripts/users/restore_db.sh
When backing up and restoring for a cluster having the Cloudera Runtime version 7.2.12 and onwards:;

Navigate to the following location to pick up your scrips:
Back up

bash /opt/clouderal/parcel SCDH/lib/profiler_manager/profileradmin/scripts/users/backup_db.sh
Restore
bash /opt/cloudera/parcel SCDH/lib/profiler_manager/profileradmin/scripts/users/restore_db.sh

Running the profiler Backup and Restore script has multiple phases.

First, you need to back up your profiler database and next you can restore it.

1. Stop the Profiler Manager and Profiler Scheduler services from the Cloudera Manager instance of the Cloudera
Data Hub cluster.

2. Use SSH to connect to the node where the Profiler Manager isinstalled as aroot user.
3. Execute the backup_db.sh script:

i Attention: Users of Cloudera Runtime below 7.2.8 version should contact Cloudera Support.

E Note:
e If the profiler cluster has Cloudera Runtime version 7.2.11 or earlier, you run the following command:

bash /opt/cl ouder al par cel s/ PROFI LER_MANAGER/ pr ofi | eradmi n/ scri pts/
user s/ backup_db. sh

e |f the profiler cluster has the Cloudera Runtime version 7.2.12 or higher you must run the following
command:

bash /opt/cl oudera/ parcel s/ COH | i b/ profil er _manager/profil eradm n/
scri pts/users/backup_db. sh

4. Deletethe Profiler cluster.
5. Instal anew version of Profiler cluster:

e [Scenario-1] When the data lake upgrade is successfully completed.
e [Scenario-2] When the user decidesto launch anew version of the Profiler cluster.

52


https://my.cloudera.com/support.html

CDP Public Cloud / Data Catalog Managing Profilers

1. Stop the Profiler Manager and Profiler Scheduler services from the Cloudera Manager instance of the Cloudera
Data Hub cluster.

2. Use SSH to connect to the node where Profiler Manager isinstalled as aroot user.
3. Execute the restore_db.sh script.

i Attention: Users of Cloudera Runtime below 7.2.8 version should contact Cloudera Support.

B Note:
e If the profiler cluster has the Cloudera Runtime version 7.2.11 or earlier, you must run the following
command:

bash /opt/cl ouderal par cel s/ PROFI LER MANAGER/ pr ofi | eradmi n/ scri pts/
users/restore_db. sh

« |If the profiler cluster having the Cloudera Runtime version 7.2.12 or higher, you must run the
following command:

bash /opt/cl oudera/ parcel s/ COH | i b/ profil er _manager/profil eradm n/
scripts/users/restore_db. sh

4. Start the Profiler Manager and Profiler Scheduler services from Cloudera Manager.

Note: When you upgrade the data lake cluster and a new version of profiler cluster isinstalled, the profiler
Ij configurations that have been modified by usersin the older version is replaced with new values as the
following:

e Schedule

e Last Run Check

¢ Number of Executors

e Executor Cores

e Executor Memory (in GB)
e Driver Core

¢ Driver Memory (in GB)

Y ou can use preconfigured tag rules or create new rules based on regular expressions and values in your data to be
profiled by the Data Compliance. When atag rule is matching your data, the selected Apache Atlas classification
(also known as a Cloudera Data Catal og tag) is applied.

Note: Theimproved tag rules are available for Compute Cluster enabled environments. In VM-based
environments, tag rules are valid for all data lakes, while tag rulesin Compute Cluster enabled environments
are data lake specific.

Tag Rules are categorized based on their type into the following groups:
« System Defined: These are built-in rules that cannot be edited. Y ou can only enable or disable them for your data.

B Note:
Calculation for System Defined tag rules:

The match threshold is set to 70% for column values with the given regex. The column value matching is
given aweightage of 85% in the final score and the remaining 15% is associated with the column name
matching.
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» Custom: Tag rulesthat you create, edit and deploy on clusters after validation will appear under this category.

Clickthe * iconinthe Action column to enable your custom tag rules. Y ou can also edit these tag rules.

Profilers Details

@/ Profilers / Profilers Details

© Data Compliance Profiler @

=5 dc-datalake:

RECENT JOB ID TOTAL JOBS TOTAL PROFILED ASSETS LASTRUN

@ 4 @0 03/13/2025 11:44 AM CET

Job History Configuration Tag Rules

Q_ Search by tag rule Status ~  AssociatedTag v = RuleType ~  LastModified By ~
Status Name Parent Tags Child Tags
©  test tag_rule_sb © Test

©  BEL_IBAN_Detection d

3
<

© dp_BEL....ection

[J
H

EST_IBAN_Detection ® dp_EST....ection |

©  CHE_NationallD_Detection ©dp © dp_CHE.._.ection
©  POL_Passport_Detection ©dp © dp_POL....ection
©  PRT_NationallD_Detection ©dp © dp_PRT....ection
©  CHE_IBAN_Detection ©dp © dp_CHE....ection
© npi ©dp © dp_npi

©  ESP_IBAN_Detection ©dp © dp_ESP...ection

Rule Type

Custom

System

System

System

System

System

System

System

System

NEXT RUN
03/14/2025 02:01 AM CET at01:01

Last Modified By

NA

NA

NA

NA

NA

NA

NA

NA

Disable Profiler

SCHEDULE FREQUENCY (UTC)

@® Create Tag Rule

Modified On Validation Status Action
03/13/2025 12:48 PM CET Dry Run Pending

01/13/2025 08:09 AM CET Validated

01/13/2025 08:09 AM CET Validated

01/13/2025 08:09 AM CET Validated

01/13/2025 08:09 AM CET Validated

01/13/2025 08:09 AM CET Validated

01/13/2025 08:09 AM CET Validated

01/13/2025 08:09 AM CET Validated

01/13/2025 08:09 AM CET Validated

After creating your rule, you have to validate them with test data by completing a Dry Run and, only then you can

click Enable.

E Note: Tag Rules can be temporarily suspended.

Tag rule inputs

Tag Rules can be applied based on the following inputs:

Input type VM based environments

Column name value Manually entered regex pattern

Compute Cluster enabled environments

Manually entered regex pattern
Uploaded regex pattern

Column value Manually entered regex pattern

Manually entered regex pattern
Uploaded regex pattern

CSV files with data which will be
matched against column values for your
tablesin your data lake.

Table name

Manually entered regex pattern
Uploaded regex pattern

Match thresholds and weightage

In Compute Cluster enable environments, you can adjust the Column Value Weightage for tag rules defined with
regex patterns. The column value weightage percentage complements the column name weightage to 100%. This
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means that if you set the column val ue weightage to 80%, the column name adds to the final match score either 20
or zero, Thereason for thisisthat column name matching can have only binary results (match or no match), while
column value match is the number of matching values (rows) from all values in the column.

The System Deployed rules have a preset match threshold: A matching column name means a 15% confidence value.
Thisisincreased by 85% by a matching column value.

After creating your tag rule, you haveto test it:

By Compute Cluster enabled environments, review them with data uploaded in afile, then save them to reach the
Dry Run Pending status. Tag rulesin this status must be also tested with a Dry Run on a subset of your data (up to 10
tables) in the data |ake before deploying them. A Dry Run is a special on-demand profiling job.

Successfully tested and enabled tag rules apply Atlas classifications or synchronized Cloudera Data Catal og tags to
tables, columns.

In Compute cluster enabled environments, the parent-child tag relationships are respected. When the column value
matches a child tag, the table receives the parent tag.

Note:
E Tags created in Cloudera Data Catalog automatically receive a status attribute. Thisis can be used to identify
the association of the tag with the asset.

Y ou can use preconfigured tag rules or create new rules based on regular expressions and values in your datato
be profiled by the Cluster Sensitivity Profiler. When atag rule is matching your data, the selected Apache Atlas
classification (also known as a Cloudera Data Catal og tag) is applied.

Note: Theimproved tag rules are available for Compute Cluster enabled environments. In VM-based
environments, tag rules are valid for al datalakes, while tag rulesin Compute Cluster enabled environments
are data lake specific.

Tag Rules are categorized based on their type into the following groups:

« System Deployed: These are built-in rules that cannot be edited. Y ou can only enable or disable them for your
data.

e Custom Deployed: Tag rules that you create, edit and deploy on clusters after validation will appear under this

category. Click the * iconin the Action column to enable your custom tag rules. Y ou can also edit these tag
rules.

e Custom Draft: You can create new tag rules and save them for later validation and deployment on clusters.
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After creating your rule, you have to validate them. Only then you can click Enable.

Profilers ' Tag Rules

wuwe wunnye ray nurce

Jobs  Configs  TagRules

Rule Groups Q Typeto

System Deployed 77 Name Description Associated Tags Created By Status

Custom Deployed 490 AUT_Passport_Detection  AUT_Passport_Detection AUT_Passport_Detection Deployed

Custom Draft 17 LVA_IBAN_Detection LVA_IBAN_Detection LVA_IBAN_Detection Deployed
ROU_IBAN_Detection ROU_IBAN_Detection ROU_IBAN_Detection Deployed
NOR_NationallD_Detection NOR_NationallD_Detection NOR_NationallD_Detection Deployed
FRA_IBAN_Detection FRA_IBAN_Detection FRA_IBAN_Detection Deployed
DEU_IBAN_Detection DEU_IBAN_Detection DEU_IBAN_Detection Deployed
FIN_NationallD_Detection  FIN_NationallD_Detection FIN_NationallD_Detection Deployed
ESP_Passport_Detection  ESP_Passport_Detection ESP_Passport_Detection Deployed

Rule Groups Q Typeto search
System Deployed 77 Name Description Associated Tags Created By Status
Custom Deployed 490 test_dry_run test Validation Failed
Custom Draft 18 test ik hello Validation Pending
Validation Success
Validation Pending
CUSTOMER_EMAIL_TAG email Validation Failed
Example1 phone number Validation Pending
phone_number phone number Validation Pending
phone telephone Validation Pending
phonetest phone number Validation Success
testl test Validation Failed
test_rule_sb testing test Validation Success ® 2 x
\1/
testing. this is testing ruleTest1 Validation Failed

Note: Tag Rules can be temporarily suspended.

Profilers ' Tag Rules
1
Jobs  Configs  TagRules
Rule Groups Q. Type to search
System Deployed 77 Name Description Associated Tags Created By Status
Custom Deployed 490 AUT_Passport_Detection AUT_Passport_Detection AUT_Passport_Detection Deployed
Custom Draft 17 LVA_IBAN_Detection LVA_IBAN_Detection LVA_IBAN_Detection Deployed

Tag rule inputs

Tag Rules can be applied based on the following inputs:

Input type

VM based environments Ci

Column name value Manually entered regex pattern .

Manually entered regex pattern
*  Uploaded regex pattern
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Input type VM based environments Compute Cluster enabled environments

Column value Manually entered regex pattern «  Manually entered regex pattern

*  Uploaded regex pattern

*  CSV fileswith datawhich will be
matched against column values for your
tablesin your data lake.

Table name e Manually entered regex pattern
e Uploaded regex pattern

Match thresholds and weightage

The System Deployed rules have a preset match threshold: A matching column name means a 15% confidence value.
Thisisincreased by 85% by a matching column value.

Tag rule testing
After creating your tag rule, you haveto test it:

By VM-based environments validate them with manually entered test data and, then deploy them from the Custom
Draft status.

Deleting profilers in Compute cluster enabled environments

In Compute Cluster enabled environments deleting the profiler jobs removes all the Data Compliance profiler rules
and other updates to the specific cluster. It could also cause loss of data specific to currently applied rules on the
deleted profiler cluster.

About this task

Note:
E ¢ InaCompute Cluster enabled environment, when you del ete the scheduled jobs, the associated
Kubernetes cron job object is deleted from the Kubernetes cluster.

» Theassociated data of the profilers from the Cloudera Management Console database is also deleted for
the specified data lake.

Procedure

1. Onthe Profilers page, select the data lake from the drop-down.

2. Click Delete Profiler in the action menu ( i ) for the profiler you want to delete.
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3. Confirm the deletion in the message dial og box.

CLOUDZRA
Data Catalog

Profilers

Data Lake

@ de-datalake-hydrogen... ~ ‘

@ Activity Profiler ®

ard

JOB ID
°

© Data Compliance Profiler @

JoB ID
]

@ Statistics Collector Profiler @

JOB ID
°

FREQUENCY (UTC)
at 00:00

COMPLETED AT
03/13/2025 01:02 AM CET

FREQUENCY (UTC)
at01:01

COMPLETED AT
03/13/2025 11:44 AM CET

FREQUEN
atoooo  Profiler Delete Confirmation

COMPLE1

NEXT RUN
03/14/2025 01:00 AM CET

JOB DURATION
1 seconds

NEXTRUN
03/14/2025 02:01 AM CET

JOB DURATION
2 seconds

Are you sure you want to delete the Data Compliance Profiler ?

03/13/2

4. Click Confirm and repeat the step for each profiler.

with the profilers.

The profiler cluster is deleted successfully.

3 Note: You cannot delete a profiler whileit is running.

C Refresh
X

TOTAL EXECUTIONS
3

TOTAL EXECUTIONS
4

ASSETS PROFILED.
NA-

TOTAL EXECUTIONS
23

ASSETS PROFILED
NA-

- Note: It might take a couple of minutes until all profilers are deleted as a running profiler cannot be
3 stopped. Periodically click Refresh to update the status.

3 Note: By deleting the last profiler, you also del ete the namespace and underlying infrastructure associated

In VM-based environments, deleting the profiler cluster removes all the Data Compliance profiler rules and other
updates to the specific cluster. It could also cause loss of data specific to currently applied rules on the deleted profiler

cluster.

To overcome this situation, when you decide to delete the profiler cluster or (in VM-based environments), thereisa

provision to retain the status of the Cluster Sensitivity Profiler rules:

« If your profiler cluster or profiler jobs have rules that are not changed or updated, you can directly delete them or

the profiler cluster.

» If the rules were modified or updated, you have an option to download the modified rules along with deletion. The
modified rules consist of the suspended system rules and the deployed custom rules. Using the downloaded rules,
you can manually add or modify them to your newly added profiler jobs or the profiler cluster.
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Procedure

1. Onthe Profilerspage, select the datalake from the drop-down.

2 Click Delete Profiler in the action menu ( i ) for the profiler you want to delete.

3. If you agree, select the warning message | understand this action cannot be undone.

Figure 4: Deleting a profiler in a VM-based environment

Are you sure to delete the profiler on v1?

Deleting the profiler cluster will isable the associated services like HDFS, YARN, Livy, Spark, HMS,
Profiler Manager Service, and the Profiler Scheduler Service. You will no longer be able to view
information related to Cluster Sensitivity Profiler, Ranger Audit Profiler and Hive Column Profiler.

I understand this action cannot be undone.

4. Click Delete.
The application displays the following message.

Note: When you launch Cloudera Data Catalog in Cloudera Runtime version 7.2.14, and later if the
profiler cluster is deleted, the following message is displayed.

Are you sure to delete the profiler on sonam-env-ycloud? X

Deleting the profiler cluster will disable the associated services like HDFS, YARN, Livy, Spark, HMS,
Profiler Manager Service, and Profiler Scheduler Service. You will no longer be able to view information

related to Cluster Sensitivity Profiler, Ranger Audit Profiler and Hive Column Profiler.

1 understand this action cannot be undone

Cancel

E Note: You cannot delete a profiler whileit is running.

Note: InVM-based environments, if the profiler cluster is not registered with the data lake, Cloudera
E Data Catalog cannot locate or trace the profiler cluster. Y ou have to delete the profiler cluster from the
Cloudera Data Hub page (Cloudera Management Console).

The profiler cluster is deleted successfully.

59



CDP Public Cloud / Data Catalog

Atlas tag management

From the Atlas Tags menu, you can create, modify, and delete any of the Apache Atlas classifications.

Atlas Tags allows the user to perform the following activities with a selected data lake for tag management:

e Selecting adatalake
* Searching for atag

e Adding atag
« Editing atag
» Deleting atag

Y ou can create anew Cloudera Data Catalog tag in the Atlas Tags, which are synced to Atlas. Click Add Tag to open
the Create a new tag page.

CLOUD=RA
Data Catalog

far Dashboard

T Bookmarks
(@ Profilers

) Atlas Tags

Atlas Tags

Test_classification_created_in_atlas

Test_tag_created_in_atlas

test_tag_created_in_dc_atlas_tags

Description

Test_classification_created_in_atlas

<p>Test_classification_created_in_atlas</p>

test_tag_created_in_dc_atlas_tags

Created By

css0_aszuromi

csso_aszuromi

csso_aszuromi

[2 Ranger 12 Atlas

(Gl Add Tag

Created On
08/06/2024 03:29 PM CEST
08/06/2024 03:28 PM CEST

08/06/2024 02:51 PM CEST

In Create New Tag, you can define the tag name, description and the "super-classification" from which the attributes
are inherited for the sub-classification (or tag in Cloudera Data Catal og)

CLOUD=RA
Data Catalog

B Dashboard

& Atlas Tags

Atlas Tags

de-ge-edienv-v2 -

Q

Tag
test_tag_created_in_dc_atlas_tags
Test_tag_created_in_atlas
Test_classification_created_in_atlas
Test Inheritance

Test Classification

Description

test_tag_created_in_dc_atlas_tags

<p>Test_classification_created_in_atlas</p>

Test_classification_created_in_atlas

Test Inheritance

<p>Inheritance test</p>

Created By

csso_aszuromi

csso_aszuromi

csso_aszuromi

csso_aszuromi

csso_aszuromi

Create New Tag x

Name*

Cre  pescription

Classification (optional)

Attributes (optional)

09/ + Add New Attributes

Cancel

Y ou can add or update Atlas tags. The created or updated tag is highlighted in the tag list as seen in the following

diagram.
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Atlas tag management

g:g”c';f;a; Atlas Tags

de-qe-edienv-v2 -
Q
Tag Description

T Bookmarks test3 test

B Profilers New Child New Child

<O Atlas Tags Parent Parent
Test Inheritance Test Inheritance
Test Classification <prnheritance test</p>
Test_tag_created_in_atlas <psTest_classification_created.in_atlas
Test_classification_created_in_atlas Test_classification_created_in_atlas
test_tag_created_in_dc_atlas_tags test_tag_created_in_dc_atlas_tags

Created By

csso_aszuromi

csso_aszuromi

csso_aszuromi

csso_aszuromi

csso_aszuromi

csso_aszuromi

csso_aszuromi

csso_aszuromi

Created On

09/13/2024 04:46 PM CEST

09/13/2024 04:36 PM CEST

09/13/2024 04:36 PM CEST

09/13/2024 04:35 PM CEST

09/13/2024 04:01 PM CEST

08/06/2024 03:28 PM CEST

08/06/2024 03:29 PM CEST

08/06/2024 02:51 PM CEST

(@) test3 created successfully x

[ZRanger  [Z Atlas

|

Y ou can also edit or delete the Atlas tag as shown in the image. When you are editing the tag, you can only change

the description or add new attributes.

CLOUDZRA

Data Catalog Atlas Tags

- de-ge-edl-env-v2 -
Q

1B pata Tag Description

T Bookmarks test3 test

Eg Profilers New Child New Child

& Atlas Tags Parent Parent
Test Inheritance Test Inheritance
Test Classification <psInheritance test</p>
Test_tag_created_in_atlas <p>Test_classification_created_in_atlas</p>
Test_classification_created_in_atlas Test_classification_created_in_atlas
test_tag_created_in_dc_atlas_tags test_tag_created_in_dc_atlas_tags

Created By

csso_aszuromi

csso_aszuromi

csso_aszuromi

csso_aszuromi

csso_aszuromi

csso_aszuromi

csso_aszuromi

csso_aszuromi

You can delete one Atlastag at atime. A separate confirmation message appears.

@ E:‘:‘é’;iﬁg Atlas Tags
de-ge-edienvv2
Q
Tag Description
test3 test
New Child New Child
Parent Parent
Delete Confirmation
Test Inheritance TestIn
Test Classification <p>Inh
Test_tag_created_in_atlas <p>Tes
Test_classification_created_in_atlas Test_classification_created_in_atlas
test_tag_created_in_dc_atlas_tags test_tag_created_in_dc_atlas_tags

Created By

csso_aszuromi

csso_aszuromi

Are you sure you want to delete the classification test3?

Cancel Confirm

csso_aszuromi

csso_aszuromi

Created On

09/13/2024 04:46 PM CEST

09/13/2024 04:36 PM CEST

09/13/2024 04:36 PM CEST

09/13/2024 04:35 PM CEST

09/13/2024 04:01 PM CEST

08/06/2024 03:28 PM CEST

08/06/2024 03:29 PM CEST

08/06/2024 02:51 PM CEST

Created On

09/13/2024 04:46 PM CEST

09/13/2024 04:36 PM CEST

09/13/2024 04:36 PM CEST

09/13/2024 04:35 PM CEST

09/13/2024 04:01 PM CEST

08/06/2024 03:28 PM CEST

08/06/2024 03:29 PM CEST

08/06/2024 02:51 PM CEST

[ZRanger  [2 Atlas

g -

2 Edit
T Delete

&

2 Ranger | [ Atlas

-
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