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About this Guide

This guide is intended for system administrators who want to secure a cluster using data encryption, user authentication,
and authorization techniques. It provides conceptual overviews and how-to information about setting up various

Hadoop components for optimal security, including how to setup a gateway to restrict access. This guide assumes that
you have basic knowledge of Linux and systems administration practices, in general.



Cloudera Security Overview

Cloudera Security Overview

As a system designed to support vast amounts and types of data, Cloudera clusters must meet ever-evolving security
requirements imposed by regulating agencies, governments, industries, and the general public. Cloudera clusters
comprise both Hadoop core and ecosystem components, all of which must be protected from a variety of threats to
ensure the confidentiality, integrity, and availability of all the cluster's services and data. This overview provides
introductions to:

Security Requirements

Goals for data management systems, such as confidentiality, integrity, and availability, require that the system be
secured across several dimensions. These can be characterized in terms of both general operational goals and technical
concepts, as shown in the figure below:

Perimeter Data Access

Guarding access to the Protecting data in the Defining what users
cluster itself cluster from and applications can do
unauthorized visibility with data

Visibility

Reporting on where
data came from and

how it's being used

Technical Concepts: Technical Concepts: Technical Concepts:
Authentication Encryption Permissions
Network isolation Data masking Authorization

Technical Concepts:
Auditing
Lineage

e Perimeter Access to the cluster must be protected from a variety of threats coming from internal and external
networks and from a variety of actors. Network isolation can be provided by proper configuration of firewalls,
routers, subnets, and the proper use of public and private IP addresses, for example. Authentication mechanisms
ensure that people, processes, and applications properly identify themselves to the cluster and prove they are
who they say they are, before gaining access to the cluster.

e Data Data in the cluster must always be protected from unauthorized exposure. Similarly, communications between
the nodes in the cluster must be protected. Encryption mechanisms ensure that even if network packets are
intercepted or hard-disk drives are physically removed from the system by bad actors, the contents are not usable.

e Access Access to any specific service or item of data within the cluster must be specifically granted. Authorization
mechanisms ensure that once users have authenticated themselves to the cluster, they can only see the data and
use the processes to which they have been granted specific permission.

¢ Visibility Visibility means that the history of data changes is transparent and capable of meeting data governance
policies. Auditing mechanisms ensure that all actions on data and its lineage—source, changes over time, and so
on—are documented as they occur.

Securing the cluster to meet specific organizational goals involves using security features inherent to the Hadoop
ecosystem as well as using external security infrastructure. The various security mechanisms can be applied in a range
of levels.

Security Levels

The figure below shows the range of security levels that can be implemented for a Cloudera cluster, from non-secure
(0) to most secure (3). As the sensitivity and volume of data on the cluster increases, so should the security level you
choose for the cluster.
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With level 3 security, your Cloudera cluster is ready for full compliance with various industry and regulatory mandates
and is ready for audit when necessary. The table below describes the levels in more detail:

Level Security Characteristics

0 Non-secure No security configured. Non-secure clusters should never be used in production
environments because they are vulnerable to any and all attacks and exploits.

1 Minimal Configured for authentication, authorization, and auditing. Authentication is first
configured to ensure that users and services can access the cluster only after proving
their identities. Next, authorization mechanisms are applied to assign privileges to users
and user groups. Auditing procedures keep track of who accesses the cluster (and how).

2 More Sensitive data is encrypted. Key management systems handle encryption keys. Auditing
has been setup for data in metastores. System metadata is reviewed and updated
regularly. Ideally, cluster has been setup so that lineage for any data object can be
traced (data governance).

3 Most The secure enterprise data hub (EDH) is one in which all data, both data-at-rest and
data-in-transit, is encrypted and the key management system is fault-tolerant. Auditing
mechanisms comply with industry, government, and regulatory standards (PCl, HIPAA,
NIST, for example), and extend from the EDH to the other systems that integrate with
it. Cluster administrators are well-trained, security procedures have been certified by
an expert, and the cluster can pass technical review.

Authentication Mechanisms for Cloudera Clusters

Authentication is a basic security requirement for any computing environment. Users, services, and other processes
must prove their identity to the system (authenticate) before they can use it to whatever degree they have been
authorized. (Authorization is handled in many different ways, from access control lists to role-based access controls
(RBAC) using Sentry, and is the subject of the Authorization Mechanisms for Cloudera Clusters on page 27 in this guide.)

Hadoop clusters and CDH applications can integrate strong authentication provided by your organization's Kerberos
deployment. Users and application processes must present credentials to the system before they are allowed access.
Cloudera Manager Server, CDH nodes, and Cloudera Enterprise components (including Cloudera Navigator, Apache
Hive, Hue, and Impala, which support external clients) can all make use of Kerberos authentication.

Better still, Kerberos credentials can be stored and managed in your organization's Active Directory (or other
LDAP-compliant) directory instance. See Configuring Authentication for more information.




Basic Kerberos Concepts

This section describes how Hadoop uses Kerberos principals and keytabs for user authentication. It also briefly describes
how Hadoop uses delegation tokens to authenticate jobs at execution time, to avoid overwhelming the KDC with
authentication requests for each job.

Kerberos Principals

A user in Kerberos is called a principal, which is made up of three distinct components: the primary, instance, and
realm. A Kerberos principal is used in a Kerberos-secured system to represent a unique identity. The first component
of the principal is called the primary, or sometimes the user component. The primary component is an arbitrary string
and may be the operating system username of the user or the name of a service. The primary component is followed
by an optional section called the instance, which is used to create principals that are used by users in special roles or
to define the host on which a service runs, for example. An instance, if it exists, is separated from the primary by a
slash and then the content is used to disambiguate multiple principals for a single user or service. The final component
of the principal is the realm. The realm is similar to a domain in DNS in that it logically defines a related group of objects,
although rather than hostnames as in DNS, the Kerberos realm defines a group of principals . Each realm can have its
own settings including the location of the KDC on the network and supported encryption algorithms. Large organizations
commonly create distinct realms to delegate administration of a realm to a group within the enterprise. Realms, by
convention, are written in uppercase characters.

Kerberos assigns tickets to Kerberos principals to enable them to access Kerberos-secured Hadoop services. For the
Hadoop daemon principals, the principal names should be of the format

usernanme/ ful l y. qualified. domai n. name @OUR- REALM COM In this guide, username in the

usernane/ ful l'y. qual i fi ed. donai n. nane @OUR- REALM COMprincipal refers to the username of an existing
Unix account that is used by Hadoop daemons, such as hdf s or mapr ed. Human users who want to access the Hadoop
cluster also need to have Kerberos principals; in this case, user name refers to the username of the user's Unix account,
such as j oe orj ane. Single-component principal names (such as j oe @OUR- REALM COM are acceptable for client
user accounts. Hadoop does not support more than two-component principal names.

Kerberos Keytabs

A keytab is a file containing pairs of Kerberos principals and an encrypted copy of that principal's key. A keytab file for
a Hadoop daemon is unique to each host since the principal names include the hostname. This file is used to authenticate
a principal on a host to Kerberos without human interaction or storing a password in a plain text file. Because having
access to the keytab file for a principal allows one to act as that principal, access to the keytab files should be tightly
secured. They should be readable by a minimal set of users, should be stored on local disk, and should not be included
in host backups, unless access to those backups is as secure as access to the local host.

Delegation Tokens

Users in a Hadoop cluster authenticate themselves to the NameNode using their Kerberos credentials. However, once
the user is authenticated, each job subsequently submitted must also be checked to ensure it comes from an
authenticated user. Since there could be a time gap between a job being submitted and the job being executed, during
which the user could have logged off, user credentials are passed to the NameNode using delegation tokens that can
be used for authentication in the future.

Delegation tokens are a secret key shared with the NameNode, that can be used to impersonate a user to get a job
executed. While these tokens can be renewed, new tokens can only be obtained by clients authenticating to the
NameNode using Kerberos credentials. By default, delegation tokens are only valid for a day. However, since jobs can
last longer than a day, each token specifies a JobTracker as a renewer which is allowed to renew the delegation token
once a day, until the job completes, or for a maximum period of 7 days. When the job is complete, the JobTracker
requests the NameNode to cancel the delegation token.

Token Format

The NameNode uses a random nast er Key to generate delegation tokens. All active tokens are stored in memory with
their expiry date (maxDat e). Delegation tokens can either expire when the current time exceeds the expiry date, or,
they can be canceled by the owner of the token. Expired or canceled tokens are then deleted from memory. The



sequenceNunber serves as a unique ID for the tokens. The following section describes how the Delegation Token is
used for authentication.

Tokenl D = {owner|I D, renewerl D, issueDate, maxDate, sequenceNumnber}
TokenAut henti cat or = HVAC- SHAL( nast er Key, Tokenl D)
Del egati on Token = {Tokenl D, TokenAut henti cat or}

Authentication Process

To begin the authentication process, the client first sends the TokenID to the NameNode. The NameNode uses this
TokenID and the mast er Key to once again generate the corresponding TokenAuthenticator, and consequently, the
Delegation Token. If the NameNode finds that the token already exists in memory, and that the current time is less
than the expiry date (maxDat e) of the token, then the token is considered valid. If valid, the client and the NameNode
will then authenticate each other by using the TokenAuthenticator that they possess as the secret key, and MD5 as
the protocol. Since the client and NameNode do not actually exchange TokenAuthenticators during the process, even
if authentication fails, the tokens are not compromised.

Token Renewal

Delegation tokens must be renewed periodically by the designated renewer (r enewer | D). For example, if a JobTracker
is the designated renewer, the JobTracker will first authenticate itself to the NameNode. It will then send the token
to be authenticated to the NameNode. The NameNode verifies the following information before renewing the token:

e The JobTracker requesting renewal is the same as the one identified in the token by r enewer | D.

¢ The TokenAuthenticator generated by the NameNode using the Tokenl Dand the nmast er Key matches the one
previously stored by the NameNode.

e The current time must be less than the time specified by naxDat e.

If the token renewal request is successful, the NameNode sets the new expiry date to m n(current ti nme+renew
peri od, maxDate). If the NameNode was restarted at any time, it will have lost all previous tokens from memory.
In this case, the token will be saved to memory once again, this time with a new expiry date. Hence, designated renewers
must renew all tokens with the NameNode after a restart, and before relaunching any failed tasks.

A designated renewer can also revive an expired or canceled token as long as the current time does not exceed maxDat e.
The NameNode cannot tell the difference between a token that was canceled, or has expired, and one that was erased
from memory due to a restart, since only the mast er Key persists in memory. The nast er Key must be updated
regularly.

Types of Kerberos Deployments

Kerberos provides strong security benefits including capabilities that render intercepted authentication packets unusable
by an attacker. It virtually eliminates the threat of impersonation by never sending a user's credentials in cleartext
over the network. Several components of the Hadoop ecosystem are converging to use Kerberos authentication with
the option to manage and store credentials in LDAP or AD. Microsoft's Active Directory (AD) is an LDAP directory that
also provides Kerberos authentication for added security. Before you configure Kerberos on your cluster, ensure you
have a working KDC (MIT KDC or Active Directory), set up. You can then use Cloudera Manager's Kerberos wizard to
automate several aspects of configuring Kerberos authentication on your cluster.

Without Kerberos enabled, Hadoop only checks to ensure that a user and their group membership is valid in the context
of HDFS. However, it makes no effort to verify that the user is who they say they are.

With Kerberos enabled, users must first authenticate themselves to a Kerberos Key Distribution Centre (KDC) to obtain
avalid Ticket-Granting-Ticket (TGT). The TGT is then used by Hadoop services to verify the user's identity. With Kerberos,
a user is not only authenticated on the system they are logged into, but they are also authenticated to the network.
Any subsequent interactions with other services that have been configured to allow Kerberos authentication for user
access, are also secured.

This section describes the architectural options that are available for deploying Hadoop security in enterprise
environments. Each option includes a high-level description of the approach along with a list of pros and cons. There
are three options currently available:



Cloudera Security Overview

Local MIT KDC

This approach uses an MIT KDC that is local to the cluster. Users and services will have to authenticate with this local
KDC before they can interact with the CDH components on the cluster.

Architecture Summary:

e An MIT KDC and a distinct Kerberos realm is deployed locally to the CDH cluster. The local MIT KDC is typically
deployed on a Utility host. Additional replicated MIT KDCs for high-availability are optional.

o All cluster hosts must be configured to use the local MIT Kerberos realm using the kr b5. conf file.
¢ All service and user principals must be created in the local MIT KDC and Kerberos realm.
e The local MIT KDC will authenticate both the service principals (using keytab files) and user principals (using

passwords).

e Cloudera Manager connects to the local MIT KDC to create and manage the principals for the CDH services running
on the cluster. To do this Cloudera Manager uses an admin principal and keytab that is created during the security
setup. This step has been automated by the Kerberos wizard. Instructions for manually creating the Cloudera
Manager admin principal are provided in the Cloudera Manager security documentation.

e Typically, the local MIT KDC administrator is responsible for creating all other user principals. If you use the Kerberos
wizard, Cloudera Manager will create these principals and associated keytab files for you.

Utility Services

Cloudera Local
Manager MIT KDC
Gateway Services :
——==
Users (password) and
applications (keytab) have
Cloudera Manager creates to authenticate with the
and distributes CDH service Hue === local MIT KDC before
Kerberos principals and interacting with the COH
keytab files. cluster

Cluster Services

CDH gateway and cluster
services use their keytab file
to authenticate with the local
MIT KDC

R E. JEN SN

The authentication mechanism is isolated from the rest
of the enterprise.

This mechanism is not integrated with central
authentication system.

This is fairly easy to setup, especially if you use the
Cloudera Manager Kerberos wizard that automates
creation and distribution of service principals and keytab
files.

User and service principals must be created in the local
MIT KDC, which can be time-consuming.

16 | Cloudera Security



Pros Cons

The local MIT KDC can be a single point of failure for the
cluster unless replicated KDCs can be configured for
high-availability.

The local MIT KDC is yet another authentication system
to manage.

Local MIT KDC with Active Directory Integration

This approach uses an MIT KDC and Kerberos realm that is local to the cluster. However, Active Directory stores the
user principals that will access the cluster in a central realm. Users will have to authenticate with this central AD realm
to obtain TGTs before they can interact with CDH services on the cluster. Note that CDH service principals reside only
in the local KDC realm.

Architecture Summary:

e An MIT KDC and a distinct Kerberos realm is deployed locally to the CDH cluster. The local MIT KDC is typically
deployed on a Utility host and additional replicated MIT KDCs for high-availability are optional.

e All cluster hosts are configured with both Kerberos realms (local and central AD) using the kr b5. conf file. The
default realm should be the local MIT Kerberos realm.

¢ Service principals should be created in the local MIT KDC and the local Kerberos realm. Cloudera Manager connects
to the local MIT KDC to create and manage the principals for the CDH services running on the cluster. To do this,
Cloudera Manager uses an admin principal and keytab that is created during the security setup. This step has been
automated by the Kerberos wizard. Instructions for manually creating the Cloudera Manager admin principal are
provided in the Cloudera Manager security documentation.

e A one-way, cross-realm trust must be set up from the local Kerberos realm to the central AD realm containing the
user principals that require access to the CDH cluster. There is no need to create the service principals in the
central AD realm and no need to create user principals in the local realm.
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Enterprise Services

Active

Directory

Users obtain a TGT from
Active Directory. The TGTs
can then be used with the
-« LAN local MIT KDC to obtain
Gl tickets to interact with the
“a cluster services (via the
i cross-realm trust)

Utility Services

Cloudera
Manager

\
Local
MIT KDC
A

Gateway Services

Cloudera Manager creates
and distributes CDH service
Kerberos principals and
keylab files.

Users (password) and
applications (keytab) have
to authenticate with the
local MIT KDC before
interacting with the CDH
cluster

vy __Y__

Cluster Services

CDH gateway and cluster
services use their keytab file
to authenticate with the local
MIT KDC

- — — J

The local MIT KDC serves as a shield for the central Active
Directory from the many hosts and services in a CDH
cluster. Service restarts in a large cluster create many
simultaneous authentication requests. If Active Directory
is unable to handle the spike in load, then the cluster can
effectively cause a distributed denial of service (DDOS)
attack.

The local MIT KDC can be a single point of failure (SPOF)
for the cluster. Replicated KDCs can be configured for
high-availability.

This is fairly easy to setup, especially if you use the
Cloudera Manager Kerberos wizard that automates
creation and distribution of service principals and keytab
files.

Active Directory administrators will only need to be
involved to configure the cross-realm trust during setup.

The local MIT KDC is yet another authentication system
to manage.
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Pros Cons

Integration with central Active Directory for user principal
authentication results in a more complete authentication
solution.

Allows for incremental configuration. Hadoop security can
be configured and verified using local MIT KDC
independently of integrating with Active Directory.

Direct to Active Directory

This approach uses the central Active Directory as the KDC. No local KDC is required. Before you decide upon an AD
KDC deployment, make sure you are aware of the following possible ramifications of that decision.

Considerations when using an Active Directory KDC
Performance:

As your cluster grows, so will the volume of Authentication Service (AS) and Ticket Granting Service (TGS) interaction
between the services on each cluster server. Consider evaluating the volume of this interaction against the Active
Directory domain controllers you have configured for the cluster before rolling this feature out to a production
environment. If cluster performance suffers, over time it might become necessary to dedicate a set of AD domain
controllers to larger deployments. Cloudera recommends you use a dedicated AD instance for every 100 nodes in your
cluster. However, note that this recommendation may not apply to high-volume clusters, or cases where the AD host
is also being used for LDAP lookups.

Network Proximity:

By default, Kerberos uses UDP for client/server communication. Often, AD services are in a different network than
project application services such as Hadoop. If the domain controllers supporting a cluster for Kerberos are not in the
same subnet, or they're separated by a firewall, consider using the udp_preference_linit = 1 settinginthe

[1i bdef aul t s] section of the kr b5. conf used by cluster services. Cloudera strongly recommends against using AD
domain controller (KDC) servers that are separated from the cluster by a WAN connection, as latency in this service
will significantly impact cluster performance.

Process:

Troubleshooting the cluster's operations, especially for Kerberos-enabled services, will need to include AD administration
resources. Evaluate your organizational processes for engaging the AD administration team, and how to escalate in
case a cluster outage occurs due to issues with Kerberos authentication against AD services. In some situations it might
be necessary to enable Kerberos event logging to address desktop and KDC issues within windows environments.

Also note that if you decommission any Cloudera Manager roles or nodes, the related AD accounts will need to be
deleted manually. This is required because Cloudera Manager will not delete existing entries in Active Directory.

Architecture Summary

¢ All service and user principals are created in the Active Directory KDC.

e All cluster hosts are configured with the central AD Kerberos realm using kr b5. conf .

¢ Cloudera Manager connects to the Active Directory KDC to create and manage the principals for the CDH services
running on the cluster. To do this, Cloudera Manager uses a principal that has the privileges to create other
accounts within the given Organisational Unit (OU). This step has been automated by the Kerberos wizard.
Instructions for manually creating the Cloudera Manager admin principal are provided in the Cloudera Manager
security documentation.

e All service and user principals are authenticated by the Active Directory KDC.



https://support.microsoft.com/en-us/kb/262177?wa=wsignin1.0
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E,i Note: Ifitis not possible to create the Cloudera Manager admin principal with the required privileges

in the Active Directory KDC, then the CDH services principals will need to be created manually. The
corresponding keytab files should then be stored securely on the Cloudera Manager Server host.
Cloudera Manager's Custom Kerberos Keytab Retrieval script can be used to retrieve the keytab files
from the local filesystem.

Identity Integration with Active Directory

A core requirement for enabling Kerberos security in the platform is that users have accounts on all cluster processing
nodes. Commercial products such as Centrify or Quest Authentication Services (QAS) provide integration of all cluster
hosts for user and group resolution to Active Directory. These tools support automated Kerberos authentication on
login by users to a Linux host with AD. For sites not using Active Directory, or sites wanting to use an open source
solution, the Site Security Services Daemon (SSSD) can be used with either AD or OpenLDAP compatible directory
services and MIT Kerberos for the same needs.

For third-party providers, you may have to purchase licenses from the respective vendors. This procedure requires
some planning as it takes time to procure these licenses and deploy these products on a cluster. Care should be taken
to ensure that the identity management product does not associate the service principal names (SPNs) with the host
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principals when the computers are joined to the AD domain. For example, Centrify by default associates the HTTP SPN
with the host principal. So the HTTP SPN should be specifically excluded when the hosts are joined to the domain.

You will also need to complete the following setup tasks in AD:

¢ Active Directory Organizational Unit (OU) and OU user - A separate OU in Active Directory should be created
along with an account that has privileges to create additional accounts in that OU.

e Enable SSL for AD - Cloudera Manager should be able to connect to AD on the LDAPS (TCP 636) port.

¢ Principals and Keytabs - In a direct-to-AD deployment that is set up using the Kerberos wizard, by default, all

required principals and keytabs will be created, deployed and managed by Cloudera Manager. However, if for
some reason you cannot allow Cloudera Manager to manage your direct-to-AD deployment, then unique accounts
should be manually created in AD for each service running on each host and keytab files must be provided for the
same. These accounts should have the AD User Principal Name (UPN) set to ser vi ce/ f qdn@REALM and the
Service Principal Name (SPN) set to ser vi ce/ f gdn. The principal name in the keytab files should be the UPN of
the account. The keytab files should follow the naming convention: ser vi cenane_f qdn. keyt ab. The following
principals and keytab files must be created for each host they run on: Hadoop Users in Cloudera Manager and
CDH on page 177.

e AD Bind Account - Create an AD account that will be used for LDAP bindings in Hue, Cloudera Manager and
Cloudera Navigator.

¢ AD Groups for Privileged Users - Create AD groups and add members for the authorized users, HDFS admins and
HDFS superuser groups.

e Authorized users — A group consisting of all users that need access to the cluster
e HDFS admins — Groups of users that will run HDFS administrative commands

e HDFS super users — Group of users that require superuser privilege, that is, read/wwrite access to all data
and directories in HDFS

Putting regular users into the HDFS superuser group is not recommended. Instead, an account that
administrators escalate issues to, should be part of the HDFS superuser group.

¢ AD Groups for Role-Based Access to Cloudera Manager and Cloudera Navigator - Create AD groups and add
members to these groups so you can later configure role-based access to Cloudera Manager and Cloudera Navigator.

Cloudera Manager roles and their definitions are available here: Cloudera Manager User Roles on page 335. Cloudera
Navigator roles and their definitions are available here: Cloudera Navigator Data Management Component User
Roles on page 338

e AD Test Users and Groups - At least one existing AD user and the group that the user belongs to should be provided
to test whether authorization rules work as expected.

Securing Keytab Distribution using TLS/SSL

The Kerberos keytab file is transmitted among the hosts in the Cloudera Manager cluster, between Cloudera Manager
Server and Cloudera Manager Agent hosts. To keep this sensitive data secure, configure Cloudera Manager Server and
the Cloudera Manager Agent hosts for encrypted communications using TLS/SSL. See Encrypting Data in Transit on
page 193 for details.

Configuring Kerberos Authentication on a Cluster

Before you use the following sections to configure Kerberos on your cluster, ensure you have a working KDC (MIT KDC
or Active Directory), set up.

You can use one of the following ways to set up Kerberos authentication on your cluster using Cloudera Manager:

¢ Cloudera Manager 5.1 introduced a new wizard to automate the procedure to set up Kerberos on a cluster. Using
the KDC information you enter, the wizard will create new principals and keytab files for your CDH services. The



wizard can be used to deploy the kr b5. conf file cluster-wide, and automate other manual tasks such as stopping

all services, deploying client configuration and restarting all services on the cluster.

If you want to use the Kerberos wizard, follow the instructions at Enabling Kerberos Authentication Using the

Wizard on page 50.

¢ Ifyou do not want to use the Kerberos wizard, follow the instructions at Enabling Kerberos Authentication Without

the Wizard on page 67.

Authentication Mechanisms used by Hadoop Projects

Project Authentication Capabilities

HDFS Kerberos, SPNEGO (HttpFS)

MapReduce Kerberos (also see HDFS)

YARN Kerberos (also see HDFS)

Accumulo Kerberos (partial)

Flume Kerberos (starting CDH 5.4)

HBase Kerberos (HBase Thrift and REST clients must perform their own user
authentication)

HiveServer None

HiveServer2

Kerberos, LDAP, Custom/pluggable authentication

Hive Metastore

Kerberos

Hue Kerberos, LDAP, SAML, Custom/pluggable authentication
Impala Kerberos, LDAP, SPNEGO (Impala Web Console)

Oozie Kerberos, SPNEGO

Pig Kerberos

Search Kerberos, SPNEGO

Sentry Kerberos

Spark Kerberos

Sqoop Kerberos

Sqoop2 Kerberos (starting CDH 5.4)

Zookeeper Kerberos

Cloudera Manager

Kerberos, LDAP, SAML

Cloudera Navigator

See Cloudera Manager

Backup and Disaster Recovery

See Cloudera Manager

Encryption Mechanisms for Cloudera Clusters

Cloudera provides various mechanisms to protect data persisted to disk or other storage media (data-at-rest) and to
protect data as it moves among processes in the cluster or over the network (data-in-transit).

Data-at-rest encryption is more generally known as data encryption and has long been mandatory for many government,
financial, and regulatory entities to meet privacy and other security requirements. For example, the card payment
industry has adopted the Payment Card Industry Data Security Standard (PCI DSS) for information security. Other



examples include requirements imposed by United States government's Federal Information Security Management
Act (FISMA) and Health Insurance Portability and Accountability Act (HIPAA). These are just a few examples.

To help organizations comply with regulations such as these, Cloudera provides mechanisms to support data at rest
and data in transit, all of which can be centrally deployed and managed for the cluster using Cloudera Manager Server.
This section provides an overview and includes the following topics:

Protecting Data At-Rest

Protecting data at rest typically means encrypting the data when it is stored on disk and letting authorized users and
processes—and only authorized users and processes—to decrypt the data when needed for the application or task at
hand. With data-at-rest encryption, encryption keys must be distributed and managed, keys should be rotated or
changed on a regular basis (to reduce the risk of having keys compromised), and many other factors complicate the
process.

However, encrypting data alone may not sufficient. For example, administrators and others with sufficient privileges
may have access to personally identifiable information (Pll) in log files, audit data, or SQL queries. Depending on the
specific use case—in hospital or financial environment, the Pll may need to be redacted from all such files, to ensure
that users with privileges on the logs and queries that might contain sensitive data are nonetheless unable to view
that data when they should not.

Cloudera provides complementary approaches to encrypting data at rest, and provides mechanisms to mask Pll in log
files, audit data, and SQL queries.

Encryption Options Available with Hadoop

Cloudera provides several mechanisms to ensure that sensitive data is secure. CDH provides transparent HDFS encryption,
ensuring that all sensitive data is encrypted before being stored on disk. HDFS encryption when combined with the
enterprise-grade encryption key management of Navigator Key Trustee enables regulatory compliance for most
enterprises. For Cloudera Enterprise, HDFS encryption can be augmented by Navigator Encrypt to secure metadata,
in addition to data. Cloudera clusters that use these solutions run as usual and have very low performance impact,
given that data nodes are encrypted in parallel. As the cluster grows, encryption grows with it.

Additionally, this transparent encryption is optimized for the Intel chipset for high performance. Intel chipsets include
AES-NI co-processors, which provide special capabilities that make encryption workloads run extremely fast. Cloudera
leverages the latest Intel advances for even faster performance.

The Key Trustee KMS, used in conjunction with Key Trustee Server and Key HSM, provides HSM-based protection of
stored key material. The Key Trustee KMS generates encryption zone key material locally on the KMS and then encrypts
this key material using an HSM-generated key. Navigator HSM KMS services, in contrast, rely on the HSM for all
encryption zone key generation and storage. When using the Navigator HSM KMS, encryption zone key material
originates on the HSM and never leaves the HSM. This allows for the highest level of key isolation, but requires some
overhead for network calls to the HSM for key generation, encryption and decryption operations. The Key Trustee KMS
remains the recommended key management solution for HDFS encryption for most production scenarios.

The figure below shows an example deployment that uses:

e Cloudera Transparent HDFS Encryption to encrypt data stored on HDFS

¢ Navigator Encrypt for all other data (including metadata, logs, and spill data) associated with Cloudera Manager,
Cloudera Navigator, Hive, and HBase

¢ Navigator Key Trustee for robust, fault-tolerant key management
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In addition to applying encryption to the data layer of a Cloudera cluster, encryption can also be applied at the network
layer, to encrypt communications among nodes of the cluster. See Configuring Encryption on page 193 for more
information.

Encryption does not prevent administrators with full access to the cluster from viewing sensitive data. To obfuscate
sensitive data, including Pll, the cluster can be configured for data redaction.

Data Redaction for Cloudera Clusters

Redaction is a process that obscures data. It can help organizations comply with industry regulations and standards,
such as PCI (Payment Card Industry) and HIPAA, by obfuscating personally identifiable information (PlI) so that is not
usable except by those whose jobs require such access. For example, HIPAA legislation requires that patient Pll not be
available to anyone other than appropriate physician (and the patient), and that any patient's Pll cannot be used to
determine or associate an individual's identity with health data. Data redaction is one process that can help ensure
this privacy, by transforming Pll to meaningless patterns—for example, transforming U.S. social security numbers to
XXX- XX- XXXX strings.

Data redaction works separately from Cloudera encryption techniques, which do not preclude administrators with full
access to the cluster from viewing sensitive user data. It ensures that cluster administrators, data analysts, and others
cannot see Pll or other sensitive data that is not within their job domain and at the same time, it does not prevent
users with appropriate permissions from accessing data to which they have privileges.

See How to Enable Sensitive Data Redaction for details.

Protecting Data In-Transit

For data-in-transit, implementing data protection and encryption is relatively easy. Wire encryption is built into the
Hadoop stack, such as SSL, and typically does not require external systems. This data-in-transit encryption is built using
session-level, one-time keys, by means of a session handshake with immediate and subsequent transmission. Thus,
data-in-transit avoids much of the key management issues associated with data-at-rest due the temporal nature of
the keys, but it does rely on proper authentication; a certificate compromise is an issue with authentication, but can
compromise wire encryption. As the name implies, data-in-transit covers the secure transfer and intermediate storage
of data. This applies to all process-to-process communication, within the same node or between nodes. There are
three primary communication channels:

e HDFS Transparent Encryption: Data encrypted using HDFS Transparent Encryption is protected end-to-end. Any
data written to and from HDFS can only be encrypted or decrypted by the client. HDFS does not have access to
the unencrypted data or the encryption keys. This supports both, at-rest encryption as well as in-transit encryption.
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Data Transfer: The first channel is data transfer, including the reading and writing of data blocks to HDFS. Hadoop
uses a SASL-enabled wrapper around its native direct TCP/IP-based transport, called Dat aTr ansport Pr ot ocol ,
to secure the 1/0O streams within an DIGEST-MD5 envelope (For steps, see Configuring Encrypted HDFS Data
Transport on page 235). This procedure also employs secured HadoopRPC (see Remote Procedure Calls) for the
key exchange. The HttpFS REST interface, however, does not provide secure communication between the client
and HDFS, only secured authentication using SPNEGO.

For the transfer of data between DataNodes during the shuffle phase of a MapReduce job (that is, moving
intermediate results between the Map and Reduce portions of the job), Hadoop secures the communication
channel with HTTP Secure (HTTPS) using Transport Layer Security (TLS). See Encrypted Shuffle and Encrypted Web
Uls on page 228.

Remote Procedure Calls: The second channel is system calls to remote procedures (RPC) to the various systems
and frameworks within a Hadoop cluster. Like data transfer activities, Hadoop has its own native protocol for RPC,
called HadoopRPC, which is used for Hadoop API client communication, intra-Hadoop services communication,
as well as monitoring, heartbeats, and other non-data, non-user activity. HadoopRPC is SASL-enabled for secured
transport and defaults to Kerberos and DIGEST-MD5 depending on the type of communication and security settings.
For steps, see Configuring Encrypted HDFS Data Transport on page 235.

User Interfaces: The third channel includes the various web-based user interfaces within a Hadoop cluster. For
secured transport, the solution is straightforward; these interfaces employ HTTPS.

TLS/SSL Certificates Overview

Certificates can be signed in one three different ways:

Type Usage Note
Public CA-signed Recommended. Using certificates signed by a trusted public CA simplifies deployment because
certificates the default Java client already trusts most public CAs. Obtain certificates from one of the

trusted well-known (public) CAs, such as Symantec and Comodo, as detailed in Generate TLS
Certificates on page 198

Internal CA-signed Obtain certificates from your organization's internal CA if your organization has its own.
certificates Using an internal CA can reduce costs (although cluster configuration may require establishing

the trust chain for certificates signed by an internal CA, depending on your IT infrastructure).
See Configuring TLS Encryption for Cloudera Manager on page 197 for information about
establishing trust as part of configuring a Cloudera Manager cluster.

Self-signed certificates | Not recommended for production deployments. Using self-signed certificates requires

configuring each client to trust the specific certificate (in addition to generating and
distributing the certificates). However, self-signed certificates are fine for non-production
(testing or proof-of-concept) deployments. See How to Use Self-Signed Certificates for TLS
on page 467 for details.

For more information on setting up SSL/TLS certificates, see Encrypting Data in Transit on page 193.

TLS/SSL Encryption for CDH Components

Cloudera recommends securing a cluster using Kerberos authentication before enabling encryption such as SSLon a
cluster. If you enable SSL for a cluster that does not already have Kerberos authentication configured, a warning will
be displayed.

Hadoop services differ in their use of SSL as follows:

HDFS, MapReduce, and YARN daemons act as both SSL servers and clients.
HBase daemons act as SSL servers only.

Oozie daemons act as SSL servers only.

Hue acts as an SSL client to all of the above.
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Daemons that act as SSL servers load the keystores when starting up. When a client connects to an SSL server daemon,
the server transmits the certificate loaded at startup time to the client, which then uses its truststore to validate the
server’s certificate.

For information on setting up SSL/TLS for CDH services, see Configuring TLS/SSL Encryption for CDH Services on page
206.

Data Protection within Hadoop Projects

The table below lists the various encryption capabilities that can be leveraged by CDH components and Cloudera
Manager.

HDFS SASL (RPC), SASL (DataTransferProtocol) Yes

MapReduce SASL (RPC), HTTPS (encrypted shuffle) Yes

YARN SASL (RPC) Yes

Accumulo Partial - Only for RPCs and Web Ul (Not directly | Yes
configurable in Cloudera Manager)

Flume TLS (Avro RPC) Yes

HBase SASL - For web interfaces, inter-component Yes

replication, the HBase shell and the REST, Thrift
1 and Thrift 2 interfaces

HiveServer2 SASL (Thrift), SASL (JDBC), TLS (JDBC, ODBC) | Yes
Hue TLS Yes
Impala TLS or SASL between impalad and clients, but
not between daemons
Oozie TLS Yes
Pig N/A Yes
Search TLS Yes
Sentry SASL (RPC) Yes
Spark None Yes
Sqoop Partial - Depends on the RDBMS database driver | Yes
in use
Sqoop2 Partial - You can encrypt the JDBC connection |Yes

depending on the RDBMS database driver

ZooKeeper SASL (RPC) No
Cloudera Manager |TLS - Does not include monitoring Yes
Cloudera Navigator |TLS - Also see Cloudera Manager Yes
Backup and Disaster | TLS - Also see Cloudera Manager Yes
Recovery
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Authorization Mechanisms for Cloudera Clusters

Authorization is one of the fundamental security requirements of any computing environment. Its goal is to ensure
that only the appropriate people or processes can access, view, use, control, or change specific resources, services, or
data. In any cluster deployed to meet specific workloads using various CDH components (Hive, HDFS, Impala, and so
on), different authorization mechanisms can ensure that only authorized users or processes can access data, systems,
and other resources as needed. Ideally, authorization mechanisms can leverage the authentication mechanisms, so
that when users login to a system—a cluster, for example—they are transparently authorized based on their identity
across the system for the applications, data, and other resources they are authorized to use.

For example, Cloudera CDH clusters can be configured to leverage the user and group accounts that exist in the
organization's Active Directory (or other LDAP-accessible directory) instance.

The various possible configurations and integrations are discussed later in this guide.

Authorization Mechanisms in Hadoop
Hadoop supports several authorization mechanisms, including:

e Traditional POSIX-style permissions on files and directories. Each directory and file has a single owner and group
with basic permissions that can be set to read, write, execute (at the file level). Directories have an additional
permission that enables access to child directories.

e Access Control Lists (ACL) for management of services and resources. For example, Apache HBase uses ACLs to
authorize various operations (READ, WRI TE, CREATE, ADM N) by column, column family, and column family
qualifier. HBase ACLs are granted and revoked to users and groups. Fine-grained permissions can be applied to
HDFS files using HDFS Extended ACLs on page 339 which enable setting different permissions for specific named
users and named groups.

¢ Role-Based Access Control (RBAC) for certain services with advanced access controls to data. Apache Sentry
provides role-based access control for the cluster, including access to Hive, Impala, and Solr services. Cloudera
recommends using the database-backed Sentry Service to configure permissions rather than using policy files.
However, both approaches are supported. SeeAuthorization With Apache Sentry on page 346 for more information.

POSIX Permissions

Most services running on Hadoop clusters, such as the command-line interface (CLI) or client applications that use
Hadoop API, directly access data stored within HDFS. HDFS uses POSIX-style permissions for directories and files; each
directory and file is assigned a single owner and group. Each assignment has a basic set of permissions available; file
permissions are read, write, and execute, and directories have an additional permission to determine access to child
directories.

Ownership and group membership for a given HDFS asset determines a user’s privileges. If a given user fails either of
these criteria, they are denied access. For services that may attempt to access more than one file, such as MapReduce,
Cloudera Search, and others, data access is determined separately for each file access attempt. File permissions in
HDFS are managed by the NameNode.

Access Control Lists

Hadoop also maintains general access controls for the services themselves in addition to the data within each service
and in HDFS. Service access control lists (ACL) are typically defined within the global hadoop-policy.xml file and range
from NameNode access to client-to-DataNode communication. In the context of MapReduce and YARN, user and group
identifiers form the basis for determining permission for job submission or modification.

In addition, with MapReduce and YARN, jobs can be submitted using queues controlled by a scheduler, which is one
of the components comprising the resource management capabilities within the cluster. Administrators define
permissions to individual queues using ACLs. ACLs can also be defined on a job-by-job basis. Like HDFS permissions,
local user accounts and groups must exist on each executing server, otherwise the queues will be unusable except by
superuser accounts.



Apache HBase also uses ACLs for data-level authorization. HBase ACLs authorize various operations (READ, WRITE,
CREATE, ADMIN) by column, column family, and column family qualifier. HBase ACLs are granted and revoked to both
users and groups. Local user accounts are required for proper authorization, similar to HDFS permissions.

Apache ZooKeeper also maintains ACLs to the information stored within the DataNodes of a ZooKeeper data tree.

Role-Based Access Control with Apache Sentry

For fine-grained access to data accessible using schema—that is, data structures described by the Apache Hive Metastore
and used by computing engines like Hive and Impala, as well as collections and indices within Cloudera Search—CDH
supports Apache Sentry, which offers a role-based privilege model for this data and its given schema. Apache Sentry

is a role-based authorization module for Hadoop. Sentry lets you configure explicit privileges for authenticated users

and applications on a Hadoop cluster. Sentry is integrated natively with Apache Hive, Apache Solr, HDFS (for Hive table
data), Hive Metastore/HCatalog, and Impala.

Sentry comprises a pluggable authorization engine for Hadoop components. It lets you define authorization rules to
validate requests for access to resources from users or applications. The authorization holds the rules and privileges,
but it's the engines that apply the rules at runtime.

Architecture Overview

Sentry Components

Data
Engine

Sentry
Plugin

The subsystems nvolved in the authorization process:

e Sentry Server—An RPC server that manages authorization metadata stored in a database. It supports interfaces
to securely retrieve and manipulate the metadata.

e Data Engine

This is a data processing application such as Hive or Impala that needs to authorize access to data or metadata
resources. The data engine loads the Sentry plugin and all client requests for accessing resources are intercepted
and routed to the Sentry plugin for validation.

¢ Sentry Plugin

The Sentry plugin runs in the data engine. It offers interfaces to manipulate authorization metadata stored in the
Sentry Server, and includes the authorization policy engine that evaluates access requests using the authorization
metadata retrieved from the server.

Key Concepts

¢ Authentication - Verifying credentials to reliably identify a user

e Authorization - Limiting the user’s access to a given resource

e User - Individual identified by underlying authentication system

e Group - A set of users, maintained by the authentication system

e Privilege - An instruction or rule that allows access to an object

* Role - A set of privileges; a template to combine multiple access rules

e Authorization models - Defines the objects to be subject to authorization rules and the granularity of actions
allowed. For example, in the SQL model, the objects can be databases or tables, and the actions are SELECT,
I NSERT, and CREATE. For the Search model, the objects are indexes, collections and documents; the access
modes are query and update.
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User Identity and Group Mapping

Sentry relies on underlying authentication systems such as Kerberos or LDAP to identify the user. It also uses the group
mapping mechanism configured in Hadoop to ensure that Sentry sees the same group mapping as other components
of the Hadoop ecosystem.

Consider users Alice and Bob who belong to an Active Directory (AD) group called f i nance- depart ment . Bob also
belongs to a group called f i nance- manager s. In Sentry, you first create roles and then grant privileges to these roles.
For example, you can create a role called Analyst and grant SELECT on tables Customer and Sales to this role.

The next step is to join these authentication entities (users and groups) to authorization entities (roles). This can be
done by granting the Analyst role to the f i nance- depart ment group. Now Bob and Alice who are members of the
finance- depart nment group get SELECT privilege to the Customer and Sales tables.

Role-based access control (RBAC) is a powerful mechanism to manage authorization for a large set of users and data
objects in a typical enterprise. New data objects get added or removed, users join, move, or leave organisations all the
time. RBAC makes managing this a lot easier. Hence, as an extension of the discussed previously, if Carol joins the
Finance Department, all you need to do is add her to the f i nance- depart ment group in AD. This will give Carol
access to data from the Sales and Customer tables.

Unified Authorization

Another important aspect of Sentry is the unified authorization. The access control rules once defined, work across
multiple data access tools. For example, being granted the Analyst role in the previous example will allow Bob, Alice,
and others in the f i nance- depart nent group to access table data from SQL engines such as Hive and Impala, as
well as using MapReduce, Pig applications or metadata access using HCatalog.

Sentry Integration with the Hadoop Ecosystem

Impala
Catalog

Apache

Admin App Impala

Solr

Sentry Sentry Sentry
Plugin Plugin Plugin

e ]

Hive
Server?

Sentry

Sentry

F"lugin P':'Il':'r" Audit NameNode
Metadata Trail

Sentry

Hive Plugin

Metastore

Authentication Group Mapping

Sentry
Plugin

As illustrated above, Apache Sentry works with multiple Hadoop components. At the heart you have the Sentry Server
which stores authorization metadata and provides APIs for tools to retrieve and modify this metadata securely.

Note that the Sentry Server only facilitates the metadata. The actual authorization decision is made by a policy engine
which runs in data processing applications such as Hive or Impala. Each component loads the Sentry plugin which
includes the service client for dealing with the Sentry service and the policy engine to validate the authorization request.
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Hive and Sentry

Consider an example where Hive gets a request to access an object in a certain mode by a client. If Bob submits the
following Hive query:

sel ect * from production. sal es

Hive will identify that user Bob is requesting SELECT access to the Sales table. At this point Hive will ask the Sentry
plugin to validate Bob’s access request. The plugin will retrieve Bob’s privileges related to the Sales table and the policy
engine will determine if the request is valid.

SQL

~

Sentry

MR Query

Hive works with both, the Sentry service and policy files. Cloudera recommends you use the Sentry service which makes
it easier to manage user privileges. For more details and instructions, see Managing the Sentry Service on page 351.

Impala and Sentry

Authorization processing in Impala is similar to that in Hive. The main difference is caching of privileges. Impala’s
Catalog server manages caching schema metadata and propagating it to all Impala server nodes. This Catalog server
caches Sentry metadata as well. As a result, authorization validation in Impala happens locally and much faster.
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For detailed documentation, see Enabling Sentry Authorization for Impala on page 411.

Sentry-HDFS Synchronization

Sentry-HDFS authorization is focused on Hive warehouse data - that is, any data that is part of a table in Hive or Impala.
The real objective of this integration is to expand the same authorization checks to Hive warehouse data being accessed
from any other components such as Pig, MapReduce or Spark. At this point, this feature does not replace HDFS ACLs.
Tables that are not associated with Sentry will retain their old ACLs.

T3]
e

NameNode

Pig g
HCat

(woFs [
MR i
Yam i
Apps-
Datamear
I
Metasto E Platfora

Sentry
Plugin

The mapping of Sentry privileges to HDFS ACL permissions is as follows:

e SELECT privilege -> Read access on the file.
e INSERT privilege -> Write access on the file.
e ALL privilege -> Read and Write access on the file.

The NameNode loads a Sentry plugin that caches Sentry privileges as well Hive metadata. This helps HDFS to keep file

permissions and Hive tables privileges in sync. The Sentry plugin periodically polls the Sentry and Metastore to keep
the metadata changes in sync.

For example, if Bob runs a Pig job that is reading from the Sales table data files, Pig will try to get the file handle from
HDFS. At that point the Sentry plugin on the NameNode will figure out that the file is part of Hive data and overlay
Sentry privileges on top of the file ACLs. As a result, HDFS will enforce the same privileges for this Pig client that Hive
would apply for a SQL query.



For HDFS-Sentry synchronization to work, you must use the Sentry service, not policy file authorization. See Synchronizing
HDFS ACLs and Sentry Permissions on page 382, for more details.

Search and Sentry

Sentry can apply a range of restrictions to various Search tasks, such accessing data or creating collections. These
restrictions are consistently applied, regardless of the way users attempt to complete actions. For example, restricting
access to data in a collection restricts that access whether queries come from the command line, from a browser, or
through the admin console.

With Search, Sentry stores its privilege policies in a policy file (for example, sentry-provider.ini) which is stored in an
HDFS location such as hdf s: // ha-nn-uri/user/sol r/sentry/ sentry-provider.ini.

Sentry with Search does not support multiple policy files for multiple databases. However, you must use a separate
policy file for each Sentry-enabled service. For example, Hive and Search were using policy file authorization, using a
combined Hive and Search policy file would result in an invalid configuration and failed authorization on both services.

E,i Note: While Hive and Impala are compatible with the database-backed Sentry service, Search still
uses Sentry’s policy file authorization. Note that it is possible for a single cluster to use both, the Sentry
service (for Hive and Impala as described above) and Sentry policy files (for Solr).

For detailed documentation, see Configuring Sentry Authorization for Cloudera Search on page 422.

Authorization Administration

The Sentry Server supports APIs to securely manipulate roles and privileges. Both Hive and Impala support SQL
statements to manage privileges natively. Sentry assumes that HiveServer2 and Impala run as superusers, usually called
hi ve and i npal a. To initiate top-level permissions for Sentry, an admin must login as a superuser.You can use either
Beeline or the Impala shell to execute the following sample statement:

GRANT ROLE Anal yst TO GROUP fi nance- managers

Using Hue to Manage Sentry Permissions

Hue supports a Security app to manage Sentry authorization. This allows users to explore and change table permissions.
Here is a video blog that demonstrates its functionality.

Integration with Authentication Mechanisms for Identity Management

Like many distributed systems, Hadoop projects and workloads often consist of a collection of processes working in
concert. In some instances, the initial user process conducts authorization throughout the entirety of the workload or
job’s lifecycle. But for processes that spawn additional processes, authorization can pose challenges. In this case, the
spawned processes are set to execute as if they were the authenticated user, that is, setuid, and thus only have the
privileges of that user. The overarching system requires a mapping to the authenticated principal and the user account
must exist on the local host system for the setuid to succeed.

o Important:

¢ Cloudera strongly recommends against using Hadoop's LdapGr oupsMappi ng provider.
LdapG oupsMappi ng should only be used in cases where OS-level integration is not possible.
Production clusters require an identity provider that works well with all applications, not just
Hadoop. Hence, often the preferred mechanism is to use tools such as SSSD, VAS or Centrify to
replicate LDAP groups.

¢ Cloudera does not support the use of Winbind in production environments. Winbind uses an
inefficient approach to user/group mapping, which may lead to low performance or cluster failures
as the size of the cluster, and the number of users and groups increases.

Irrespective of the mechanism used, user/group mappings must be applied consistently across all
cluster hosts for ease with maintenance.


http://gethue.com/apache-sentry-made-easy-with-the-new-hue-security-app/

System and Service Authorization - Several Hadoop services are limited to inter-service interactions and are not
intended for end-user access. These services do support authentication to protect against unauthorized or malicious
users. However, any user or, more typically, another service that has login credentials and can authenticate to the
service is authorized to perform all actions allowed by the target service. Examples include ZooKeeper, which is used
by internal systems such as YARN, Cloudera Search, and HBase, and Flume, which is configured directly by Hadoop
administrators and thus offers no user controls.

The authenticated Kerberos principals for these “system” services are checked each time they access other services
such as HDFS, HBase, and MapReduce, and therefore must be authorized to use those resources. Thus, the fact that
Flume does not have an explicit authorization model does not imply that Flume has unrestricted access to HDFS and
other services; the Flume service principals still must be authorized for specific locations of the HDFS file system.
Hadoop administrators can establish separate system users for a services such as Flume to segment and impose access
rights to only the parts of the file system for a specific Flume application.

Authorization within Hadoop Projects

Project Authorization Capabilities
HDFS File Permissions, Sentry*
MapReduce File Permissions, Sentry*
YARN File Permissions, Sentry*
Accumulo

Flume None

HBase HBase ACLs

HiveServer2 File Permissions, Sentry
Hue Hue authorization mechanisms (assigning permissions to Hue apps)
Impala Sentry

Oozie ACLs

Pig File Permissions, Sentry*
Search File Permissions, Sentry
Sentry N/A

Spark File Permissions, Sentry*
Sqoop N/A

Sqoop2 None

ZooKeeper ACLs

Cloudera Manager Cloudera Manager roles
Cloudera Navigator Cloudera Navigator roles
Backup and Disaster Recovery N/A

* Sentry HDFS plug-in; when enabled, Sentry enforces its own access permissions over files that are part of tables
defined in the Hive Metastore.



Auditing Mechanisms for Cloudera Clusters

It is critical that an organization understand where the data in the cluster is coming from and how it's being used. The
goal of auditing is to capture a complete and immutable record of all activity within a system. Auditing plays a central
role in three key activities within the enterprise:

e First, auditing is part of a system’s security regime and can explain what happened, when, and to whom or what
in case of a breach or other malicious intent. For example, if a rogue administrator deletes a user’s data set,
auditing provides the details of this action, and the correct data may be retrieved from backup.

e The second activity is compliance, and auditing participates in satisfying the core requirements of regulations
associated with sensitive or personally identifiable data (PIl), such as the Health Insurance Portability and
Accountability Act (HIPAA) or the Payment Card Industry (PCl) Data Security Standard. Auditing provides the
touchpoints necessary to construct the trail of who, how, when, and how often data is produced, viewed, and
manipulated.

e Lastly, auditing provides the historical data and context for data forensics. Audit information leads to the
understanding of how various populations use different data sets and can help establish the access patterns of
these data sets. This examination, such as trend analysis, is broader in scope than compliance and can assist
content and system owners in their data optimization efforts.

The risks facing auditing are the reliable, timely, and tamper-proof capture of all activity, including administrative
actions. Until recently, the native Hadoop ecosystem has relied primarily on using log files. Log files are unacceptable
for most audit use cases in the enterprise as real-time monitoring is impossible, and log mechanics can be unreliable
- a system crash before or during a write commit can compromise integrity and lead to data loss.

Cloudera Navigator is a fully integrated data management and security tool for the Hadoop platform. Data management
and security capabilities are critical for enterprise customers that are in highly regulated industries and have stringent
compliance requirements. This topic only provides an overview of some of the auditing and metadata management
capabilities that Cloudera Navigator offers. For complete details, see Cloudera Data Management.

Cloudera Navigator

The following sections describe some of the categories of functionalities Cloudera Navigator provides for auditing,
metadata management and lineage.

Auditing

While Hadoop has historically lacked centralized cross-component audit capabilities, products such as Cloudera Navigator
add secured, real-time audit components to key data and access frameworks. Cloudera Navigator allows administrators
to configure, collect, and view audit events, to understand who accessed what data and how. Cloudera Navigator also
allows administrators to generate reports that list the HDFS access permissions granted to groups.Cloudera Navigator
tracks access permissions and actual accesses to all entities in HDFS, Hive, HBase, Impala, Sentry, and Solr, and the
Cloudera Navigator Metadata Server itself to help answer questions such as - who has access to which entities, which
entities were accessed by a user, when was an entity accessed and by whom, what entities were accessed using a
service, and which device was used to access. Cloudera Navigator auditing supports tracking access to:

e HDFS entities accessed by HDFS, Hive, HBase, Impala, and Solr services
e HBase and Impala

e Hive metadata

e Sentry

e Solr

¢ Cloudera Navigator Metadata Server

Data collected from these services also provides visibility into usage patterns for users, ability to see point-in-time
permissions and how they have changed (leveraging Sentry), and review and verify HDFS permissions. Cloudera
Navigator also provides out-of-the-box integration with leading enterprise metadata, lineage, and SIEM applications.
For details on how Cloudera Navigator handles auditing, see Cloudera Navigator Auditing Architecture.




clouderaw Search Analytics  Policies  Administration  admin

Audit Events Save As Report
Audit Events Filters Nov 17 2015 8:32 AM - Nov 17 2015 9:32 AM
Recent Denied Accesses Export 1-50

Timestamp Username IP Address Service Name Operation Resource

Nov 17 2015 9:32 AM admin 172.18.14.216 Navigator savedSearch

Nov 17 2015 9:32 AM admin 1721814216 Navigator authentication

Nov 17 2015 9:32 AM admin 17228195196

Nov 17 2015 9:32 AM accumulo 172.28.195.196 HDFS-1 getfileinfo faccumulofrecovery/a7578891-c9a1-4b08-87e2-d6dcc833692d/finished
Nov 17 2015 9:32 AM oozie 172.28.193.196 HDFS-1 listStatus luser/oozie/share/lib

Nov 17 2015 9:31 AM accumulo 172.28.195.196 HDFS-1 getfileinfo ‘accumulo/recovery/a7578891-c9a1-4b08-87e2-06dcc833692d/Mnished
Nov 17 2015 9:31 AM admin 1721814 216

Nov 17 2015 9:31 AM oozie 172.28. 195196 HDFS-1 listStatus luser/oozie/share/lib

Nov 17 2015 9:30 AM accumulo 172.28.195.196 HDFS-1 getfileinfo /accumulofrecovery/a757889f-c9a1-4b08-87e2-d6dcc833692d/finished
Nov 17 2015 9:30 AM oozie 172.28.195.196 HDFS-1 listStatus user/oozie/share/lib

Nov 17 2015 9:29 AM accumulo 17228 192 113 HDFS-1 getfileinfo /accumuloftables/+rfroot_tablet/F00000d6. rf_tmp

Nov 17 2015 9:29 AM accumulo 172.28.195.196 HDFS-1 getfileinfo ‘accumulo/recovery/a757889f-c9a1-4b08-87e2-d6dcc833692d/finished
Nov 17 2015 9:29 AM oozie 172.28.195.196 HDFS-1 listStatus luser/oozie/share/lib

Nov 17 2015 9:28 AM accumulo 172.28.195.196 HDFS-1 getfileinfo faccumulofrecovery/a7578891-c9a1-4b08-87e2-06dcc833692d/Minished
Nov 17 2015 9:28 AM oozie 172.28.195.196 HDFS-1 listStatus luser/oozie/share/lib

Nov 17 2015 9:27 AM accumulo 172.28.195.196 HDFS-1 getfileinfo ‘accumulo/recovery/a757889f-c9a1-4b08-87e2-d6dcc833692d/finished
Nov 17 2015 9:27 AM oozie 17228 195196 HDFS-1 listStatus luser/oozie/share/lib

Nov 17 2015 9:26 AM accumulo 172.28.195.196 HDFS-1 getfileinfo faccumulofrecovery/a7578891-c9a1-4b08-87e2-06dcc833692d/Minished
Nov 17 2015 9:26 AM oozie ¥ 17228195196 7 HDFS-17 listStatus v fuser/oozie/share/lib h

Metadata Management

For metadata and data discovery, Cloudera Navigator features complete metadata storage. First, it consolidates the
technical metadata for all data inside Hadoop into a single, searchable interface and allows for automatic tagging of
data based on the external sources entering the cluster. For example, if there is an external ETL process, data can be
automatically tagged as such when it enters Hadoop. Second, it supports user-based tagging to augment files, tables,
and individual columns with custom business context, tags, and key/value pairs. Combined, this allows data to be easily
discovered, classified, and located to not only support governance and compliance, but also user discovery within
Hadoop.

Cloudera Navigator also includes metadata policy management that can trigger actions (such as the autoclassification
of metadata) for specific datasets based on arrival or scheduled intervals. This allows users to easily set, monitor, and
enforce data management policies, while also integrating with common third-party tools.

For details on how Cloudera Navigator handles metatdata, see Cloudera Navigator Metadata Architecture.

Lineage

Cloudera Navigator provides an automatic collection and easy visualization of upstream and downstream data lineage
to verify reliability. For each data source, it shows, down to the column-level within that data source, what the precise
upstream data sources were, the transforms performed to produce it, and the impact that data has on downstream
artifacts. Cloudera Navigator supports tracking the lineage of HDFS files, datasets, and directories, Hive tables and
columns, MapReduce and YARN jobs, Hive queries, Impala queries, Pig scripts, Oozie workflows, Spark jobs, and Sqoop
jobs. For details, see Cloudera Navigator Lineage Diagrams.
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Integration within an EDH

The monitoring and reporting of Hadoop systems, while critical elements to its enterprise usage, are only a part of an
enterprise’s complete audit infrastructure and data policy. Often these enterprise tools and policies require that all
audit information route through a central interface to aid comprehensive reporting, and Hadoop-specific audit data
can be integrated with these existing enterprise SIEM applications and other tools. For example, Cloudera Navigator
exposes Hadoop audit data through several delivery methods:

e Using syslog, thus acting as a mediator between the raw event streams in Hadoop and the SIEM tools.
e Using a REST API for custom enterprise tools.
¢ You can also simply export the data to a file, such as a comma-delimited text file.

Auditing in Hadoop Projects

The table below depicts the auditing capabilities of Cloudera Manager and CDH components.

Project Auditing Capabilities

HDFS Events captured by Cloudera Navigator (including security events*)
MapReduce Inferred through HDFS

YARN Inferred through HDFS

Accumulo Log Files - Partial inclusion of security events; does not include non-bulk writes
Flume Log Files

HBase Audit events captured by Cloudera Navigator (including security events*)

HiveServer2

Audit events captured by Cloudera Navigator

Hue Inferred through underlying components
Impala Audit events captured by Cloudera Navigator
Oozie Log Files

Pig Inferred through HDFS
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Search Log Files

Sentry Audit events captured by Cloudera Navigator

Spark Inferred through HDFS

Sqoop Log Files

Sqoop2 Log Files (including security events*)

ZooKeeper Log Files

Cloudera Manager Audit events captured by Cloudera Navigator (partial capture of security events*)
Cloudera Navigator Audit events captured by Cloudera Navigator itself

Backup and Disaster Recovery None

* - Security events include a machine readable log of the following activities:

e User data read

e User data written

e Permission changes

e Configuration changes

e Login attempts

e Escalation of privileges

e Session Tracking

¢ Key Operations (Key Trustee)
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Configuring Authentication

The purpose of authentication in Hadoop, as in other systems, is simply to prove that a user or service is who he or
she claims to be.

Typically, authentication in enterprises is managed through a single distributed system, such as a Lightweight Directory
Access Protocol (LDAP) directory. LDAP authentication consists of straightforward username/password services backed
by a variety of storage systems, ranging from file to database.

A common enterprise-grade authentication system is Kerberos. Kerberos provides strong security benefits including
capabilities that render intercepted authentication packets unusable by an attacker. It virtually eliminates the threat
of impersonation by never sending a user's credentials in cleartext over the network.

Several components of the Hadoop ecosystem are converging to use Kerberos authentication with the option to manage
and store credentials in LDAP or AD. For example, Microsoft's Active Directory (AD) is an LDAP directory that also
provides Kerberos authentication for added security.

Before you use this guide to configure Kerberos on your cluster, ensure you have a working KDC (MIT KDC or Active
Directory), set up. You can then use Cloudera Manager's Kerberos wizard to automate several aspects of Kerberos
configuration on your cluster.

o Important:

* You can use either Cloudera Manager or the following command-line instructions to complete
this configuration.

e This information applies specifically to CDH 5.11.x. If you use an earlier version of CDH, see the
documentation for that version located at Cloudera Documentation.

Configuring Authentication in Cloudera Manager

Before You Begin

When you configure authentication and authorization on a cluster, Cloudera Manager Server sends sensitive information
over the network to cluster hosts, such as Kerberos keytabs and configuration files that contain passwords. To secure
this transfer, you must configure TLS encryption between Cloudera Manager Server and all cluster hosts. For instruction
on enabling TLS encryption for Cloudera Manager, see Configuring TLS Encryption for Cloudera Manager on page 197.

Why Use Cloudera Manager to Implement Kerberos Authentication?

If you do not use Cloudera Manager to implement Hadoop security, you must manually create and deploy the Kerberos
principals and keytabs on every host in your cluster. If you have a large number of hosts, this can be a time-consuming
and error-prone process. After creating and deploying the keytabs, you must also manually configure properties in the
core-site.xnl ,hdfs-site.xm ,mapred-site.xm ,andtaskcontroll er. cfgfilesoneveryhostinthe cluster
to enable and configure Hadoop security in HDFS and MapReduce. You must also manually configure properties in the
oozi e-site.xm andhue. i ni files on certain cluster hosts to enable and configure Hadoop security in Oozie and
Hue.

Cloudera Manager enables you to automate all of those manual tasks. Cloudera Manager can automatically create
and deploy a keytab file for the hdf s user and a keytab file for the mapr ed user on every host in your cluster, as well
as keytab files for the oozi e and hue users on select hosts. The hdf s keytab file contains entries for the hdf s principal
and a host principal, and the mapr ed keytab file contains entries for the mapr ed principal and a host principal. The
host principal will be the same in both keytab files. The oozi e keytab file contains entries for the 0ozi e principal
and a HTTP principal. The hue keytab file contains an entry for the hue principal. Cloudera Manager can also
automatically configure the appropriate properties in the core-si te. xm , hdf s-si te. xm , mapred-site. xnl,
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andt askcontrol | er. cf g files on every host in the cluster, and the appropriate properties in oozi e-si t e. xn
and hue. i ni forselect hosts. Lastly, Cloudera Manager can automatically start up the NameNode, DataNode, Secondary
NameNode, JobTracker, TaskTracker, Oozie Server, and Hue roles once all the appropriate configuration changes have
been made.

Ways to Configure Kerberos Authentication Using Cloudera Manager
You can use one of the following ways to set up Kerberos authentication on your cluster using Cloudera Manager:

¢ Cloudera Manager 5.1 introduced a new wizard to automate the procedure to set up Kerberos on a cluster. Using
the KDC information you enter, the wizard will create new principals and keytab files for your CDH services. The
wizard can be used to deploy the kr b5. conf file cluster-wide, and automate other manual tasks such as stopping
all services, deploying client configuration and restarting all services on the cluster.

If you want to use the Kerberos wizard, follow the instructions at Enabling Kerberos Authentication Using the
Wizard on page 50.

¢ Ifyou do not want to use the Kerberos wizard, follow the instructions at Enabling Kerberos Authentication Without
the Wizard on page 67.

Cloudera Manager User Accounts
Minimum Required Role: User Administrator (also provided by Full Administrator)

Access to Cloudera Manager features is controlled by user accounts. A user account identifies how a user is authenticated
and determines what privileges are granted to the user.

When you are logged in to the Cloudera Manager Admin Console, the username you are logged in as is located at the
far right of the top navigation bar—for example, if you are logged in as admin you will see .

A user with the User Administrator or Full Administrator role manages user accounts through the Administration >
Users page. View active user sessions on the User Sessions tab.

User Authentication

Cloudera Manager provides several mechanisms for authenticating users. You can configure Cloudera Manager to
authenticate users against the Cloudera Manager database or against an external authentication service. The external
authentication service can be an LDAP server (Active Directory or an OpenLDAP compatible directory), or you can
specify another external service. Cloudera Manager also supports using the Security Assertion Markup Language (SAML)
to enable single sign-on.

If you are using LDAP or another external service, you can configure Cloudera Manager so that it can use both methods
of authentication (internal database and external service), and you can determine the order in which it performs these
searches. If you select an external authentication mechanism, Full Administrator users can always authenticate against
the Cloudera Manager database. This prevents locking everyone out if the authentication settings are misconfigured,
such as with a bad LDAP URL.

With external authentication, you can restrict login access to members of specific groups, and can specify groups whose
members are automatically given Full Administrator access to Cloudera Manager.

Users accounts in the Cloudera Manager database page show Cloudera Manager in the User Type column. User
accounts in an LDAP directory or other external authentication mechanism show External in the User Type column.

User Roles

User accounts include the user's role, which determines the Cloudera Manager features visible to the user and the
actions the user can perform. All tasks in the Cloudera Manager documentation indicate which role is required to
perform the task. For more information about user roles, see Cloudera Manager User Roles on page 335.

Determining the Role of the Currently Logged in User

1. Click the logged-in username at the far right of the top navigation bar. The role displays under the username. For
example:



a& [If - Support *  admin Em

Change Password

Logout

Changing the Logged-In Internal User Password

1. Click the logged-in username at the far right of the top navigation bar and select Change Password.
2. Enter the current password and a new password twice, and then click OK.

Adding an Internal User Account

1. Select Administration > Users.

. Click the Add User button.

. Enter a username and password.

. In the Role drop-down menu, select a role for the new user.
. Click Add.
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Assigning User Roles

1. Select Administration > Users.

. Check the checkbox next to one or more usernames.
. Select Actions for Selected > Assign User Roles.

. In the drop-down menu, select the role.

. Click the Assign Role button.
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Changing an Internal User Account Password

1. Select Administration > Users.

2. Click the Change Password button next to a username with User Type Cloudera Manager.
3. Type the new password and repeat it to confirm.

4. Click the Update button to make the change.

Deleting Internal User Accounts

1. Select Administration > Users.

2. Check the checkbox next to one or more usernames with User Type Cloudera Manager.
3. Select Actions for Selected > Delete.

4. Click the OK button. (There is no confirmation of the action.)

Viewing User Sessions

1. Select Administration > Users.
2. Click the tab User Sessions.

Configuring External Authentication for Cloudera Manager

Minimum Required Role: User Administrator (also provided by Full Administrator)

Important: This feature is available only with a Cloudera Enterprise license. It is not available in
Cloudera Express. For information on Cloudera Enterprise licenses, see Managing Licenses.




Cloudera Manager supports user authentication against an internal database and against an external service. The
following sections describe how to configure the supported external services.

Configuring Authentication Using Active Directory

1. Log in to Cloudera Manager Admin Console.

2. Select Administration > Settings.

3. Select External Authentication for the Category filter to display the settings.

4. For Authentication Backend Order, select the order in which Cloudera Manager should look up authentication
credentials for login attempts.

. For External Authentication Type, select Active Directory.

. In the LDAP URL property, provide the URL of the Active Directory server.

7. In the Active Directory Domain property, provide the domain to authenticate against.
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LDAP URL and Active Directory are the only settings required to allow anyone in Active Directory to log in to
Cloudera Manager.

For example, if you set LDAP URLto | dap://adserver. exanpl e. comand the Active Directory Domain to
ADREALM EXAMPLE. COM users can log into Cloudera Manager using just their username, such as sanpl euser.
They no longer require the complete string: sanpl euser GADREALM EXAMPLE. COM

8. In the LDAP User Groups property, optionally provide a comma-separated list of case-sensitive LDAP group names.
If this list is provided, only users who are members of one or more of the groups in the list will be allowed to log
into Cloudera Manager. If this property is left empty, all authenticated LDAP users will be able to log into Cloudera
Manager. For example, if there is a group called CN=Cl ouder aManager User s, OU=Gr oups, DC=cor p, DC=com
add the group name Cl ouder aManager User s to the LDAP User Groups list to allow members of that group to
log in to Cloudera Manager.

9. To automatically assign a role to users when they log in, provide a comma-separated list of LDAP group names in
the following properties:

e LDAP Full Administrator Groups

e LDAP User Administrator Groups

e LDAP Cluster Administrator Groups

e LDAP BDR Administrator Groups

e LDAP Configurator Groups

e LDAP Key Administrator Groups

e LDAP Navigator Administrator Groups
e LDAP Operator Groups

e LDAP Limited Operator Groups

e LDAP Auditor Groups

If you specify groups in these properties, users must also be a member of at least one of the groups specified in
the LDAP User Groups property or they will not be allowed to log in. If these properties are left empty, users will
be assigned to the Read-Only role and any other role assignment must be performed manually by an Administrator.

E,i Note: Users added to LDAP groups are not automatically assigned user roles from the internal
Cloudera Manager database so they are granted Read-Only access.

10 Restart the Cloudera Manager Server.

Configuring Authentication Using an LDAP-compliant Identity Service

An LDAP-compliant identity/directory service, such as OpenLDAP, provides different options for enabling Cloudera
Manager to look-up user accounts and groups in the directory:

e Use asingle Distinguished Name (DN) as a base and provide a pattern (Distinguished Name Pattern) for matching
user names in the directory, or



e Search filter options let you search for a particular user based on somewhat broader search criteria — for example
Cloudera Manager users could be members of different groups or organizational units (OUs), so a single pattern
does not find all those users. Search filter options also let you find all the groups to which a user belongs, to help
determine if that user should have login or admin access.

. Login to Cloudera Manager Admin Console.
. Select Administration > Settings.
. Select External Authentication for the Category filter to display the settings.

. For Authentication Backend Order, select the order in which Cloudera Manager should look up authentication
credentials for login attempts.

. For External Authentication Type, select LDAP.

6. In the LDAP URL property, provide the URL of the LDAP server and (optionally) the base Distinguished Name (DN)
(the search base) as part of the URL — for example | dap: / / | dap- server. cor p. conl dc=cor p, dc=com

7. If your server does not allow anonymous binding, provide the user DN and password to be used to bind to the
directory. These are the LDAP Bind User Distinguished Name and LDAP Bind Password properties. By default,
Cloudera Manager assumes anonymous binding.

8. Use one of the following methods to search for users and groups:
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¢ You can search using User or Group search filters, using the LDAP User Search Base, LDAP User Search Filter,
LDAP Group Search Base and LDAP Group Search Filter settings. These allow you to combine a base DN with
a search filter to allow a greater range of search targets.

For example, if you want to authenticate users who may be in one of multiple OUs, the search filter mechanism
will allow this. You can specify the User Search Base DN as dc=cor p, dc=comand the user search filter as
ui d={ 0} . Then Cloudera Manager will search for the user anywhere in the tree starting from the Base DN.
Suppose you have two OUs—ou=Engi neeri ng and ou=Qper at i ons —Cloudera Manager will find User
"foo" if it exists in either of these OUs, that is, ui d=f oo, ou=Engi neeri ng, dc=cor p, dc=comor

ui d=f 0o, ou=QOper ati ons, dc=cor p, dc=com

You can use a user search filter along with a DN pattern, so that the search filter provides a fallback if the DN
pattern search fails.

The Groups filters let you search to determine if a DN or username is a member of a target group. In this
case, the filter you provide can be something like menber ={ 0} where { 0} will be replaced with the DN of
the user you are authenticating. For a filter requiring the username, { 1} may be used, as nernber Ui d={ 1} .
This will return a list of groups the user belongs to, which will be compared to the list in the group properties
discussed in step 8 of Configuring Authentication Using Active Directory on page 41.

OR

o Alternatively, specify a single base Distinguished Name (DN) and then provide a "Distinguished Name Pattern"
in the LDAP Distinguished Name Pattern property.

Use { 0} in the pattern to indicate where the username should go. For example, to search for a distinguished
name where the ui d attribute is the username, you might provide a pattern similar to

ui d={ 0}, ou=Peopl e, dc=cor p, dc=com Cloudera Manager substitutes the name provided at login into
this pattern and performs a search for that specific user. So if a user provides the username "foo" at the
Cloudera Manager login page, Cloudera Manager will search for the DN

ui d=f 0o, ou=Peopl e, dc=cor p, dc=com

If you provided a base DN along with the URL, the pattern only needs to specify the rest of the DN pattern.
For example, if the URL you provide is | dap: // | dap- server. corp. com dc=cor p, dc=com and the
pattern is ui d={ 0}, ou=Peopl e, then the search DN will be ui d=f oo, ou=Peopl e, dc=cor p, dc=com

9. Restart the Cloudera Manager Server.

Configuring Cloudera Manager to Use LDAPS

If the LDAP server certificate has been signed by a trusted Certificate Authority, steps 1 and 2 below may not be
necessary.



1. Copy the CA certificate file to the Cloudera Manager Server host.

2. Import the CA certificate(s) from the CA certificate file to the local truststore. The default truststore is located in
the $JAVA HOWE/ jrel/ li b/ security/ cacerts file. This contains the default CA information shipped with the
JDK. Create an alternate default file called j ssecacert s in the same location as the cacert s file. You can now
safely append CA certificates for any private or public CAs not present in the default cacert s file, while keeping
the original file intact.

For our example, we will follow this recommendation by copying the default cacert s file into the new
j ssecacert s file, and then importing the CA certificate to this alternate truststore.

cp $JAVA HOVE/ jrel/liblsecurity/cacerts $JAVA HOVE/jre/libl/security/jssecacerts

$ /usr/javall atest/bin/keytool -inmport -alias nt_domain_name
-keystore /usr/javallatest/jre/lib/security/jssecacerts -file path_to CA cert

E’; Note: The default password for the cacert s store is changei t. The - al i as does not always
need to be the domain name.

Alternatively, you can use the Java options: j avax. net . ssl . trust St or e and
j avax. net. ssl . trust St or ePasswor d. Open the/ et c/ def aul t/ cl ouder a- scm ser ver file and add the
following options:

export CMF_JAVA OPTS="- Xmx2G - XX: MaxPer n5i ze=256m - XX: +HeapDunpOnQut Of Menor yEr r or
- XX: HeapDunpPat h=/t np

-Dj avax. net.ssl.trust Store=/usr/java/default/jre/lib/security/jssecacerts

- D avax. net. ssl . trust St or ePasswor d=changei t"

3. Configure the LDAP URL property to use | daps: / /| dap_ser ver instead of | dap://| dap_server.
4, Restart the Cloudera Manager Server.

Configuring Authentication Using an External Program

Cloudera Manager can use a custom external authentication program,. Typically, this may be a custom script that
interacts with a custom authentication service. Cloudera Manager will call the external program with the username
as the first command line argument. The password is passed over st di n. Cloudera Manager assumes the program
will return the following exit codes identifying the user role for a successful authentication:

e 0-Read-Only

e 1 - Full Administrator

e 2 - Limited Operator

e 3 - Operator

® 4 - Configurator

e 5 - Cluster Administrator
* 6-BDR Administrator

e 7 - Navigator Administrator
e 8- User Administrator

e 9- Auditor

e 10 - Key Administrator

and a negative value is returned for a failure to authenticate.
To configure authentication using an external program:

1. Log in to Cloudera Manager Admin Console.

2. Select Administration > Settings.

3. Select External Authentication for the Category filter to display the settings.
4. For External Authentication Type, select External Program.



5. Provide a path to the external program in the External Authentication Program Path property.

Configuring Authentication Using SAML

Cloudera Manager supports the Security Assertion Markup Language (SAML), an XML-based open standard data format
for exchanging authentication and authorization data between parties, in particular, between an identity provider
(IDP) and a service provider (SP). The SAML specification defines three roles: the principal (typically a user), the IDP,
and the SP. In the use case addressed by SAML, the principal (user agent) requests a service from the service provider.
The service provider requests and obtains an identity assertion from the IDP. On the basis of this assertion, the SP can
make an access control decision—in other words it can decide whether to perform some service for the connected
principal.

The primary SAML use case is called web browser single sign-on (SSO). A user wielding a user agent (usually a web
browser) requests a web resource protected by a SAML SP. The SP, wanting to know the identity of the requesting
user, issues an authentication request to a SAML IDP through the user agent. In the context of this terminology, Cloudera
Manager operates as a SP. This topic discusses the Cloudera Manager part of the configuration process; it assumes
that you are familiar with SAML and SAML configuration in a general sense, and that you have a functioning IDP already
deployed.

E,’ Note:

e Cloudera Manager supports both SP- and IDP-initiated SSO.

¢ The logout action in Cloudera Manager will send a single-logout request to the IDP.

¢ SAML authentication has been tested with specific configurations of CA Single Sign-On (formerly
SiteMinder) and Shibboleth. While SAML is a standard, there is a great deal of variability in
configuration between different IDP products, so it is possible that other IDP implementations,
or other configurations of CA Single Sign-On and Shibboleth, may not interoperate with Cloudera
Manager.

e To bypass SSO if SAML configuration is incorrect or not working, you can login using a Cloudera
Manager local account using the URL: htt p: // cm_host: 7180/ cnf /| ocal Logi n

Setting up Cloudera Manager to use SAML requires the following steps.
Preparing Files
You will need to prepare the following files and information, and provide these to Cloudera Manager:

¢ Alavakeystore containing a private key for Cloudera Manager to use to sign/encrypt SAML messages. For guidance
on creating Java keystores, see Understanding Keystores and Truststores on page 195.

e The SAML metadata XML file from your IDP. This file must contain the public certificates needed to verify the
sign/encrypt key used by your IDP per the SAML Metadata Interoperability Profile. For example, if you are using
the Shibboleth IdP, the metadata file is available at: ht t ps: / / <I dPHOST>: 8080/ i dp/ shi bbol et h.

E,’ Note: For guidance on how to obtain the metadata XML file from your IDP, either contact your
IDP administrator or consult the documentation for the version of the IDP you are using.

¢ The entity ID that should be used to identify the Cloudera Manager instance
e How the user ID is passed in the SAML authentication response:

— As an attribute. If so, what identifier is used.
— As the NamelD.

¢ The method by which the Cloudera Manager role will be established:
— From an attribute in the authentication response:

— What identifier will be used for the attribute
— What values will be passed to indicate each role



— From an external script that will be called for each use:

— The script takes user ID as $1
— The script sets an exit code to reflect successful authentication of the assigned role:

— 0 - Full Administrator

— 1-Read-Only

— 2 - Limited Operator

— 3 - Operator

— 4 - Configurator

— 5 - Cluster Administrator
— 6-BDR Administrator

— 7 - Navigator Administrator
— 8- User Administrator

— 9- Auditor

— 10 - Key Administrator

and a negative value is returned for a failure to authenticate.

Configuring Cloudera Manager

1. Log in to Cloudera Manager Admin Console.
. Select Administration > Settings.
. Select External Authentication for the Category filter to display the settings.

. Set the External Authentication Type property to SAML (the Authentication Backend Order property is ignored
for SAML).

. Set the Path to SAML IDP Metadata File property to point to the IDP metadata file.
. Set the Path to SAML Keystore File property to point to the Java keystore prepared earlier.
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. In the SAML Keystore Password property, set the keystore password.

. In the Alias of SAML Sign/Encrypt Private Key property, set the alias used to identify the private key for Cloudera
Manager to use.

9. In the SAML Sign/Encrypt Private Key Password property, set the private key password.
10 Set the SAML Entity ID property if:

00 N O U

e There is more than one Cloudera Manager instance being used with the same IDP (each instance needs a
different entity ID).

e Entity IDs are assigned by organizational policy.

1. In the Source of User ID in SAML Response property, set whether the user ID will be obtained from an attribute
or the NamelD.

If an attribute will be used, set the attribute name in the SAML attribute identifier for user ID property. The
default value is the normal OID used for user IDs and so may not need to be changed.

12 In the SAML Role assignment mechanism property, set whether the role assignment will be done from an attribute
or an external script.

¢ |[f an attribute will be used:

— In the SAML attribute identifier for user role property, set the attribute name if necessary. The default
value is the normal OID used for OrganizationalUnits and so may not need to be changed.

— In the SAML Attribute Values for Roles property, set which attribute values will be used to indicate the
user role.

e If an external script will be used, set the path to that script in the Path to SAML Role Assignment Script
property. Make sure that the script is executable (an executable binary is fine - it doesn’t need to be a shell
script).



1 Save the changes. Cloudera Manager will run a set of validations that ensure it can find the metadata XML and
the keystore, and that the passwords are correct. If you see a validation error, correct the problem before
proceeding.

1 Restart the Cloudera Manager Server.

Configuring the IDP

After the Cloudera Manager Server is restarted, it will attempt to redirect to the IDP login page instead of showing the
normal CM page. This may or may not succeed, depending on how the IDP is configured. In either case, the IDP will
need to be configured to recognize CM before authentication will actually succeed. The details of this process are
specific to each IDP implementation - refer to your IDP documentation for details. If you are using the Shibboleth IdP,
information on configuring the IdP to communicate with a Service Provider is available here.

1. Download the Cloudera Manager’s SAML metadata XML file from ht t p: / / host nanme: 7180/ sani / net adat a.

2. Inspect the metadata file and ensure that any URLs contained in the file can be resolved by users’ web browsers.
The IDP will redirect web browsers to these URLs at various points in the process. If the browser cannot resolve
them, authentication will fail. If the URLs are incorrect, you can manually fix the XML file or set the Entity Base
URL in the CM configuration to the right value, and then re-download the file.

3. Provide this metadata file to your IDP using whatever mechanism your IDP provides.

4. Ensure that the IDP has access to whatever public certificates are necessary to validate the private key that was
provided to Cloudera Manager earlier.

5. Ensure that the IDP is configured to provide the User ID and Role using the attribute names that Cloudera Manager
was configured to expect, if relevant.

6. Ensure the changes to the IDP configuration have taken effect (a restart may be necessary).

Verifying Authentication and Authorization

1. Return to the Cloudera Manager Admin Console and refresh the login page.

2. Attempt to log in with credentials for a user that is entitled. The authentication should complete and you should
see the Home > Status tab.

3. If authentication fails, you will see an IDP provided error message. Cloudera Manager is not involved in this part
of the process, and you must ensure the IDP is working correctly to complete the authentication.

4. If authentication succeeds but the user is not authorized to use Cloudera Manager, they will be taken to an error
page by Cloudera Manager that explains the situation. If an user who should be authorized sees this error, then
you will need to verify their role configuration, and ensure that it is being properly communicated to Cloudera
Manager, whether by attribute or external script. The Cloudera Manager log will provide details on failures to
establish a user’s role. If any errors occur during role mapping, Cloudera Manager will assume the user is
unauthorized.

Kerberos Concepts - Principals, Keytabs and Delegation Tokens

This section describes how Hadoop uses Kerberos principals and keytabs for user authentication. It also briefly describes
how Hadoop uses delegation tokens to authenticate jobs at execution time, to avoid overwhelming the KDC with
authentication requests for each job.

Kerberos Principals

A user in Kerberos is called a principal, which is made up of three distinct components: the primary, instance, and

realm. A Kerberos principal is used in a Kerberos-secured system to represent a unique identity. The first component
of the principal is called the primary, or sometimes the user component. The primary component is an arbitrary string
and may be the operating system username of the user or the name of a service. The primary component is followed
by an optional section called the instance, which is used to create principals that are used by users in special roles or
to define the host on which a service runs, for example. An instance, if it exists, is separated from the primary by a

slash and then the content is used to disambiguate multiple principals for a single user or service. The final component
of the principal is the realm. The realm is similar to a domain in DNS in that it logically defines a related group of objects,
although rather than hostnames as in DNS, the Kerberos realm defines a group of principals . Each realm can have its
own settings including the location of the KDC on the network and supported encryption algorithms. Large organizations
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commonly create distinct realms to delegate administration of a realm to a group within the enterprise. Realms, by
convention, are written in uppercase characters.

Kerberos assigns tickets to Kerberos principals to enable them to access Kerberos-secured Hadoop services. For the
Hadoop daemon principals, the principal names should be of the format

servicel/fully.qualified. domai n. nane @OUR- REALM COM Here, service in the
servicel/fully.qualified. domai n. nane @OUR- REALM COMprincipal refers to the username of an existing Unix
account that is used by Hadoop daemons, such as hdf s or napr ed.

Human users who want to access the Hadoop cluster also need to have Kerberos principals of the format,

user name @ OUR- REALM CQM in this case, user nane refers to the username of the user's Unix account, such as j oe
or j ane. Single-component principal names (such as j oe @OUR- REALM COM are typical for client user accounts.
Hadoop does not support more than two-component principal names.

Kerberos Principals

Each user and service that needs to authenticate to Kerberos needs a principal, an entity that uniquely identifies the
user or service in the context of possibly multiple Kerberos servers and related subsystems. A principal includes up to
three pieces of identifying information, starting with the user or service name (called a primary). Typically, the primary
portion of the principal consists of the user account name from the operating system, such as j car | os for the user's
Unix account or hdf s for the Linux account associated with the service daemon on the host underlying cluster node.

Principals for users typically consist solely of the primary and the Kerberos realm name. The realm is a logical grouping
of principals tied to the same Key Distribution Center (KDC) which is configured with many of the same properties,
such as supported encryption algorithms. Large organizations may use realms as means of delegating administration
to various groups or teams for specific sets of users or functions and distributing the authentication-processing tasks
across multiple servers.

Standard practice is to use your organization's domain name as the Kerberos realm name (in all uppercase characters)
to easily distinguish it as part of a Kerberos principal, as shown in this user principal pattern:

user nane @GREALM EXANVPLE. COM

The combination of the primary and the realm name can distinguish one user from another. For example,
j carl os @OVE- REALM EXAMPLE. COMand j car | 0s @GANOTHER- REALM EXAMPLE. COMmay be unique individuals
within the same organization.

For service role instance identities, the primary is the Unix account name used by Hadoop daemons (hdf s, mapr ed,
and so on) followed by an instance name that identifies the specific host on which the service runs. For example,

hdf s/ host nane. f qdn. exanpl e. com@OVE- REALM EXAMPLE. COMis an example of the principal for an HDFS
service instance. The forward slash (/) separates the primary and the instance names using this basic pattern:

servi ce- nane/ host nane. f qdn. exanpl e. com@EALM EXAMPLE. COM
The HTTP principal needed for Hadoop web service interfaces does not have a Unix local account for its primary but
rather is HTTP.

An instance name can also identify users with special roles, such as administrators. For example, the principal
j carl os @OVE- REALM COMand the principal j car | os/ adnmi n@OVE- REALM COMeach have their own passwords
and privileges, and they may or may not be the same individual.

For example, the principal for the HDFS service role instance running on a cluster in an organization with realms for
each geographical location might be as follows:

hdf s/ host nane. f gdn. exanpl e. com@AKLAND. EXAMPLE. COM

Generally, the service name is the Unix account name used by the given service role instance, such as hdf s or mapr ed,
as shown above. The HTTP principal for securing web authentication to Hadoop service web interfaces has no Unix
account, so the primary for the principal is HTTP.



Kerberos Keytabs

A keytab is a file that contains the principal and the encrypted key for the principal. A keytab file for a Hadoop daemon
is unique to each host since the principal names include the hostname. This file is used to authenticate a principal on
a host to Kerberos without human interaction or storing a password in a plain text file. Because having access to the
keytab file for a principal allows one to act as that principal, access to the keytab files should be tightly secured.

They should be readable by a minimal set of users, should be stored on local disk, and should not be included in host
backups, unless access to those backups is as secure as access to the local host.

Delegation Tokens

Users in a Hadoop cluster authenticate themselves to the NameNode using their Kerberos credentials. However, once
the user is authenticated, each job subsequently submitted must also be checked to ensure it comes from an
authenticated user. Since there could be a time gap between a job being submitted and the job being executed, during
which the user could have logged off, user credentials are passed to the NameNode using delegation tokens that can
be used for authentication in the future.

Delegation tokens are a secret key shared with the NameNode, that can be used to impersonate a user to get a job
executed. While these tokens can be renewed, new tokens can only be obtained by clients authenticating to the
NameNode using Kerberos credentials. By default, delegation tokens are only valid for a day. However, since jobs can
last longer than a day, each token specifies a NodeManager as a renewer which is allowed to renew the delegation
token once a day, until the job completes, or for a maximum period of 7 days. When the job is complete, the
NodeManager requests the NameNode to cancel the delegation token.

Token Format

The NameNode uses a random nast er Key to generate delegation tokens. All active tokens are stored in memory with
their expiry date (maxDat e). Delegation tokens can either expire when the current time exceeds the expiry date, or,
they can be canceled by the owner of the token. Expired or canceled tokens are then deleted from memory. The
sequenceNunber serves as a unique ID for the tokens. The following section describes how the Delegation Token is
used for authentication.

Tokenl D = {owner|I D, renewerl D, issueDate, maxDate, sequenceNumnber}
TokenAut henti cat or = HVAC- SHAL( mast er Key, Tokenl D)
Del egati on Token = {Tokenl D, TokenAut henti cator}

Authentication Process

To begin the authentication process, the client first sends the TokenID to the NameNode. The NameNode uses this
TokenID and the mast er Key to once again generate the corresponding TokenAuthenticator, and consequently, the
Delegation Token. If the NameNode finds that the token already exists in memory, and that the current time is less
than the expiry date (maxDat e) of the token, then the token is considered valid. If valid, the client and the NameNode
will then authenticate each other by using the TokenAuthenticator that they possess as the secret key, and MD5 as
the protocol. Since the client and NameNode do not actually exchange TokenAuthenticators during the process, even
if authentication fails, the tokens are not compromised.

Token Renewal

Delegation tokens must be renewed periodically by the designated renewer (r enewer | D). For example, if a
NodeManager is the designated renewer, the NodeManager will first authenticate itself to the NameNode. It will then
send the token to be authenticated to the NameNode. The NameNode verifies the following information before
renewing the token:

e The NodeManager requesting renewal is the same as the one identified in the token by r enewer | D.

¢ The TokenAuthenticator generated by the NameNode using the Tokenl Dand the nmast er Key matches the one
previously stored by the NameNode.

e The current time must be less than the time specified by naxDat e.



If the token renewal request is successful, the NameNode sets the new expiry date tomi n(current tine+renew
peri od, maxDat e) . The tokens are persisted into NameNode metadata (FSI mage and edit logs). If the NameNode
was restarted at any time, it will have lost all previous tokens from memory. In this case, the token will be loaded into
memory again from the NameNode metadata. Token renewals and cancellation persist, so NameNode restart does
not impact the lifetime of the tokens.

A designated renewer can renew tokens as long as the token is not expired. The designated renewer can also cancel
tokens. Shortly (by default, one hour) after the token is expired, or immediately after it is canceled, it is removed from
the NameNode. Afterward, the NameNode cannot distinguish between a token that was canceled, or has expired.

Delegation Tokens

Users in a Hadoop cluster authenticate themselves to the NameNode using their Kerberos credentials. However, once
the user is authenticated, each job subsequently submitted must also be checked to ensure it comes from an
authenticated user. Since there could be a time gap between a job being submitted and the job being executed, during
which the user could have logged off, user credentials are passed to the NameNode using delegation tokens that can
be used for authentication in the future.

Delegation tokens are a secret key shared with the NameNode, that can be used to impersonate a user to get a job
executed. While these tokens can be renewed, new tokens can only be obtained by clients authenticating to the
NameNode using Kerberos credentials. By default, delegation tokens are only valid for a day. However, since jobs can
last longer than a day, each token specifies a NodeManager as a renewer which is allowed to renew the delegation
token once a day, until the job completes, or for a maximum period of 7 days. When the job is complete, the
NodeManager requests the NameNode to cancel the delegation token.

Token Format

The NameNode uses a random mast er Key to generate delegation tokens. All active tokens are stored in memory with
their expiry date (maxDat e). Delegation tokens can either expire when the current time exceeds the expiry date, or,
they can be canceled by the owner of the token. Expired or canceled tokens are then deleted from memory. The
sequenceNunber serves as a unique ID for the tokens. The following section describes how the Delegation Token is
used for authentication.

Tokenl D = {owner|I D, renewerl D, issueDate, nmaxDate, sequenceNumnber}
TokenAut henti cat or = HVAC- SHAL( mast er Key, Tokenl D)
Del egati on Token = {Tokenl D, TokenAut henti cator}

Authentication Process

To begin the authentication process, the client first sends the TokenID to the NameNode. The NameNode uses this
TokenID and the mast er Key to once again generate the corresponding TokenAuthenticator, and consequently, the
Delegation Token. If the NameNode finds that the token already exists in memory, and that the current time is less
than the expiry date (maxDat e) of the token, then the token is considered valid. If valid, the client and the NameNode
will then authenticate each other by using the TokenAuthenticator that they possess as the secret key, and MD5 as
the protocol. Since the client and NameNode do not actually exchange TokenAuthenticators during the process, even
if authentication fails, the tokens are not compromised.

Token Renewal

Delegation tokens must be renewed periodically by the designated renewer (r enewer | D). For example, if a
NodeManager is the designated renewer, the JobTracker will first authenticate itself to the NameNode. It will then
send the token to be authenticated to the NameNode. The NameNode verifies the following information before
renewing the token:

e The JobTracker requesting renewal is the same as the one identified in the token by r enewer | D.

¢ The TokenAuthenticator generated by the NameNode using the Tokenl Dand the nast er Key matches the one
previously stored by the NameNode.

e The current time must be less than the time specified by naxDat e.



If the token renewal request is successful, the NameNode sets the new expiry date tomi n(current tine+renew
peri od, maxDat e). If the NameNode was restarted at any time, it will have lost all previous tokens from memory.
In this case, the token will be saved to memory once again, this time with a new expiry date. Hence, designated renewers
must renew all tokens with the NameNode after a restart, and before relaunching any failed tasks.

A designated renewer can also revive an expired or canceled token as long as the current time does not exceed naxDat e.
The NameNode cannot tell the difference between a token that was canceled, or has expired, and one that was erased
from memory due to a restart, since only the mast er Key persists in memory. The nast er Key must be updated
regularly.

Enabling Kerberos Authentication Using the Wizard
Required Role: Cluster Administrator or Full Administrator

Cloudera Manager provides a wizard for integrating your organization's Kerberos instance with your cluster to provide
authentication services.

Kerberos must already be deployed in your organization and the Kerberos key distribution center (KDC) must be ready
to use, with a realm established. For Hue and Oozie, the Kerberos realm must support renewable tickets.

Important: Before integrating Kerberos with your cluster, configure TLS/SSL encryption between
Cloudera Manager Server and all Cloudera Manager Agent host systems in the cluster. During the
Kerberos integration process, Cloudera Manager Server sends keytab files to the Cloudera Manager
Agent hosts, and TLS/SSL encrypts the network communication so these files are protected. See
Configuring TLS Encryption for Cloudera Manager on page 197 for details.

Cloudera Manager clusters can be integrated with MIT Kerberos or with Microsoft Active Directory:

e See MIT Kerberos home and MIT Kerberos 5 Release 1.8.6 documentation for more information about MIT
Kerberos.

e See Direct to Active Directory on page 19 and Microsoft Active Directory documentation for more information
about using Active Directory as a KDC.

For Active Directory, you must have administrative privileges to the Active Directory instance for initial setup and for
on-going management, or you will need to have the help of your AD administrator prior to and during the integration
process. For example, administrative access is needed to access the Active Directory KDC, create principals, and
troubleshoot Kerberos TGT/TGS-ticket-renewal and other issues that may arise.

In addition, the Kerberos client OS-specific packages must be installed on all cluster hosts and client hosts that will
authenticate using Kerberos,

(o} Packages Required

RHEL 7 Compatible, RHEL6 | ¢ openl dap- cl i ent s on the Cloudera Manager Server host
Compatible, RHEL 5 e krb5-wor kst ation, krb5-1i bs on ALL hosts
Compatible

SLES e openl dap2- cl i ent on the Cloudera Manager Server host

e krb5-client onALLhosts

Ubuntu or Debian e | dap-util s onthe Cloudera Manager Server host
e krb5-user on ALL hosts

Windows e krb5-workstation,krb5-1ibs onALL hosts

See Before you Begin Using the Wizard on page 53 for more information.

Cloudera supports the Kerberos version that ships with each supported operating system listed in CDH and Cloudera
Manager Supported Operating Systems.
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Step 1: Install Cloudera Manager and CDH

If you have not already done so, Cloudera strongly recommends that you install and configure the Cloudera Manager
Server and Cloudera Manager Agents and CDH to set up a fully-functional CDH cluster before you begin doing the
following steps to implement Hadoop security features.

Overview of the User Accounts and Groups in CDH and Cloudera Manager to Support Security
User Accounts and Groups in CDH and Cloudera Manager Required to Support Security:

When you install the CDH packages and the Cloudera Manager Agents on your cluster hosts, Cloudera Manager takes
some steps to provide system security such as creating the following Unix accounts and setting directory permissions
as shown in the following table. These Unix accounts and directory permissions work with the Hadoop Kerberos security
requirements.

E,i Note: Cloudera Manager 5.3 introduces a new single user mode. In single user mode, the Cloudera
Manager Agent and all the processes run by services managed by Cloudera Manager are started as a
single configured user and group. See Configuring Single User Mode for more information.

This User Runs These Roles

hdf s NameNode, DataNodes, and Secondary Node

mapr ed JobTracker and TaskTrackers (MR1) and Job History Server (YARN)
yarn ResourceManager and NodeManagers (YARN)

oozi e Oozie Server

hue Hue Server, Beeswax Server, Authorization Manager, and Job Designer

The hdf s user also acts as the HDFS superuser.

When you install the Cloudera Manager Server on the server host, a new Unix user account called cl ouder a- scmis
created automatically to support security. The Cloudera Manager Server uses this account to create host principals
and deploy the keytabs on your cluster.

Depending on whether you installed CDH and Cloudera Manager at the same time or not, use one of the following
sections for information on configuring directory ownerships on cluster hosts:

If you installed CDH and Cloudera Manager at the Same Time

If you have a new installation and you installed CDH and Cloudera Manager at the same time, when you started the
Cloudera Manager Agents on your cluster hosts, the Cloudera Manager Agent on each host automatically configured
the directory owners shown in the following table to support security. Assuming the owners are configured as shown,
the Hadoop daemons can then automatically set the permissions for each of the directories specified by the properties
shown below to make sure they are properly restricted. It's critical that the owners are configured exactly as shown
below, so do not change them:

Directory Specified in this Property Owner

df s. nanme.dir hdf s: hadoop
df s.data.dir hdf s: hadoop
mapred. | ocal . dir mapr ed: hadoop
mapr ed. system di r in HDFS mapr ed: hadoop
yarn. nodenmanager .|l ocal -dirs yarn:yarn

yar n. nodemanager. | og-dirs yarn:yarn




Directory Specified in this Property Owner

oozi e. service. StoreService.jdbc. url (ifusing |oozie: oozie

Derby)
[ [ dat abase]] nane hue: hue
j avax. j do. opti on. Connecti onURL hue: hue

If you Installed and Used CDH Before Installing Cloudera Manager

If you have been using HDFS and running MapReduce jobs in an existing installation of CDH before you installed Cloudera
Manager, you must manually configure the owners of the directories shown in the table above. Doing so enables the
Hadoop daemons to automatically set the permissions for each of the directories. It's critical that you manually configure
the owners exactly as shown above.

Step 2: If You are Using AES-256 Encryption, Install the JCE Policy File

If you are using CentOS or Red Hat Enterprise Linux 5.5 or higher, which use AES-256 encryption by default for tickets,
you must install the Java Cryptography Extension (JCE) Unlimited Strength Jurisdiction Policy File on all cluster and
Hadoop user hosts. There are 2 ways to do this:

¢ In the Cloudera Manager Admin Console, navigate to the Hosts page. Both, the Add New Hosts to Cluster wizard
and the Re-run Upgrade Wizard will give you the option to have Cloudera Manager install the JCE Policy file for
you.
¢ You can follow the JCE Policy File installation instructions in the README. t xt file included in the
j ce_policy-x. zipfile.
Alternatively, you can configure Kerberos to not use AES-256 by removing aes256- ct s: nor mal from the
support ed_enct ypes field of the kdc. conf or kr b5. conf file. Note that after changing the kdc. conf file, you'll
need to restart both the KDC and the kadmin server for those changes to take affect. You may also need to recreate
or change the password of the relevant principals, including potentially the Ticket Granting Ticket principal
(krbtgt/REALM@REALM). If AES-256 is still used after all of those steps, it's because the aes256- ct s: nor nal setting
existed when the Kerberos database was created. To fix this, create a new Kerberos database and then restart both
the KDC and the kadmin server.

To verify the type of encryption used in your cluster:

1. For MIT KDC: On the local KDC host, type this command in the kadmin.local or kadmin shell to create a test
principal:

kadm n: addprinc test

For Active Directory: Create a new AD account with the name, t est .

2. On a cluster host, type this command to start a Kerberos session as test:
$ kinit test

3. On a cluster host, type this command to view the encryption type in use:
$ klist -e

If AES is being used, output like the following is displayed after you type the kl i st command (note that AES- 256
is included in the output):

Ti cket cache: FILE: /tnp/krb5cc_0

Default principal: test@d oudera Manager

Valid starting Expi res Servi ce princi pal

05/19/11 13:25:04 05/20/11 13:25:04 Kkrbtgt/C oudera Manager @l oudera Manager


http://www.oracle.com/technetwork/java/javase/downloads/index.html

Et ype (skey, tkt): AES-256 CTS node with 96-bit SHA-1 HVAC, AES-256 CTS nbde with
96-bit SHA-1 HVAC

Step 3: Get or Create a Kerberos Principal for the Cloudera Manager Server

In order to create and deploy the host principals and keytabs on your cluster, the Cloudera Manager Server must have
the correct Kerberos principal. Specifically, the Cloudera Manager Server must have a Kerberos principal that has
privileges to create other accounts.

To get or create the Kerberos principal for the Cloudera Manager Server, you can do either of the following:

e Ask your Kerberos administrator to create a Kerberos administrator principal for the Cloudera Manager Server.
e Create the Kerberos principal for the Cloudera Manager Server yourself by using the following instructions in this
step.

If for some reason, you cannot create a Cloudera Manager administrator principal on your KDC with the privileges to
create other principals and keytabs for CDH services, then these will need to be created manually, and then retrieved
by Cloudera Manager. See, Using a Custom Kerberos Keytab Retrieval Script on page 65.

Creating the Cloudera Manager Principal

The following instructions illustrate an example of creating the Cloudera Manager Server principal for MIT KDC and
Active Directory KDC. (If you are using another version of Kerberos, refer to your Kerberos documentation for
instructions.)

If you are using Active Directory:

1. Create an Organizational Unit (OU) in your AD setup where all the principals used by your CDH cluster will reside.
2. Add a new user account to Active Directory, for example, <user name>@/OUR- REALM COM The password for this
user should be set to never expire.

3. Use AD's Delegate Control wizard to allow this new user to Create, Delete and Manage User Accounts.

If you are using MIT KDC:

Typically, principals with the second component of adni n in the principal name (for example,

user name/ adm n@/OUR- LOCAL- REALM com) have administrator privileges. This is why adni n is shown in the
following example.

E,’ Note: If you are running kadmi n and the Kerberos Key Distribution Center (KDC) on the same host,
use kadmi n. | ocal in the following steps. If the Kerberos KDC is running on a remote host, you must
use kadni n instead of kadni n. | ocal .

Inthe kadmi n. | ocal orkadm n shell, type the following command to create the Cloudera Manager Server principal,
replacing YOUR- LOCAL- REALM COMwith the name of your realm:

kadm n: addprinc -pw <Passwor d> cl ouder a- scm adm n@OUR- LOCAL- REALM COM

Step 4: Enabling Kerberos Using the Wizard
Minimum Required Role: Full Administrator
To start the Kerberos wizard:

1. Go to the Cloudera Manager Admin Console and click ¥ to the right of the cluster for which you want to enable
Kerberos authentication.

2. Select Enable Kerberos.
Before you Begin Using the Wizard

The Welcome page lists steps you should have completed before starting the wizard.



¢ Set up a working KDC. Cloudera Manager supports authentication with MIT KDC and Active Directory.
e Configure the KDC to allow renewable tickets with non-zero ticket lifetimes.

Active Directory allows renewable tickets with non-zero lifetimes by default. You can verify this by checking Domain
Security Settings > Account Policies > Kerberos Policy in Active Directory.

For MIT KDC, make sure you have the following lines in the kdc. conf .

max_life = 1d
max_renewabl e_|life = 7d

¢ If you are using Active Directory, make sure LDAP over TLS/SSL (LDAPS) is enabled for the Domain Controllers.
¢ Install the OS-specific packages for your cluster listed in the table:

(o} Packages Required

RHEL 7 Compatible, RHEL e openl dap-cli ent s on the Cloudera Manager Server host
6 Compatible, RHEL 5 e krb5-workstation, krb5-1ibs onALL hosts
Compatible

SLES e openl dap2- cli ent on the Cloudera Manager Server host

e krb5-client onALLhosts

Ubuntu or Debian e | dap-util s onthe Cloudera Manager Server host
e krb5-user onALL hosts

Windows e krb5-workstation,krb5-1ibs onALL hosts

e Create an account for Cloudera Manager that has the permissions to create other accounts in the KDC. This should
have been completed as part of Step 3: Get or Create a Kerberos Principal for the Cloudera Manager Server on
page 53.

o Important:

If YARN Resource Manager HA has been enabled in a non-secure cluster, before enabling Kerberos
you must clear the StateStore znode in ZooKeeper, as follows:

1. Go to the Cloudera Manager Admin Console home page, click to the right of the YARN service
and select Stop.

2. When you see a Finished status, the service has stopped.
. Go to the YARN service and select Actions > Format State Store.
4. When the command completes, click Close.

w

Once you are able to check all the items on this list, click Continue.
KDC Information

On this page, select the KDC type you are using, MIT KDC or Active Directory, and complete the fields as applicable to
enable Cloudera Manager to generate principals/accounts for the CDH services running on the cluster.
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E,i Note:

¢ Ifyou are using AD and have multiple Domain Controllers behind a Load Balancer, enter the name
of the Load Balancer in the KDC Server Host field and any one of the Domain Controllers in Active
Directory Domain Controller Override. Hadoop daemons will use the Load Balancer for
authentication, but Cloudera Manager will use the override for creating accounts.

¢ |f you have multiple Domain Controllers (in case of AD) or MIT KDC servers, only enter the name
of any one of them in the KDC Server Host field. Cloudera Manager will use that server only for
creating accounts. If you choose to use Cloudera Manager to manage kr b5. conf, you can specify
the rest of the Domain Controllers using Safety Valve as explained below.

e Make sure the entries for the Kerberos Encryption Types field matches what your KDC supports.

e |f you are using an Active Directory KDC, you can configure Active Directory account properties
such as obj ect d ass and account Expi r es directly from the Cloudera Manager Ul. You can
also enable Cloudera Manager to delete existing AD accounts so that new ones can be created
when Kerberos credentials are being regenerated. See Managing Active Directory Account

Properties on page 63.

Click Continue to proceed.
KRB5 Configuration

Manage krb5.conf through Cloudera Manager allows you to choose whether Cloudera Manager should deploy the
kr b5. conf on your cluster or not. If left unchecked, you must ensure that the kr b5. conf is deployed on all hosts in
the cluster, including the Cloudera Manager Server's host.

If you check Manage krb5.conf through Cloudera Manager, this page will let you configure the properties that will be
emitted in it. In particular, the safety valves on this page can be used to configure cross-realm authentication. More
information can be found at Configuring a Cluster-dedicated MIT KDC with Cross-Realm Trust on page 182.

E,’ Note: Cloudera Manager is unable to use a non-default realm. You must specify the default realm.

Click Continue to proceed.
Import KDC Account Manager Credentials

Enter the username and password for the user that can create principals for CDH cluster in the KDC. This is the
user/principal you created in Step 3: Get or Create a Kerberos Principal for the Cloudera Manager Server on page 53.
Cloudera Manager encrypts the username and password into a keytab and uses it as needed to create new principals.

E,i Note: The username entered should have the realm portion in upper-case only as shown in the
example in the Ul.

Click Continue to proceed.
(Optional) Configuring Custom Kerberos Principals

Starting with Cloudera Manager 5.4, you can configure custom service principals for CDH services. Before you begin
making configuration changes, see Configuring a Cluster with Custom Kerberos Principals on page 60 for some additional
configuration changes required and limitations.

Configure HDFS DataNode Ports

On this page, specify the privileged ports needed by the DataNode's Transceiver Protocol and the HTTP Web Ul in a
secure cluster.

Use the checkbox to confirm you are ready to restart the cluster. Click Continue.



Enabling Kerberos

This page lets you track the progress made by the wizard as it first stops all services on your cluster, deploys the
kr b5. conf, generates keytabs for other CDH services, deploys client configuration and finally restarts all services.
Click Continue.

Congratulations

The final page lists the cluster(s) for which Kerberos has been successfully enabled. Click Finish to return to the Cloudera
Manager Admin Console home page.

Step 5: Create the HDFS Superuser

To be able to create home directories for users, you will need access to the HDFS superuser account. (CDH automatically
created the HDFS superuser account on each cluster host during CDH installation.) When you enabled Kerberos for
the HDFS service, you lost access to the default HDFS superuser account using sudo - u hdf s commands. Cloudera
recommends you use a different user account as the superuser, not the default hdf s account.

Designating a Non-Default Superuser Group

To designate a different group of superusers instead of using the default hdf s account, follow these steps:

1. Go to the Cloudera Manager Admin Console and navigate to the HDFS service.

2. Click the Configuration tab.

3. Select Scope > HDFS (Service-Wide).

4. Select Category > Security.

5. Locate the Superuser Group property and change the value to the appropriate group name for your environment.
For example, <superuser>.

6. Click Save Changes to commit the changes.

7. Restart the HDFS service.

To enable your access to the superuser account now that Kerberos is enabled, you must now create a Kerberos
principal or an Active Directory user whose first component is <superuser>:

If you are using Active Directory
Add a new user account to Active Directory, <super user >@0OUR- REALM COM The password for this account should
be set to never expire.

If you are using MIT KDC
1. Inthe kadmi n. | ocal or kadmi n shell, type the following command to create a Kerberos principal called
<superuser>:

kadm n: addprinc <superuser>@OUR- LOCAL- REALM COM

This command prompts you to create a password for the <superuser> principal. You should use a strong password
because having access to this principal provides superuser access to all of the files in HDFS.

2. To run commands as the HDFS superuser, you must obtain Kerberos credentials for the <superuser> principal. To
do so, run the following command and provide the appropriate password when prompted.

$ kinit <superuser>@QOUR LOCAL- REALM COM

Step 6: Get or Create a Kerberos Principal for Each User Account

Now that Kerberos is configured and enabled on your cluster, you and every other Hadoop user must have a Kerberos
principal or keytab to obtain Kerberos credentials to be allowed to access the cluster and use the Hadoop services. In
the next step of this procedure, you will need to create your own Kerberos principals to verify that Kerberos security



is working on your cluster. If you and the other Hadoop users already have a Kerberos principal or keytab, or if your
Kerberos administrator can provide them, you can skip ahead to the next step.

The following instructions explain how to create a Kerberos principal for a user account.

If you are using Active Directory

Add a new AD user account for each new user that should have access to the cluster. You do not need to make any
changes to existing user accounts.

If you are using MIT KDC

1. Inthe kadm n. | ocal or kadmi n shell, use the following command to create user principals by replacing
YOUR- LOCAL- REALM COMwith the name of your realm, and replacing USERNANME with a username:

kadmi n: addpri nc USERNAME@/OUR- LOCAL- REALM COM

2. Enter and re-enter a password when prompted.

Step 7: Prepare the Cluster for Each User

Before you and other users can access the cluster, there are a few tasks you must do to prepare the hosts for each
user.

1. Make sure all hosts in the cluster have a Linux user account with the same name as the first component of that
user's principal name. For example, the Linux account j oe should exist on every box if the user's principal name
is j o0e@OUR- REALM COM You can use LDAP for this step if it is available in your organization.

E,’ Note: Each account must have a user ID that is greater than or equal to 1000. In the

/ et c/ hadoop/ conf/taskcontrol | er. cf g file, the default setting for the banned. user s
property is mapr ed, hdf s, and bi n to prevent jobs from being submitted using those user
accounts. The default setting for the mi n. user. i d property is 1000 to prevent jobs from being
submitted with a user ID less than 1000, which are conventionally Unix super users.

2. Create a subdirectory under/ user on HDFS for each user account (for example, / user/ j oe). Change the owner
and group of that directory to be the user.

$ hadoop fs -nkdir /user/joe
$ hadoop fs -chown joe /user/joe

E,’ Note: sudo -u hdf s is notincluded in the commands above. This is because it is not required if
Kerberos is enabled on your cluster. You will, however, need to have Kerberos credentials for the
HDFS super user to successfully run these commands. For information on gaining access to the HDFS
super user account, see Step 13: Create the HDFS Superuser Principal on page 75

Step 8: Verify that Kerberos Security is Working

After you have Kerberos credentials, you can verify that Kerberos security is working on your cluster by trying to run
MapReduce jobs. To confirm, try launching a sleep or a pi job from the provided Hadoop examples
(/usr/1ib/ hadoop/ hadoop- exanpl es. j ar).



E,i Note:

This section assumes you have a fully-functional CDH cluster and you have been able to access HDFS
and run MapReduce jobs before you followed these instructions to configure and enable Kerberos
on your cluster. If you have not already done so, you should at a minimum use the Cloudera Manager
Admin Console to generate a client configuration file to enable you to access the cluster. For
instructions, see Deploying Client Configuration Files.

To verify that Kerberos security is working:

1. Acquire Kerberos credentials for your user account.

$ kinit USERNAME@/OUR- LOCAL- REALM COM

2. Enter a password when prompted.
3. Submit a sample pi calculation as a test MapReduce job. Use the following command if you use a package-based
setup for Cloudera Manager:

$ hadoop jar /usr/lib/hadoop-0.20-mapreduce/ hadoop- exanpl es.jar pi 10 10000
Nurmber of Maps = 10
Sanpl es per Map = 10000

jbb Fi ni shed in 38.572 seconds
Esti mated value of Pi is 3.14120000000000000000

If you have a parcel-based setup, use the following command instead:

$ hadoop jar /opt/clouderalparcel s/ COH | i b/ hadoop- 0. 20- mapr educe/ hadoop- exanpl es. j ar pi
10 10000

Nurmber of Maps = 10

Sanpl es per Map = 10000

Job Fi ni shed i n 30.958 seconds
Esti mated value of Pi is 3.14120000000000000000

You have now verified that Kerberos security is working on your cluster.

o Important:

Running a MapReduce job will fail if you do not have a valid Kerberos ticket in your credentials cache.
You can examine the Kerberos tickets currently in your credentials cache by running the ki i st
command. You can obtain a ticket by running the ki ni t command and either specifying a keytab file
containing credentials, or entering the password for your principal. If you do not have a valid ticket,
you will receive an error such as:

11/01/04 12:08:12 WARN i pc. Cient:

Exception encountered while connecting to the server

javax. security.sasl. Sasl Exception: GSS initiate fail ed

[ Caused by GSSException: No valid credentials provided (Mechani smlevel:
Failed to find any

Kerberos tgt)]

Bad connection to FS. command aborted. exception: Call to

nn- host/10. 0. 0. 2: 8020 fail ed on | ocal exception:

java.io.| OException:javax. security. sasl. Sasl Exception: GSS initiate

failed

[ Caused by GSSException: No valid credentials provided

(Mechanismlevel: Failed to find any Kerberos tgt)]

Step 9: (Optional) Enable Authentication for HTTP Web Consoles for Hadoop Roles
Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)



Authentication for access to the HDFS, MapReduce, and YARN roles' web consoles can be enabled using a configuration
option for the appropriate service. To enable this authentication:

1. From the Clusters tab, select the service (HDFS, MapReduce, or YARN) for which you want to enable authentication.
. Click the Configuration tab.

. Select Scope > service name Service-Wide.

. Select Category > Security.

. Type Enabl e Ker ber os in the Search box.

. Select Enable Kerberos Authentication for HTTP Web-Consoles.

. Click Save Changes to commit the changes.

. When the command finishes, restart all roles of that service.
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Enabling SPNEGO as an Authentication Backend for Hue
1. In Cloudera Manager, set the authentication backend to SpnegoDj angoBackend.

. Go to the Cloudera Manager Admin Console. From the Clusters tab, select the Hue service.

. Click the Configuration tab.

Select Scope > Service-Wide.

. Select Category > Security.

. Locate the Authentication Backend property and select deskt op. aut h. backend. SpnegoDj angoBackend.
Click Save Changes.

oD o0 oW

2. Restart the Hue service.

3. If you are using an external load balancer, perform the following steps, otherwise skip the remaining steps. Cloudera
Manager creates these configuration automatically:

a. On the host running the Hue Kerberos Ticket Renewer, switch to the KT_RENEWER process directory. For
example:

cd /var/run/cl oudera-scmagent/process/ |Is -lrt /var/run/cl oudera-scm agent/process/
\
| awk '{print $9}' |grep KT_RENEWER| tail -1/

b. Verify that the Hue keytab includes the HTTP principal.

klist -kte ./hue. keytab

Keytab nane: FILE:./hue. keytab
KVNO Ti nestanp Pri nci pal

1 03/09/15 20: 20: 35 hue/ host - 10- 16- 8- 168. openst ackl ocal @GEXAMPLE. CLOUDERA. COM
(aes128- ct s- hnmac- shal- 96)

1 03/09/15 20:20: 36 HTTP/ host - 10- 16- 8- 168. openst ackl ocal @EXAMPLE. CLOUDERA. COM
(aes128- ct s- hnmac- shal- 96)

c. Copy the hue. keyt ab file to/ var/ | i b/ hue and change ownership to the hue user and group.

$ cp ./hue. keytab /var/lib/hue/
$ chown hue: hue /var/lib/hue/hue. keyt ab

. Go to the Cloudera Manager Admin Console. From the Clusters tab, select the Hue service.

. Click the Configuration tab.
Select Scope > Service-Wide.

. Select Category > Advanced.

. Locate the Hue Service Environment Advanced Configuration Snippet (Safety Valve) property and add the
following line:

>0 > 0 Q

KRB5_KTNAME=/ var/ | i b/ hue/ hue. keyt ab



i. Click Save Changes to commit the changes.
j- Restart the Hue service.

Enabling Kerberos Authentication for Single User Mode or Non-Default Users
The steps described in this topic are only applicable in the following cases:

¢ You are running the Cloudera Manager in the single user mode. In this case, configure all the services described
in the table below.

OR

¢ You are running one or more CDH services with non-default users. This means if you have modified the default
value for the System User property for any service in Cloudera Manager, you must only perform the command
(as described below) corresponding to that service, to be able to successfully run jobs with the non-default user.

MapReduce Configure the mapr ed. syst em di r directory to be owned by the mapr ed user.

sudo -u hdfs hadoop fs -chown napred: hadoop
${ mapred. system di r}

By default, mapr ed. system di r is/ t np/ mapr ed/ syst em

HBase Give the hbase user ownership of the HBase root directory:

sudo -u hdfs hadoop fs -chown -R hbase ${hbase.rootdir}

By default, hbase. r oot di r is/ hbase.

Hive Give the hi ve user ownership of the / user/ hi ve directory.

sudo -u hdfs hadoop fs -chown hive /user/hive

YARN For every NodeManager host, for each pathinyar n. nodemanager . | ocal - di rs, run:

rm-rf ${yarn. nodenmanager.| ocal -di rs}/usercache/*

This removes the / user cache directory that contains intermediate data stored for
previous jobs.

Configuring a Cluster with Custom Kerberos Principals

By default, the Cloudera Manager Kerberos wizard configures CDH services to use the same Kerberos principals as the
default process users. For example, the hdf s principal for the HDFS service, and the hi ve principal for the Hive service.
The advantage to this is that when Kerberos is enabled, no HDFS directory permissions need to be changed for the
new principals. However, starting with Cloudera Manager 5.4, you can configure custom service principals for CDH
services.

Important Considerations

¢ Using different Kerberos principals for different services will make it easier to track the HDFS directories being
accessed by each service.

e If you are using Shel | BasedUni xGr oupsMappi ng to obtain user-group mappings, ensure you have the UNIX
accounts for the principals present on all hosts of the cluster.

Configuring Directory Permissions
Configure the following HDFS directories to give their corresponding custom service principalsread, write and
execut e permissions.



Service HDFS Directory
Accumulo e HDFS Directory
e /user/principal
HBase HBase Root Directory
Hive e Hive Warehouse Directory
e /user/principal
Impala [ user/ princi pal
MapReduce v1 / t np/ mapr ed
Oozie Oozie SharelLib Root Directory
Solr HDFS Data Directory
Spark on YARN e /user/principal
¢ Spark History Location
e Spark Jar Location
Sqoop2 [ user/ princi pal

Configuring CDH Services
The following services will require additional settings if you are using custom principals:

e HDFS - If you have enabled synchronization of HDFS and Sentry permissions, add the Hive and Impala principals
to the Sentry Authorization Provider Group property.

Ui B W IN =

. Go to the HDFS service.

. Click Configuration.

. Select Scope > HDFS Service-Wide.

. Select Category > Security.

. Locate the Sentry Authorization Provider Group property and add the custom Hive and Impala principals.
6.

Click Save Changes.

¢ YARN - The principals used by YARN daemons should be part of hadoop group so that they are allowed to read
JobHistory Server data.

e Impala - If you are running the Hue service with a custom principal, configure Impala to allow the Hue principal
to impersonate other users.
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. Go to the Impala service.

. Click Configuration.

. Select Scope > Impala (Service-Wide).

. Select Category > Policy File-Based Sentry.

. Locate the Proxy User Configuration property and add the custom Hue principal.
. Click Save Changes.

¢ Hive - If the Sentry service is enabled, allow the Kerberos principals used by Hive, Impala, Hue, HDFS and the
Service Monitor to bypass Sentry authorization in the Hive metastore.

1.
. Click Configuration.

. Select Scope > Impala (Service-Wide).

. Select Category > Policy File-Based Sentry.

. Locate the Bypass Sentry Authorization Users property and add the custom Hive, Impala, Hue and HDFS

v A WN

Go to the Hive service.

principals to the list.

. Click Save Changes.




¢ Spark on YARN - The principal used by the Spark service should be part of the spar k group.
¢ Sentry - Allow the Hive, Impala, Hue and HDFS principals to connect to the Sentry service.

1
2.
3.
4.

5.

Go to the Sentry service.

Click Configuration.

Search for the Allowed Connecting Users property and add the custom Hive, Impala, Hue and HDFS principals
to the list.

Search for the Admin Groups property and include the groups to which the Hive, Impala, and Hue principals
belong.

Click Save Changes.

¢ Cloudera Management Service - Configure the Reports Manager principal and the Navigator principal for HDFS
as HDFS superusers.

A WN =

. Go to the Cloudera Management Service.

. Click Configuration.

. Search for kerberos.

. Locate the Reports Manager Kerberos Principal property and set it to a principal with administrative and

superuser privileges on all HDFS services.

. Locate the Navigator Kerberos Principal for HDFS property and set it to a principal with administrative and

superuser privileges on all HDFS services.

. Click Save Changes.

Incompatibilities
The following features do not work with custom principals:

¢ Llama must always use the default Kerberos principal | | ana.

¢ If you are using MapReduce v1, the Activity Monitor and Cloudera Navigator should use the same principal as the
Hue service.

¢ If you are using the Java KeyStore KMS or KeyTrustee KMS with a custom principal, you will need to add the proxy
user for the custom principal to the kis- si t e. xnl safety valve.

For example, if you’ve replaced the default 0ozi e principal with oozi epri nc, add the
hadoop. kns. pr oxyuser. oozi epri nc. gr oups and hadoop. kns. pr oxyuser . oozi epri nc. host s properties
to the kns- si t e. xm safety valve.

Managing Kerberos Credentials Using Cloudera Manager

Minimum Required Role: Full Administrator

As soon as you enable Hadoop secure authentication for HDFS and MapReduce service instances, Cloudera Manager
starts creating the Kerberos principals for each of the role instances. The amount of time this process will take depends
on the number of hosts and HDFS and MapReduce role instances on your cluster. The process can take from a few
seconds for a small cluster to several minutes for a larger cluster. After the process is completed, you can use the
Cloudera Manager Admin Console to view the list of Kerberos principals that Cloudera Manager has created for the
cluster. Make sure there are principals for each of the hosts and HDFS and MapReduce role instances on your cluster.
If there are no principals after 10 minutes, then there is most likely a problem with the principal creation. See the
Troubleshooting Authentication Issues on page 473 section for more information. If necessary, you can use Cloudera

Manager to regenerate the principals.



o Important:

e Regenerate principals using the Cloudera Manager Admin Console only, and not directly using
kadm n shell.

¢ Do not regenerate the principals for your cluster unless you have made a global configuration
change, such as changing the encryption type.

e If you are using an MIT KDC, be sure to read Configuring a Cluster-dedicated MIT KDC with
Cross-Realm Trust on page 182 to avoid making your existing host keytabs invalid.

Managing Active Directory Account Properties

If you are using an Active Directory KDC, Cloudera Manager 5.8 (and higher) will allow you to configure Active Directory
accounts and customize the credential regeneration process using the Cloudera Manager Admin Console. You can also
use Cloudera Manager to configure the encryption types to be used by your Active Directory account. Once you modify
any Active Directory account properties, you must regenerate Kerberos credentials to reflect those changes. The
credential regeneration process requires you to delete existing accounts before new ones are created.

By default, Cloudera Manager does not delete accounts in Active Directory. Hence, to regenerate Kerberos principals
contained in Active Directory, you need to manually delete the existing Active Directory accounts. You can either delete
and regenerate all existing Active Directory accounts, or only delete those with the userPrincipalName (or login name)
that you will later manually select for regeneration. If the accounts haven't already been deleted manually, the
regeneration process will throw an error message saying that deletion of accounts is required before you proceed.

Modifying Active Directory Account Properties Using Cloudera Manager

If you are using an Active Directory KDC, you can configure Active Directory account properties such as obj ect O ass
and account Expi r es directly from the Cloudera Manager Admin Console. Any changes to these properties will be
reflected in the regenerated Kerberos credentials. To configure AD account properties:

1. Go to the Cloudera Manager Admin Console and click the Administration tab.

2. Select Administration > Settings.

3. Click the Kerberos category.

4. Locate the Active Directory Account Properties and edit as required. By default, the property will be set to:

account Expi r es=0, obj ect A ass=t op, obj ect A ass=per son, obj ect A ass=or gani zat i onal Per son, obj ect A ass=user

5. Locate the Active Directory Password Properties and edit the field as needed. By default, the property will be set
to:

| engt h=12, ninLover Gasel et t er s=2, ninlpper Gaselet t er s=2, ninD g t s=2, nninSpaces=0, minSoeci d Ghar s=0, speci a Gar s=2. | P*()-_+=

6. Click Save Changes to commit the changes.
7. Regenerate Kerberos credentials with the new properties.

Enabling Credential Regeneration for Active Directory Accounts Using Cloudera Manager

To avoid having to delete accounts manually, use the following steps to set the Active Directory Delete Accounts on
Credential Regeneration property to allow Cloudera Manager to automatically delete existing Active Directory accounts
when new ones are created during regeneration. If this property is left unchecked (which is the default), Cloudera
Manager will not be able to regenerate credentials automatically.

1. Go to the Cloudera Manager Admin Console and click the Administration tab.

2. Select Administration > Settings.

3. Click the Kerberos category.

4. Locate the Active Directory Delete Accounts on Credential Regeneration and check this property.
5. Click Save Changes to commit the changes.



Configuring Encryption Types for Active Directory KDC Using Cloudera Manager

Cloudera Manager allows you to configure the encryption types (or enct ype) used by an Active Directory KDC to
protect its data. Cloudera supports the following encryption types:

rc4- hrmac
aesl28-cts
aes256-cts
des-cbc-crc
des- cbc- nmd5

To configure encryption types for an Active Directory KDC:
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. Go to the Cloudera Manager Admin Console and click the Administration tab.
. Select Administration > Settings.
. Click the Kerberos category.

- Locate the Kerberos Encryption Types and click ¥ to add the encryption types you want Active Directory to use.

Make sure they are on Cloudera's list of supported enct ypes.

. Check the checkbox for the Active Directory Set Encryption Types property. This will automatically set the Cloudera

Manager AD account to use the encryption types configured in the previous step.

. Click Save Changes to commit the changes.

Moving Kerberos Principals to Another OU Within Active Directory

If you have a Kerberized cluster configured with an Active Directory KDC, you can use the following steps to move the
Kerberos principals from one AD Organizational Unit (OU) to another.

1
2.

0O NGOV A_AW

Create the new OU on the Active Directory Server.

Use AD's Delegate Control wizard to set the permissions on the new OU such that the configured Cloudera Manager
admin account has the ability to Create, Delete and Manage User Accounts within this OU.

. Stop the cluster.
. Stop the Cloudera Management Service.

. In Active Directory, move all the Cloudera Manager and CDH components' user accounts to the new OU.
. Go to Cloudera Manager and go to Administration > Security.

. Go to the Kerberos Credentials tab and click Configuration.

. Select Scope > Settings.

9.

Select Category > Kerberos.

10 Locate the Active Directory Suffix property and edit the value to reflect the new OU name.
1. Click Save Changes to commit the changes.

Viewing and Regenerating Kerberos Credentials Using Cloudera Manager (MIT and AD)

Use the following instructions to regenerate the principals for your cluster.

1.
2.

3.
4.

Select Administration > Security.

The currently configured Kerberos principals are displayed under the Kerberos Credentials tab. If you are running
HDFS, the hdf s/ host nane and host / host nane principals are listed. If you are running MapReduce, the

mapr ed/ host nane and host / host nane principals are listed. The principals for other running services are also
listed.

Only if necessary, select the principals you want to regenerate.

Click Regenerate.

Running the Security Inspector

The Security Inspector uses the Host Inspector to run a security-related set of commands on the hosts in your cluster.
It reports on matters such as how Java is configured for encryption and on the default realms configured on each host:

1.

Select Administration > Security.



2. Click Security Inspector. Cloudera Manager begins several tasks to inspect the managed hosts.
3. After the inspection completes, click Download Result Data or Show Inspector Results to review the results.

Using a Custom Kerberos Keytab Retrieval Script

The Cloudera Manager Kerberos setup procedure requires you to create an administrator account for the Cloudera
Manager user. Cloudera Manager then connects to your KDC and uses this admin account to generate principals and
keytabs for the remaining CDH services. If for some reason, you cannot create a Cloudera Manager administrator
account on your KDC with the privileges to create other principals and keytabs for CDH services, then these will need
to be created manually.

Cloudera Manager gives you the option to use a custom script to retrieve keytabs from the local filesystem. To use a
custom Kerberos keytab retrieval script:

1. The KDC administrators should create the required principals and keytabs, and store them securely on the Cloudera
Manager Server host.

2. Create the keytab retrieval script. Your script should take two arguments: a full principal name for which it should
retrieve a keytab, and a destination to which it can write the keytab. The script must be executable by the Cloudera
Manager admin user, cl ouder a- scm Depending on the principal name input by Cloudera Manager, the script
should locate the corresponding keytab on the Cloudera Manager Server host (stored in step 1), and copy it into
a location accessible to the cl ouder a- scmuser. Here is a simple example:

#!1/ bi n/ bash

# Cl oudera Manager will input a destination path

DEST="$1"

# Cloudera Manager will input the principal nane in the format: <service>/ <fqdn>@REALM
PRI NC=" $2"

# Assuming the '<service>_<fqdn>@REALM keyt ab' nami ng convention for keytab files
I N=$(echo $PRINC | sed -e 's/\//_/")
SRC="/ keyt abs/ ${ 1 N} . keyt ab"

# Copy the keytab to the destination input by C oudera Manager
cp -v $SRC $DEST

Note that the script will change according to the keytab naming convention followed by your organization.
3. Configure the location for the script in Cloudera Manager:

. Go to the Cloudera Manager Admin console.

. Select Administration > Settings.

Select Category > Kerberos.

. Locate the Custom Kerberos Keytab Retrieval Script and set it to point to the script created in step 2.
. Click Save Changes to commit the changes.

moo oo

4. Once the Custom Kerberos Keytab Retrieval Script property is set, whenever Cloudera Manager needs a keytab,
it will ignore all other Kerberos configuration and run the keytab retrieval script to copy the required keytab to
the desired destination.

5. Cloudera Manager can now distribute the keytab to the services that need access to it.

E,i Note: The Cloudera Navigator web server accesses HDFS and Hue using the keytabs corresponding

to those principals; however the custom script does not move these additional keytabs to the
Navigator Metadata Server. To complete the setup for Navigator, move keytabs for HDFS and
Hue principals to the Navigator home directory on the Navigator Metadata Server host manually
(typically / var/l'i b/ cl ouder a- scm navi gat or ).



Mapping Kerberos Principals to Short Names

Kerberos user principals typically have the format user name @GREALM whereas Hadoop usernames are typically just
user nane. To translate Kerberos principals to Hadoop usernames, Hadoop uses rules defined in the

hadoop. security. auth_to_| ocal property. The default setting strips the @GREALMportion from the Kerberos
principal, where REALMis the Kerberos realm defined by the def aul t _r eal msetting in the NameNode kr b5. conf
file.

If you configure your cluster's Kerberos realm to trust other realms, such as a trust between your cluster's realm and
a central Active Directory or MIT Kerberos realm, you must identify the trusted realms in Cloudera Manager so it can
automatically generate the appropriate rules. If you do not do so, user accounts in those realms cannot access the
cluster.

To specify trusted realms using Cloudera Manager:

. Go to the HDFS Service > Configuration tab.
. Select Scope > HDFS (Service-Wide).
. Select Category > Security.

. In the Search field, type Ker ber os Real ns to find the Trusted Kerberos Realms and Additional Rules to Map
Kerberos Principals to Short Names settings.

. Add realms that are trusted by the cluster's Kerberos realm. Realm names, including Active Directory realms, must
be specified in uppercase letters (for example, CORP. EXAMPLE. COM. To add multiple realms, use the ¥ button.
6. Click Save Changes.
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The auto-generated mapping rules strip the Kerberos realm (for example, @CORP. EXAMPLE. COM for each realm
specified in the Trusted Kerberos Realms setting. To customize the mapping rules, specify additional rules in the
Additional Rules to Map Kerberos Principals to Short Names setting, one rule per line. Only enter rules in this field;
Cloudera Manager automatically surrounds the rules with the appropriate XML tags for the generated cor e- si t e. xni
file. For more information on creating custom rules, including how to translate mixed-case Kerberos principals to
lowercase Hadoop usernames, see Mapping Rule Syntax on page 110.

If you specify custom mapping rules for a Kerberos realm using the Additional Rules to Map Kerberos Principals to
Short Names setting, ensure that the same realm is not specified in the Trusted Kerberos Realms setting. If it is, the
auto-generated rule (which only strips the realm from the principal and does no additional transformations) takes
precedent, and the custom rule is ignored.

For these changes to take effect, you must restart the cluster and redeploy the client configuration. On the Cloudera
Manager Home > Status tab, click the cluster-wide button [zl and select Deploy Client Configuration.

Moving Kerberos Principals to Another OU Within Active Directory

If you have a Kerberized cluster configured with an Active Directory KDC, you can use the following steps to move the
Kerberos principals from one AD Organizational Unit (OU) to another.

1. Create the new OU on the Active Directory Server.

2. Use AD's Delegate Control wizard to set the permissions on the new OU such that the configured Cloudera Manager
admin account has the ability to Create, Delete and Manage User Accounts within this OU.

. Stop the cluster.

. Stop the Cloudera Management Service.

. In Active Directory, move all the Cloudera Manager and CDH components' user accounts to the new OU.

. Go to Cloudera Manager and go to Administration > Security.

. Go to the Kerberos Credentials tab and click Configuration.

. Select Scope > Settings.

9. Select Category > Kerberos.

10 Locate the Active Directory Suffix property and edit the value to reflect the new OU name.

11. Click Save Changes to commit the changes.
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Using Auth-to-Local Rules to Isolate Cluster Users

By default, the Hadoop auth-to-local rules map a principal of the form <user name>/ <host nane>@REALM> to
<user nane>. This means if there are multiple clusters in the same realm, then principals associated with hosts of one
cluster would map to the same user in all other clusters.

For example, if you have two clusters, cl ust er 1- host -[ 1. . 4] . exanpl e. comand cl ust er 2- host -
[1..4]. exanpl e. com that are part of the same Kerberos realm, EXAMPLE. COM then the cl ust er 2 principal,
hdf s/ cl ust er 2- host 1. exanpl e. com@EXAMPLE. COM will map to the hdf s user even on cl ust er 1 hosts.

To prevent this, use auth-to-local rules as follows to ensure only principals containing hostnames of cl ust er 1 are
mapped to legitimate users.

1. Go to the HDFS Service > Configuration tab.

2. Select Scope > HDFS (Service-Wide).

3. Select Category > Security.

4. In the Search field, type Addi ti onal Rul es to find the Additional Rules to Map Kerberos Principals to Short
Names settings.

5. Additional mapping rules can be added to the Additional Rules to Map Kerberos Principals to Short Names
property. These rules will be inserted before the rules generated from the list of trusted realms (configured above)
and before the default rule.

RULE: [ 2: $1/ $2@0] ( hdf s/ cl ust er 1- host 1. exanpl e. com@XAMPLE. COM s/ (. *) @GEXAMPLE. COM hdf s/
RULE: [ 2: $1/ $2@50] ( hdf s/ cl ust er 1- host 2. exanpl e. com@XAMPLE. COM) s/ (. *) @EXAMPLE. COM hdf s/
RULE: [ 2: $1/ $2@0] ( hdf s/ cl ust er 1- host 3. exanpl e. com@&XAMPLE. COM) s/ (. *) @EXAVPLE. COM hdf s/
RULE: [ 2: $1/ $2@0] ( hdf s/ cl ust er 1- host 4. exanpl e. com@XAMPLE. COM) s/ (. *) @EXAMPLE. COM hdf s/
RULE: [ 2: $1/ $2@0] ( hdf s. * @XAMPLE. COM s/ (. *) @GEXAMPLE. COM nobody/

In the example, the principal hdf s/ <host name>@REALMis mapped to the hdf s user if <host nane> is one of
the cluster hosts. Otherwise it gets mapped to nobody, thus ensuring that principals from other clusters do not
have access tocl uster 1.

If the cluster hosts can be represented with a regular expression, that expression can be used to make the
configuration easier and more conducive to scaling. For example:

RULE: [ 2: $1/ $2@0] (hdf s/ cl ust er 1- host [ 1- 4] . exanpl e. com@XAMPLE. COM) s/ (. *) @GEXAMPLE. COM hdf s/
RULE: [ 2: $1/ $2@0] ( hdf s. * @XAMPLE. COM) s/ (. *) @EXAMPLE. COM nobody/

6. Click Save Changes.
7. Restart the HDFS service and any dependent services.

Enabling Kerberos Authentication Without the Wizard

Required Role: Full Administrator (for some steps), Configurator, or Cluster Manager

Whether you integrate Cloudera Manager cluster with Kerberos using the wizard or by following the manual steps
below, the same requirements and pre-requisites apply. See Enabling Kerberos Authentication Using the Wizard on
page 50 for details. Also see Step 4: Enabling Kerberos Using the Wizard on page 53 for Kerberos version information.

The following are the general steps for integrating Kerberos with Cloudera Manager:

Step 1: Install Cloudera Manager and CDH

If you have not already done so, Cloudera strongly recommends that you install and configure the Cloudera Manager
Server and Cloudera Manager Agents and CDH to set up a fully-functional CDH cluster before you begin performing
the steps to implement Kerberos authentication.

User Accounts and Groups in CDH and Cloudera Manager Required to Support Security:

When you install the CDH packages and the Cloudera Manager Agents on your cluster hosts, Cloudera Manager takes
some steps to provide system security such as creating the following Unix accounts and setting directory permissions



as shown in the following table. These Unix accounts and directory permissions work with the Hadoop Kerberos security
requirements.

E,i Note: Cloudera Manager 5.3 introduces a new single user mode. In single user mode, the Cloudera
Manager Agent and all the processes run by services managed by Cloudera Manager are started as a
single configured user and group. See Configuring Single User Mode for more information.

This User Runs These Roles

hdf s NameNode, DataNodes, and Secondary Node

mapr ed JobTracker and TaskTrackers (MR1) and Job History Server (YARN)
yarn ResourceManager and NodeManagers (YARN)

oozi e Oozie Server

hue Hue Server, Beeswax Server, Authorization Manager, and Job Designer

The hdf s user also acts as the HDFS superuser.

When you install the Cloudera Manager Server on the server host, a new Unix user account called cl ouder a- scmis
created automatically to support security. The Cloudera Manager Server uses this account to create and deploy the
host principals and keytabs on your cluster.

Depending on whether you installed CDH and Cloudera Manager at the same time or not, use one of the following
sections for information on configuring directory ownerships on cluster hosts:

If you installed CDH and Cloudera Manager at the Same Time

If you have a new installation and you installed CDH and Cloudera Manager at the same time, when you started the
Cloudera Manager Agents on your cluster hosts, the Cloudera Manager Agent on each host automatically configured
the directory owners shown in the following table to support security. Assuming the owners are configured as shown,
the Hadoop daemons can then automatically set the permissions for each of the directories specified by the properties
shown below to make sure they are properly restricted. It's critical that the owners are configured exactly as shown
below, so do not change them:

Directory Specified in this Property Owner

df s. nane. dir hdf s: hadoop
df s.data.dir hdf s: hadoop
mapred. | ocal . dir mapr ed: hadoop
mapr ed. system di r in HDFS mapr ed: hadoop
yarn. nodemanager .| ocal -dirs yarn:yarn

yar n. nodemanager .| og-dirs yarn:yarn

oozi e. service. StoreService. jdbc.url (ifusing |oozie:oozie
Derby)

[[ dat abase]] nane hue: hue

j avax. j do. opti on. Connecti onURL hue: hue

If you Installed and Used CDH Before Installing Cloudera Manager

If you have been using HDFS and running MapReduce jobs in an existing installation of CDH before you installed Cloudera
Manager, you must manually configure the owners of the directories shown in the table above. Doing so enables the



Hadoop daemons to automatically set the permissions for each of the directories. It's critical that you manually configure
the owners exactly as shown above.

Step 2: If You are Using AES-256 Encryption, Install the JCE Policy File

If you are using CentOS or RHEL 5.5 or higher, which use AES-256 encryption by default for tickets, you must install
the Java Cryptography Extension (JCE) Unlimited Strength Jurisdiction Policy File on all cluster and Hadoop user hosts.
There are 2 ways to do this:

¢ In the Cloudera Manager Admin Console, navigate to the Hosts page. Both, the Add New Hosts to Cluster wizard
and the Re-run Upgrade Wizard will give you the option to have Cloudera Manager install the JCE Policy file for
you.

¢ You can follow the JCE Policy File installation instructions in the READVME. t xt file included in the
jce_policy-x.zipfile.

Alternatively, you can configure Kerberos to not use AES-256 by removing aes256- ct s: nor mal from the

support ed_enct ypes field of the kdc. conf or kr b5. conf file. Note that after changing the kdc. conf file, you'll
need to restart both the KDC and the kadmin server for those changes to take affect. You may also need to recreate
or change the password of the relevant principals, including potentially the Ticket Granting Ticket principal (for example,
kr bt gt / EXAMPLE. COM@EXAMPLE. COM). If AES-256 is still used after all of those steps, it's because the

aes256- ct s: nor mal setting existed when the Kerberos database was created. To fix this, create a new Kerberos
database and then restart both the KDC and the kadmin server.

To verify the type of encryption used in your cluster:

1. On the local KDC host, type this command in the kadmin.local or kadmin shell to create a test principal:

kadmi n: addprinc test

2. On a cluster host, type this command to start a Kerberos session as the test principal:

$ kinit test

3. After successfully running the previous command, type this command to view the encryption type in use:
$ klist -e

If AES is being used, output like the following is displayed after you type the kl i st command (note that AES- 256
is included in the output):

Ti cket cache: FILE: /tnp/krb5cc_0
Def ault principal: test@XAMPLE. COM
Valid starting Expi res Servi ce princi pal
05/19/11 13:25:04 05/20/11 13:25:04 krbt gt/ EXAMPLE. COM@EXAMPLE. COM
Et ype (skey, tkt): AES-256 CTS node with 96-bit SHA-1 HVAC, AES-256 CTS nbde with
96-bit SHA-1 HVAC

Step 3: Get or Create a Kerberos Principal for the Cloudera Manager Server

In order to create and deploy the host principals and keytabs on your cluster, the Cloudera Manager Server must have
the correct Kerberos principal. Specifically, the Cloudera Manager Server must have a Kerberos principal that has
administrator privileges. Typically, principals with the second component of adni n in the principal name (for example,
user nane/ adm n@XAMPLE. COM have administrator privileges. This is why adni n is shown in the following instructions
and examples.

To get or create the Kerberos principal for the Cloudera Manager Server, you can do either of the following:

e Ask your Kerberos administrator to create a Kerberos administrator principal for the Cloudera Manager Server.
e Create the Kerberos principal for the Cloudera Manager Server yourself by using the following instructions in this
step.


http://www.oracle.com/technetwork/java/javase/downloads/index.html

Creating the Cloudera Manager Principal

If you are using Active Directory

1. Create an Organizational Unit (OU) in your AD where all the principals used by your CDH cluster will reside.

2. Add a new AD user, for example, <user name>@EXAMPLE. COM The password for this user should be set to never
expire.

3. Use AD's Delegate Control wizard to allow this new user to Create, Delete and Manage User Accounts.

If you are using MIT KDC

The instructions in this section illustrate an example of creating the Cloudera Manager Server principal for MIT Kerberos.
(If you are using another version of Kerberos, refer to your Kerberos documentation for instructions.)

E,’ Note: If you are running kadmi n and the Kerberos Key Distribution Center (KDC) on the same host,
use kadmi n. | ocal inthe following steps. If the Kerberos KDC is running on a remote host, you must
use kadnmi n instead of kadmi n. | ocal .

Inthe kadmi n. | ocal orkadmi n shell, type the following command to create the Cloudera Manager Server principal,
replacing EXAMPLE. COMwith the name of your realm:

kadm n: addprinc -pw <Password> cl ouder a- scnif adm n@XAMPLE. COM

Step 4: Import KDC Account Manager Credentials

1. In the Cloudera Manager Admin Console, select Administration > Security.

2. Go to the Kerberos Credentials tab and click Import Kerberos Account Manager Credentials.

3. In the Import Kerberos Account Manager Credentials dialog box, enter the username and password for the user
that can create principals for CDH cluster in the KDC. This is the user/principal you created in Step 3: Get or Create
a Kerberos Principal for the Cloudera Manager Server on page 69. Cloudera Manager encrypts the username and
password into a keytab and uses it as needed to create new principals.

E,’ Note: The username entered should have the realm portion in upper-case only as shown in the
example in the UL.

Click Close when complete.

Step 5: Configure the Kerberos Default Realm in the Cloudera Manager Admin Console

Minimum Required Role: Full Administrator

o Important: Hadoop requires a default Kerberos realm be configured in the | i bdef aul t s property
inthe/ et ¢/ kr b5. conf file on every host in the cluster:

[1ibdefaul ts]
defaul t _real m = EXAMPLE. COM

1. In the Cloudera Manager Admin Console, select Administration > Settings.

2. Under the Category filter, click Kerberos.

3. In the Kerberos Security Realm field, enter the name of your default Kerberos realm. Use the same realm name
configured in the / et c/ kr b5. conf file. For example, EXAMPLE. COM

Kerberos Security Realm EXAMPLE.COM|
:IL:.’\..I\ Lreaim



4. Click Save Changes.

Step 6: Stop All Services
Minimum Required Role: Operator (also provided by Configurator, Cluster Administrator, Full Administrator)

Before you enable security in CDH, you must stop all Hadoop daemons in your cluster and then change some
configuration properties. You must stop all daemons in the cluster because after one Hadoop daemon has been
restarted with the configuration properties set to enable security. Daemons running without security enabled will be
unable to communicate with that daemon. This requirement to stop all daemons makes it impossible to do a rolling
upgrade to enable security on a Hadoop cluster.

Stop all running services, and the Cloudera Management service, as follows:

Stopping All Services

1. On the Home > Status tab, click

-

to the right of the cluster name and select Stop.
2. Click Stop in the confirmation screen. The Command Details window shows the progress of stopping services.

When All services successfully stopped appears, the task is complete and you can close the Command Details
window.

Stopping the Cloudera Management Service

1. On the Home > Status tab, click

-

to the right of Cloudera Management Service and select Stop.
2. Click Stop to confirm. The Command Details window shows the progress of stopping the roles.
3. When Command completed with n/n successful subcommands appears, the task is complete. Click Close.

Step 7: Enable Hadoop Security
Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)

To enable Hadoop security for the cluster, you enable it on an HDFS service. After you do so, the Cloudera Manager
Server automatically enables Hadoop security on the MapReduce and YARN services associated with that HDFS service.

1. Go to the HDFS Service > Configuration tab.

2. In the Search field, type Hadoop Secure to show the Hadoop security properties (found under the Service-Wide
> Security category).

3. Click the value for the Hadoop Secure Authentication property and select the ker ber os option to enable Hadoop
security on the selected HDFS service.

4. Click the value for the Hadoop Secure Authorization property and select the checkbox to enable service-level
authorization on the selected HDFS service. You can specify comma-separated lists of users and groups authorized
to use Hadoop services or perform admin operations using the following properties under the Service-Wide >
Security section:

e Authorized Users: Comma-separated list of users authorized to use Hadoop services.
e Authorized Groups: Comma-separated list of groups authorized to use Hadoop services.
e Authorized Admin Users: Comma-separated list of users authorized to perform admin operations on Hadoop.

e Authorized Admin Groups: Comma-separated list of groups authorized to perform admin operations on
Hadoop.

o Important: For Cloudera Manager's Monitoring services to work, the hue user should always be
added as an authorized user.



5. In the Search field, type DataNode Transceiver to find the DataNode Transceiver Port property.

6. Click the value for the DataNode Transceiver Port property and specify a privileged port number (below 1024).
Cloudera recommends 1004.

E’; Note: If there is more than one DataNode Role Group, you must specify a privileged port number
for each DataNode Transceiver Port property.

7. Inthe Search field, type DataNode HTTP to find the DataNode HTTP Web Ul Port property and specify a privileged
port number (below 1024). Cloudera recommends 1006.

E,i Note: These port numbers for the two DataNode properties must be below 1024 to provide part

of the security mechanism to make it impossible for a user to run a MapReduce task that
impersonates a DataNode. The port numbers for the NameNode and Secondary NameNode can
be anything you want, but the default port numbers are good ones to use.

8. In the Search field type Data Directory Permissions to find the DataNode Data Directory Permissions property.

9. Reset the value for the DataNode Data Directory Permissions property to the default value of 700 if not already
set to that.

10 Make sure you have changed the DataNode Transceiver Port, DataNode Data Directory Permissions and DataNode
HTTP Web Ul Port properties for every DataNode role group.

11. Click Save Changes to save the configuration settings.

To enable ZooKeeper security:

1. Go to the ZooKeeper Service > Configuration tab and click View and Edit.
2. Click the value for Enable Kerberos Authentication property.
3. Click Save Changes to save the configuration settings.

To enable HBase security:

1. Go to the HBase Service > Configuration tab and click View and Edit.

2. In the Search field, type HBase Secure to show the Hadoop security properties (found under the Service-Wide >
Security category).

3. Click the value for the HBase Secure Authorization property and select the checkbox to enable authorization on
the selected HBase service.

4. Click the value for the HBase Secure Authentication property and select ker ber os to enable authorization on
the selected HBase service.

5. Click Save Changes to save the configuration settings.

(CDH 4.3 or later) To enable Solr security:

1. Go to the Solr Service > Configuration tab and click View and Edit.

2. Inthe Search field, type Solr Secure to show the Solr security properties (found under the Service-Wide > Security
category).

3. Click the value for the Solr Secure Authentication property and select ker ber os to enable authorization on the
selected Solr service.

4. Click Save Changes to save the configuration settings.

E,i Note: If you use the Cloudera Manager Admin Console to generate a client configuration file after

you enable Hadoop security on your cluster, the generated configuration file will not contain the
Kerberos principal and keytab file that end users need to authenticate. Users must obtain Kerberos
principal and keytab file from your Kerberos administrator and then run the ki ni t command
themselves.



Step 8: Wait for the Generate Credentials Command to Finish
Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)

After you enable security for any of the services in Cloudera Manager, a command called Generate Credentials will be
triggered automatically. You can watch the progress of the command on the top right corner of the screen that shows
the running commands. Wait for this command to finish (indicated by a grey box containing "0" in it).

Step 9: Enable Hue to Work with Hadoop Security using Cloudera Manager
Minimum Required Role: Cluster Administrator (also provided by Full Administrator)

For Hue to work properly with a secure Kerberos cluster deployed with Cloudera Manager, you must add the Kerberos
Ticket Renewer to the Hue service. You can do so in Cloudera Manager by adding a Kerberos Ticket Renewer role
instance on each host with a Hue Server role.

The Hue Kerberos Ticket Renewer only renews tickets for the Hue service principal,
hue/ <host name>@YOUR- REALM COMW>. The Hue principal impersonates other users for applications within Hue such
as the Job Browser, File Browser and so on.

Core Hadoop services such as HDFS and MapReduce do not use the Hue Kerberos Ticket Renewer. They obtain tickets
at startup and use those tickets to obtain Delegation Tokens for variou access privileges. Each service handles its own
ticket renewal as needed.

Adding a Kerberos Ticket Renewer role instance in Cloudera Manager:

1. Go to the Hue service.

2. Click the Instances tab.

3. Click the Add Role Instances button.

4. Assign the Kerberos Ticket Renewer role instance to the same host as the Hue server.

When the wizard status is Finished, the Kerberos Ticket Renewer role instance is configured. The Hue service now
works with the secure Hadoop cluster.

5. Repeat these steps for each Hue Server role.
Troubleshooting the Kerberos Ticket Renewer:

If the Hue Kerberos Ticket Renewer does not start, check the configuration of your Kerberos Key Distribution Center
(KDC). Look at the ticket renewal property, maxr enewl i f e, to ensure that the principals, hue/ <host name> and
kr bt gt , are renewable. If these principals are not renewable, run the following commands on the KDC to enable them:

kadmi n. |l ocal : modprinc -nmaxrenew i fe 90day krbt gt/ YOUR REALM COM

kadm n. |l ocal : nodprinc -nmaxrenew i fe 90day +al | ow_renewabl e hue/ <host nane>@OUR- REALM COM
Step 10: (Flume Only) Use Substitution Variables for the Kerberos Principal and Keytab

Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)

As described in Flume security configuration, if you are using Flume on a secure cluster you must configure the HDFS
sink or HBase sink with the following configuration options in the f | une. conf file:

e kerberosPrinci pal -fully qualified principal.

e kerber osKeyt ab - location on the local host of the keytab containing the user and host keys for the above
principal

Since Cloudera Manager generates the Flume keytab files for you, and the locations of the keytab files cannot be known
beforehand, substitution variables are required for Flume. Cloudera Manager provides two Flume substitution variables
called $KERBEROS_PRI NCI PAL and $KERBEROS_KEYTAB to configure the principal name and the keytab file path
respectively on each host.



HDFS Sink Example
The following example shows an HDFS sink configuration in the f | unme. conf file (the majority of the HDFS sink

configuration options have been omitted):

agent . si nks. si nk-1.type = HDFS

agent . si nks. si nk- 1. hdf s. ker berosPri nci pal = fl ume/_HOST@/OUR- REALM COM
agent . si nks. si nk- 1. hdf s. kerberosKeytab = /etc/fl unme-ng/conf/flunme. keyt ab
agent . si nks. si nk- 1. hdf s. proxyUser = webl ogs

The text below shows the same configuration options with the substitution variables:

agent . sinks.sink-1.type = hdfs

agent . si nks. si nk- 1. hdf s. ker ber osPri nci pal = $KERBERCS_PRI NCI PAL
agent . si nks. si nk- 1. hdf s. ker ber osKeyt ab = $KERBEROS_KEYTAB

agent . si nks. si nk- 1. hdfs. proxyUser = webl ogs

HBase Sink Example
The following example shows an HBase sink configuration in the f | ume. conf file (the majority of the HBase sink

configuration options have been omitted):

agent . si nks. si nk-1.type = hbase
agent . si nks. si nk- 1. kerberosPrinci pal = flume/_HOST@COUR- REALM COM
agent . si nks. si nk- 1. ker berosKeytab = /etc/fl unme-ng/conf/flume. keyt ab

The text below shows the same configuration options with the substitution variables:

agent . si nks. si nk-1.type = hbase
agent . si nks. si nk- 1. ker berosPri nci pal = $KERBEROS_PRI NCI PAL
agent . si nks. si nk- 1. ker ber osKeyt ab = $KERBEROS_KEYTAB

Use the Flume Substitution Variables for the Kerberos Principal and Keytab

Complete the following steps to have Cloudera Manager add these variables to the f | une. conf file on every host
that Cloudera Manager manages.

1. Go to the Flume service > Configuration page in Cloudera Manager.
2. Click Agent.
3. In the Configuration File property, add the configuration options with the substitution variables. For example:

agent . si nks. sink-1.type = hdfs

agent . si nks. si nk- 1. hdf s. ker ber osPri nci pal = $KERBEROS_PRI NCl PAL
agent . si nks. si nk- 1. hdf s. ker ber osKeyt ab = $KERBEROS_KEYTAB

agent . si nks. si nk- 1. hdfs. proxyUser = webl ogs

4. Click Save.

Step 11: Start All Services
Minimum Required Role: Operator (also provided by Configurator, Cluster Administrator, Full Administrator)

Start all services on your cluster:

Starting All Services
1. On the Home > Status tab, click

-

to the right of the cluster name and select Start.
2. Click Start that appears in the next screen to confirm. The Command Details window shows the progress of starting
services.



When All services successfully started appears, the task is complete and you can close the Command Details
window.

Starting the Cloudera Management Service

1. On the Home > Status tab, click

-

to the right of Cloudera Management Service and select Start.
2. Click Start to confirm. The Command Details window shows the progress of starting the roles.
3. When Command completed with n/n successful subcommands appears, the task is complete. Click Close.

Step 12: Deploy Client Configurations
Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)
1. On the Home > Status tab, click

-

to the right of the cluster name and select Deploy Client Configuration.
2. Click Deploy Client Configuration.

Step 13: Create the HDFS Superuser Principal

To be able to create home directories for users, you will need access to the HDFS superuser account. (CDH automatically
created the HDFS superuser account on each cluster host during CDH installation.) When you enabled Kerberos for
the HDFS service, you lost access to the default HDFS superuser account using sudo - u hdf s commands. Cloudera
recommends you use a different user account as the superuser, not the default hdf s account.

Designating a Non-Default Superuser Group
To designate a different group of superusers instead of using the default hdf s account, follow these steps:

. Go to the Cloudera Manager Admin Console and navigate to the HDFS service.

. Click the Configuration tab.

. Select Scope > HDFS (Service-Wide).

. Select Category > Security.

. Locate the Superuser Group property and change the value to the appropriate group name for your environment.
For example, <superuser>.

. Click Save Changes to commit the changes.

7. Restart the HDFS service.
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To enable your access to the superuser account now that Kerberos is enabled, you must now create a Kerberos
principal or an Active Directory user whose first component is <superuser>:

If you are using Active Directory
Add a new user account to Active Directory, <super user >@0OUR- REALM COM The password for this account should
be set to never expire.

If you are using MIT KDC

1. Inthe kadmi n. | ocal or kadmi n shell, type the following command to create a Kerberos principal called
<superuser>:

kadm n: addprinc <superuser>@OUR- LOCAL- REALM COM

This command prompts you to create a password for the <superuser> principal. You should use a strong password
because having access to this principal provides superuser access to all of the files in HDFS.



2. To run commands as the HDFS superuser, you must obtain Kerberos credentials for the <superuser> principal. To
do so, run the following command and provide the appropriate password when prompted.

$ kinit <superuser>@OUR- LOCAL- REALM COM

Step 14: Get or Create a Kerberos Principal for Each User Account

Now that Kerberos is configured and enabled on your cluster, you and every other Hadoop user must have a Kerberos
principal or keytab to obtain Kerberos credentials to be allowed to access the cluster and use the Hadoop services. In
the next step of this procedure, you need to create your own Kerberos principals to verify that Kerberos security is
working on your cluster. If you and the other Hadoop users already have a Kerberos principal or keytab, or if your
Kerberos administrator can provide them, you can skip ahead to the next step.

The following instructions explain how to create a Kerberos principal for a user account.

If you are using Active Directory

Add a new AD user account, <user name>@XAMPLE. COMfor each Cloudera Manager service that should use Kerberos
authentication. The password for these service accounts should be set to never expire.

If you are using MIT KDC

1. In the kadmin.local or kadmin shell, use the following command to create a principal for your account by replacing
EXAMPLE. COMwith the name of your realm, and replacing user nanme with a username:

kadmi n: addpri nc user nane @XAMPLE. COM

2. When prompted, enter the password twice.

Step 15: Prepare the Cluster for Each User

Before you and other users can access the cluster, there are a few tasks you must do to prepare the hosts for each
user.

1. Make sure all hosts in the cluster have a Unix user account with the same name as the first component of that
user's principal name. For example, the Unix account j oe should exist on every box if the user's principal name
is j oe @OUR- REALM COM You can use LDAP for this step if it is available in your organization.

E,’ Note: Each account must have a user ID that is greater than or equal to 1000. In the

/ et c/ hadoop/ conf/taskcontrol | er. cf g file, the default setting for the banned. users
property is mapr ed, hdf s, and bi n to prevent jobs from being submitted from those user accounts.
The default setting for the mi n. user . i d property is 1000 to prevent jobs from being submitted
with a user ID less than 1000, which are conventionally Unix super users.

2. Create a subdirectory under/ user on HDFS for each user account (for example, / user/ j oe). Change the owner
and group of that directory to be the user.

$ hadoop fs -nkdir /user/joe
$ hadoop fs -chown joe /user/joe

E,i Note: sudo -u hdf s is notincluded in the commands above. This is because it is not required if
Kerberos is enabled on your cluster. You will, however, need to have Kerberos credentials for the
HDFS super user to successfully run these commands. For information on gaining access to the HDFS
super user account, see Step 13: Create the HDFS Superuser Principal on page 75




Step 16: Verify that Kerberos Security is Working

After you have Kerberos credentials, you can verify that Kerberos security is working on your cluster by trying to run
MapReduce jobs. To confirm, try launching a sleep or a pi job from the provided Hadoop examples
(/usr/1ib/hadoop/ hadoop- exanpl es. j ar).

E,i Note:

This section assumes you have a fully-functional CDH cluster and you have been able to access HDFS
and run MapReduce jobs before you followed these instructions to configure and enable Kerberos
on your cluster. If you have not already done so, you should at a minimum use the Cloudera Manager
Admin Console to generate a client configuration file to enable you to access the cluster. For
instructions, see Deploying Client Configuration Files.

To verify that Kerberos security is working:

1. Acquire Kerberos credentials for your user account.

$ kinit USERNAME@/OUR- LOCAL- REALM COM

2. Enter a password when prompted.

3. Submit a sample pi calculation as a test MapReduce job. Use the following command if you use a package-based
setup for Cloudera Manager:

$ hadoop jar /usr/lib/hadoop-0.20/ hadoop-0. 20. 2*exanpl es.jar pi 10 10000
Nurmber of Maps = 10
Sanpl es per Map = 10000

jbb Fi ni shed in 38.572 seconds
Esti mated value of Pi is 3.14120000000000000000

If you have a parcel-based setup, use the following command instead:

$ hadoop jar /opt/clouderalparcel s/ COH | i b/ hadoop- 0. 20- mapr educe/ hadoop- exanpl es. j ar pi
10 10000

Nurmber of Maps = 10

Sanpl es per Map = 10000

Job Fi ni shed i n 30.958 seconds
Esti mated value of Pi is 3.14120000000000000000

You have now verified that Kerberos security is working on your cluster.



o Important:

Running a MapReduce job will fail if you do not have a valid Kerberos ticket in your credentials cache.
You can examine the Kerberos tickets currently in your credentials cache by running the kl i st
command. You can obtain a ticket by running the ki ni t command and either specifying a keytab file
containing credentials, or entering the password for your principal. If you do not have a valid ticket,
you will receive an error such as:

11/01/04 12:08:12 WARN i pc. Client:

Exception encountered while connecting to the server

javax. security.sasl. Sasl Exception: GSS initiate fail ed

[ Caused by GSSException: No valid credentials provided (Mechani smlevel:
Failed to find any

Kerberos tgt)]

Bad connection to FS. conmand aborted. exception: Call to

nn- host/10. 0. 0. 2: 8020 failed on | ocal exception:

java.io.| OException:javax. security.sasl. Sasl Exception: GSS initiate

failed

[ Caused by GSSException: No valid credentials provided

(Mechanismlevel: Failed to find any Kerberos tgt)]

Step 17: (Optional) Require Authentication for HTTP Web Consoles

Required Role: Configurator, Cluster Administrator, or Full Administrator

Access to the web consoles for HTTP services, such as HDFS, MapReduce, and YARN roles can be restricted to only
those users with valid Kerberos credentials. After configuring the cluster services as detailed below, the web service
and the browser negotiate the authentication process using SPNEGO.

To require authentication for HTTP services on the cluster, including Web Uls:

From the Clusters tab, select the service (HDFS, MapReduce, or YARN) for which you want to enable authentication.
. Click the Configuration tab.

. Under the Scope filter, click service_name (Service-Wide).

. Under the Category filter, click Security to display the security configuration options.

In the Enable Kerberos Authentication for HTTP Web-Consoles setting, click the box to activate authentication
requirement for the selected service_name (Service-Wide).

6. Click Save Changes to save the change.
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Cloudera Manager generates new credentials for the service. When the process finishes, restart all roles for that service.
Repeat this process for the other services for which you want to require Kerberos authentication.

Configure your browser to support authentication to the HTTP services by following the appropriate steps for your
browser in How to Configure Browsers for Kerberos Authentication on page 444.

Configuring Authentication in the Cloudera Navigator Data Management Component

Cloudera Navigator data management component supports user authentication against Cloudera Manager user accounts
and against an external LDAP or Active Directory service. External authentication enables you to assign Cloudera
Navigator user roles to LDAP or Active Directory groups containing the appropriate users for each user role.
Authentication with a Cloudera Manager user account requires either the Full Administrator or Navigator Administrator
user role, and enables the user to use Cloudera Navigator features or to configure the external authentication service.

Configuring External Authentication for the Cloudera Navigator Data Management Component

Minimum Required Role: Navigator Administrator (also provided by Full Administrator)



Important: This feature is available only with a Cloudera Enterprise license. It is not available in
Cloudera Express. For information on Cloudera Enterprise licenses, see Managing Licenses.

Cloudera Navigator supports user authentication against Cloudera Manager user accounts and against an external
service. The external service can be either LDAP or Active Directory. User authentication against Cloudera Manager
user accounts requires users to have one of two Cloudera Manager user roles, either Full Administrator or Navigator
Administrator. External authentication enables you to assign Cloudera Navigator user roles to LDAP or Active Directory
groups to which the appropriate users belong.

For more information about Cloudera Manager user accounts, see Cloudera Manager User Accounts on page 39. For
more information about Cloudera Navigator user roles, see Cloudera Navigator Data Management Component User
Roles on page 338.

The following sections describe how to configure the supported external directory services.

Configuring Cloudera Navigator Authentication Using Active Directory

o Important:

Cloudera Navigator has its own role-based access control and user management scheme. If you want
to use LDAP/AD authentication, Cloudera Navigator roles must be explicitly assigned to AD users to
allow them to log in to Navigator. To assign roles to AD users, log in to Cloudera Navigator for the first
time using a Cloudera Manager admin user. Any non-externally authenticated Cloudera Manager user
that has Full Administrator or Navigator Administrator privileges will have admin access to Cloudera
Navigator. You can use this account to set up user groups and assign Cloudera Navigator roles to AD
users.

Hence, Cloudera recommends that the Authentication Backend Order property be set initially to
Cloudera Manager then External. Otherwise, the external authentication system will be checked first,
and if the same user credentials also exist in the specified LDAP or Active Directory, the user will be
authenticated there, and will not be authenticated as a Cloudera Manager administrator. Since no
user roles will have been set up yet for the users in the external authentication system, the user's
attempt to log in will fail. Once the groups and user roles for Cloudera Navigator are set up, the
Authentication Backend Order can be changed to External then Cloudera Manager or External Only,
if desired.

To configure Cloudera Navigator to use AD authentication:

. Select Clusters > Cloudera Management Service.

. Click the Configuration tab.

. Select Scope > Navigator Metadata Server.

. Select Category > External Authentication.

. In the Authentication Backend Order field, select the order in which Cloudera Navigator should attempt its
authentication. You can choose to authenticate users using just one of the methods (using Cloudera Manager
user accounts is the default), or you can set it so that if the user cannot be authenticated by the first method, it
will attempt using the second method.

6. In the External Authentication Type property, select Active Directory.

7. In the LDAP URL property, provide the URL of the LDAP/Active Directory server to authenticate against. The URL
has the form: [ | dap| | daps]:// host nane: port. If a port is not specified, the default LDAP port is used (389
for LDAP and 636 for LDAPS). For more details on the LDAP URL format, see RFC 2255 .

8. For the Bind Distinguished Name property, you require the user Pri nci pal Name (UPN) of the user to bind as.
For example, if the UPN is sanpl euser @EXAMPLE. COM the Bind Distinguished Name provided can be either
sanpl euser or the complete UPN, sanpl euser @XAMPLE. COM This is used to connect to Active Directory for
searching groups and to get other user information.

9. In the LDAP Bind Password, enter the password for the bind user entered above.

10 In the Active Directory NT Domain property, provide the NT domain to authenticate against.
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http://www.ietf.org/rfc/rfc2255.txt

11. Click Save Changes to commit the changes.
12 After changing the configuration settings, restart the Navigator Metadata Service: click the Instances tab on the

Cloudera Management Service page, check Navigator Metadata Service, and click Actions for Selected > Restart.

Configuring Cloudera Navigator Authentication Using an OpenLDAP-compatible Server

For an OpenLDAP-compatible directory, you have several options for searching for users and groups:
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You can specify a single base Distinguished Name (DN) and then provide a "Distinguished Name Pattern" to use
to match a specific user in the LDAP directory.

Search filter options let you search for a particular user based on somewhat broader search criteria — for example
Cloudera Navigator users could be members of different groups or organizational units (OUs), so a single pattern
does not find all those users. Search filter options also let you find all the groups to which a user belongs, to help
determine if that user should be allowed to log in.

. Select Clusters > Cloudera Management Service.

. Click the Configuration tab.

. Select Scope > Navigator Metadata Server.

. Select Category > External Authentication.

. In the Authentication Backend Order field, select the order in which Cloudera Navigator should attempt its

authentication. You can choose to authenticate users using just one of the methods (using Cloudera Manager
user accounts is the default), or you can set it so that if the user cannot be authenticated by the first method, it
will attempt using the second method.

. In the External Authentication Type, select LDAP.
. In the LDAP URL property, provide the URL of the LDAP server and (optionally) the base Distinguished Name (DN)

(the search base) as part of the URL — for example | dap: / /| dap- server. cor p. conl dc=cor p, dc=com

. In the LDAP Bind User Distinguished Name property, enter the user's sSAMAcountName. This is used to connect

to the LDAP server for searching groups and to get other user information.
In the LDAP Bind Password property, enter the password for the bind user entered above.

10 To use asingle "Distinguished Name Pattern", provide a pattern in the LDAP Distinguished Name Pattern property.

Use { 0} in the pattern to indicate where the username should go. For example, to search for a distinguished name
where the ui d attribute is the username, you might provide a pattern similar to

ui d={ 0}, ou=Peopl e, dc=cor p, dc=com Cloudera Navigator substitutes the name provided at login into this
pattern and performs a search for that specific user. So if a user provides the username "foo" at the Cloudera
Navigator login page, Cloudera Navigator will search for the DN ui d=f oo, ou=Peopl e, dc=cor p, dc=com

If you provided a base DN along with the URL, the pattern only needs to specify the rest of the DN pattern. For
example, if the URL you provide is | dap: / /| dap- server. cor p. conl dc=cor p, dc=com and the pattern is
ui d={ 0}, ou=Peopl e, then the search DN will be ui d=f oo, ou=Peopl e, dc=cor p, dc=com

1. You can also search using User or Group search filters, using the LDAP User Search Base, LDAP User Search Filter,

LDAP Group Search Base and LDAP Group Search Filter settings. These allow you to combine a base DN with a
search filter to allow a greater range of search targets.

For example, if you want to authenticate users who may be in one of multiple OUs, the search filter mechanism
will allow this. You can specify the User Search Base DN as dc=cor p, dc=comand the user search filter as ui d={ 0} .
Then Cloudera Navigator will search for the user anywhere in the tree starting from the Base DN. Suppose you
have two OUs—ou=Engi neer i ng and ou=COper at i ons—Cloudera Navigator will find User "foo" if it exists in
either of these OUs, that is, ui d=f oo, ou=Engi neeri ng, dc=cor p, dc=comor

ui d=f 0o, ou=QOper ati ons, dc=cor p, dc=com

You can use a user search filter along with a DN pattern, so that the search filter provides a fallback if the DN
pattern search fails.

The Groups filters let you search to determine if a DN or username is a member of a target group. In this case,
the filter you provide can be something like menber ={ 0} where { 0} will be replaced with the DN of the user you
are authenticating. For a filter requiring the username, { 1} may be used, as menber Ui d={ 1} . This will return a
list of groups to which the user belongs.



12 Click Save Changes to commit the changes.

B After changing the configuration settings, restart the Navigator Metadata Service: click the Instances tab on the
Cloudera Management Service page, check Navigator Metadata Service, and click Actions for Selected > Restart.

Configuring Cloudera Navigator to Use LDAPS

If the LDAP server certificate has been signed by a trusted Certificate Authority (that is, VeriSign, GeoTrust, and so on),
steps 1 and 2 below may not be necessary.

1. Copy the CA certificate file to the Cloudera Navigator Server host.

2. Import the CA certificate(s) from the CA certificate file to the local truststore. The default truststore is located in
the $JAVA HOWE/ jre/lib/security/ cacerts file. This contains the default CA information shipped with the
JDK. Create an alternate default file called j ssecacer t s in the same location as the cacert s file. You can now
safely append CA certificates for any private or public CAs not present in the default cacer t s file, while keeping
the original file intact.

For our example, we will follow this recommendation by copying the default cacert s file into the new
j ssecacert s file, and then importing the CA certificate to this alternate truststore.

$ cp $JAVA HOW/ jre/lib/security/cacerts \
$JAVA HOVE/jre/lib/jssecacerts

$ /usr/javallatest/bin/keytool -inport -alias nt_domain_name \
-keystore /usr/javallatest/jre/lib/security/jssecacerts -file path_to_cert

E’; Note:

¢ The default password for the cacerts store is changeit.
¢ The alias can be any name (not just the domain name).

3. Configure the LDAP URL property to use | daps: / /| dap_server instead of | dap://| dap_server.

Configuring Cloudera Navigator Authentication Using SAML

Cloudera Navigator supports the Security Assertion Markup Language (SAML), an XML-based open standard data
format for exchanging authentication and authorization data between parties, in particular, between an identity
provider (IDP) and a service provider (SP). The SAML specification defines three roles: the principal (typically a user),
the IDP, and the SP. In the use case addressed by SAML, the principal (user agent) requests a service from the service
provider. The service provider requests and obtains an identity assertion from the IDP. On the basis of this assertion,
the SP can make an access control decision—in other words it can decide whether to perform some service for the
connected principal.

The primary SAML use case is called web browser single sign-on (SSO). A user wielding a user agent (usually a web
browser) requests a web resource protected by a SAML SP. The SP, wanting to know the identity of the requesting
user, issues an authentication request to a SAML IDP through the user agent. In the context of this terminology, Cloudera
Navigator operates as a SP. This topic discusses the Cloudera Navigator part of the configuration process; it assumes
that you are familiar with SAML and SAML configuration in a general sense, and that you have a functioning IDP already
deployed.

Setting up Cloudera Navigator to use SAML requires the following steps.
Preparing Files
You will need to prepare the following files and information, and provide these to Cloudera Navigator:

¢ A Java keystore containing a private key for Cloudera Navigator to use to sign/encrypt SAML messages.

e The SAML metadata XML file from your IDP. This file must contain the public certificates needed to verify the
sign/encrypt key used by your IDP per the SAML Metadata Interoperability Profile.

¢ The entity ID that should be used to identify the Navigator Metadata Server instance.



How the user ID is passed in the SAML authentication response:

— As an attribute. If so, what identifier is used.
— As the NamelD.

The method by which the Cloudera Navigator role will be established:
— From an attribute in the authentication response:

— What identifier will be used for the attribute
— What values will be passed to indicate each role

— From an external script that will be called for each use:

— The script takes user ID as $1
— The script must assign an exit code to reflect successful authentication of the assigned role:

— 0 - Full Administrator

— 1-User Administrator

— 2 - Auditing Viewer

— 4 - Lineage Viewer

— 8- Metadata Administrator

— 16 - Policy Viewer

— 32 - Policy Administrator

— 64 - Custom Metadata Administrator

— A negative value is returned for a failure to authenticate

To assign more than one role, add the numbers for the roles. For example, to assign the Policy Viewer
and User Administrator roles, the exit code should be 17.

Configuring Cloudera Navigator
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9.

. Select Clusters > Cloudera Management Service.

. Click the Configuration tab.

. Select Scope > Navigator Metadata Server.

. Select Category > External Authentication.

. Type SAM. in the Search box.

. Set the External Authentication Type property to SAML (the Authentication Backend Order property is ighored

for SAML).

. Set the Path to SAML IDP Metadata File property to point to the IDP metadata file.
. Set the Path to SAML Keystore File property to point to the Java keystore file containing the Cloudera Navigator

private key (prepared above).
In the SAML Keystore Password property, set the SAML keystore password.

10 In the Alias of SAML Sign/Encrypt Private Key property, set the alias used to identify the private key for Cloudera

Navigator to use.

11 In the SAML Sign/Encrypt Private Key Password property, set the password for the sign/encrypt private key.
12 Set the SAML Entity ID property if:

e There is more than one Cloudera Navigator instance being used with the same IDP (each instance needs a
different entity ID).

e Entity IDs are assigned by organizational policy.

The entity ID value should be unique to the current Navigator Metadata Server installation.

B In the Source of User ID in SAML Response property, set whether the user ID will be obtained from an attribute

or the NamelD.

If an attribute will be used, set the attribute name in the SAML Attribute Identifier for User ID property. The
default value is the normal OID used for user IDs and so may not need to be changed.



1 In the SAML Role Assignment Mechanism property, set whether the role assignment will be done from an attribute
or an external script.

¢ |[f an attribute will be used:

— In the SAML Attribute Identifier for User Role property, set the attribute name if necessary. The default
value is the normal OID used for OrganizationalUnits and so may not need to be changed.

— In the SAML Attribute Values for Roles property, set which attribute values will be used to indicate the
user role.

e If an external script will be used, set the path to that script in the Path to SAML Role Assignment Script
property. Make sure that the script is executable (an executable binary is fine - it doesn’t need to be a shell

script).

15 Click Save Changes to commit the changes.
18 Restart the Navigator Metadata Server role.

Configuring the IDP

After the Cloudera Navigator is restarted, it will attempt to redirect to the IDP login page instead of showing the normal
Cloudera Navigator login page. This may or may not succeed, depending on how the IDP is configured. In either case,
the IDP will need to be configured to recognize Cloudera Navigator before authentication will actually succeed. The
details of this process are specific to each IDP implementation - refer to your IDP documentation for details.

1. Download Cloudera Navigator's SAML metadata XML file from ht t p: / / host nane: 7187/ sani / met adat a.

2. Inspect the metadata file and ensure that any URLs contained in the file can be resolved by users’ web browsers.
The IDP will redirect web browsers to these URLs at various points in the process. If the browser cannot resolve
them, authentication will fail. If the URLs are incorrect, you can manually fix the XML file or set the SAML Entity
Base URL property in the Navigator Metadata Server configuration to the right value, and then re-download the
file.

3. Provide this metadata file to your IDP using whatever mechanism your IDP provides.

4. Ensure that the IDP has access to whatever public certificates are necessary to validate the private key that was
provided by Cloudera Navigator earlier.

5. Ensure that the IDP is configured to provide the User ID and Role using the attribute names that Cloudera Navigator
was configured to expect, if relevant.

6. Ensure the changes to the IDP configuration have taken effect (a restart may be necessary).

Verifying Authentication and Authorization

1. Return to the Cloudera Navigator home page at: htt p: / / host nane: 7187/ .

2. Attempt to log in with credentials for a user that is entitled. The authentication should complete and you should
see the Home page.

3. If authentication fails, you will see an IDP provided error message. Cloudera Navigator is not involved in this part
of the process, and you must ensure the IDP is working correctly to complete the authentication.

4. If authentication succeeds but the user is not authorized to use Cloudera Navigator, they will be taken to an error
page that explains the situation. If a user who should be authorized sees this error, then you will need to verify
their role configuration, and ensure that it is being properly communicated to the Navigator Metadata Server,
whether by attribute or external script. The Cloudera Navigator log will provide details on failures to establish a
user’s role. If any errors occur during role mapping, Cloudera Navigator will assume the user is unauthorized.

Bypassing SAML SSO

As of Cloudera Manager 5.11.2 (Navigator 2.10.2), you can bypass SAML SSO by directly accessing the Cloudera Navigator
login page at htt p: / / host nane: 7187/ 1 ocal | ogi n. ht m . You can turn off this bypass by setting the Skip
Authorization Check property (nav. aut h. ski p_sam _aut h_check) in the Navigator Metadata Server Advanced
Configuration Snippet (Safety Valve) for cloudera-navigator.properties .

Managing Users and Groups for the Cloudera Navigator Data Management Component

Minimum Required Role: User Administrator (also provided by Full Administrator)



These required roles refer to Cloudera Navigator user roles. Users with the Cloudera Manager user roles Navigator
Administrator or Full Administrator who log into the Cloudera Navigator Web Ul with their Cloudera Manager credentials
are logged into Cloudera Navigator with the Full Administrator Cloudera Navigator user role.

Cloudera Navigator supports user authentication against Cloudera Manager user accounts and against an external
LDAP or Active Directory service. External authentication enables you to assign Cloudera Navigator user roles to LDAP
or Active Directory groups containing the appropriate users for each user role.

Assigning Cloudera Navigator User Roles to LDAP or Active Directory Groups

This section assumes that values for your LDAP or Active Directory directory service have been configured in Cloudera
Manager as described in Configuring External Authentication for Cloudera Navigator. This section also assumes that
your LDAP or Active Directory service contains user groups that correspond to Cloudera Navigator user roles having
the permissions you want each group of users to have. If not, you should assign your users to such groups now. The
Cloudera Navigator user roles are as follows:

e Full Administrator

e User Administrator

e Auditing Viewer

e Lineage Viewer

e Metadata Administrator
e Policy Viewer

e Policy Administrator

Each of these roles and the permissions associated with them are described in Cloudera Navigator User Roles.

To add or remove Cloudera Navigator user roles to LDAP or Active Directory user groups, you should know the names
of the directory groups you want to configure, and then perform the following steps:

1. Do one of the following:

e Enter the URL of the Navigator Ul in a browser: ht t p: / / Navi gat or _Met adat a_Ser ver _host : port/,
where Navigator_Metadata_Server_host is the name of the host on which you are running the Navigator
Metadata Server role and port is the port configured for the role. The default port of the Navigator Metadata
Serveris 7187. To change the port, follow the instructions in Configuring the Navigator Metadata Server Port.

e Select Clusters > Cloudera Management Service > Cloudera Navigator.

¢ Navigate from the Navigator Metadata Server role:

1. Select Clusters > Cloudera Management Service.
2. Click the Instances tab.

3. Click the Navigator Metadata Server role.

4. Click the Cloudera Navigator link.

2. Log in to Cloudera Navigator with the credentials of a user having one or more of the following user roles:

¢ Cloudera Manager Full Administrator

e Cloudera Manager Navigator Administrator
¢ Cloudera Navigator Full Administrator

¢ Cloudera Navigator User Administrator

3. Click the Administration tab in the upper right.
4. Click the Role Management tab.

5. Search for an LDAP or Active Directory group by entering its name (or the first portion of the name) in the search
field and pressing Enter or Return.

o Select All Groups to search among all groups in the external directory.

¢ Select Groups with Navigator Roles to display only external directory groups that have already been assigned
one or more Cloudera Navigator user roles.



6. From the LDAP or Active Directory groups displayed, select the group to which you want to assign a Cloudera
Navigator user role or roles. If roles have already been assigned to the group, they are listed beneath the name
of the group in the main panel.

7. Click Manage Role Assignment in the upper right.

8. Click the checkbox for each Cloudera Navigator user role you want assigned to that Active Directory or LDAP group.
Uncheck any already-assigned roles that you want to remove from the group.

9. Click Save.

If a user's role assignments are changed, the changes take effect with the user's next new session, that is, the next
time the user logs in to Cloudera Navigator.

Configuring Authentication in CDH Using the Command Line

The security features in CDH 5 enable Hadoop to prevent malicious user impersonation. The Hadoop daemons leverage
Kerberos to perform user authentication on all remote procedure calls (RPCs). Group resolution is performed on the
Hadoop master nodes, NameNode, JobTracker and ResourceManager to guarantee that group membership cannot
be manipulated by users. Map tasks are run under the user account of the user who submitted the job, ensuring
isolation there. In addition to these features, new authorization mechanisms have been introduced to HDFS and
MapReduce to enable more control over user access to data.

The security features in CDH 5 meet the needs of most Hadoop customers because typically the cluster is accessible
only to trusted personnel. In particular, Hadoop's current threat model assumes that users cannot:

1. Have r oot access to cluster machines.
2. Haver oot access to shared client machines.
3. Read or modify packets on the network of the cluster.

E’; Note:

CDH 5 supports encryption of all user data sent over the network. For configuration instructions, see
Configuring Encrypted Shuffle, Encrypted Web Uls, and Encrypted HDFS Transport.

Note also that there is no built-in support for on-disk encryption.

Enabling Kerberos Authentication for Hadoop Using the Command Line

o Important:
These instructions assume you know how to install and configure Kerberos, you already have a working
Kerberos Key Distribution Center (KDC) and realm setup, and that you've installed the Kerberos user
packages on all cluster machines and machines which will be used to access the cluster. Furthermore,
Oozie and Hue require that the realm support renewable tickets. For more information about installing
and configuring Kerberos, see:

e MIT Kerberos Home
e MIT Kerberos Documentation

e Kerberos Explained

¢ Microsoft Kerberos Overview

¢ Microsoft Kerberos in Windows Server 2008
e Microsoft Kerberos in Windows Server 2003

Kerberos security in CDH 5 has been tested with the following version of MIT Kerberos 5:
e krb5-1.6.1 on Red Hat Enterprise Linux 5 and CentOS 5

Kerberos security in CDH 5 is supported with the following versions of MIT Kerberos 5:


http://web.mit.edu/Kerberos
http://web.mit.edu/Kerberos/krb5-1.8/
https://technet.microsoft.com/en-us/library/bb742516.aspx
https://msdn.microsoft.com/en-us/library/aa378747.aspx
http://technet.microsoft.com/en-us/library/cc753173(WS.10).aspx
https://www.microsoft.com/en-us/download/details.aspx?id=53314

krb5-1.6.3 on SUSE Linux Enterprise Server (SLES) 11 Service Pack 1
krb5-1.8.1 on Ubuntu

krb5-1.8.2 on Red Hat Enterprise Linux 6 and CentOS 6

e krb5-1.9 on Red Hat Enterprise Linux 6.1

E,i Note: The kr b5- ser ver package includes al ogr ot at e policy file to rotate log files monthly. To
take advantage of this, install the | ogr ot at e package. No additional configuration is necessary.

If you want to enable Kerberos SPNEGO-based authentication for the Hadoop web interfaces, see the Hadoop Auth,
Java HTTP SPNEGO Documentation.

Here are the general steps to configuring secure Hadoop, each of which is described in more detail in the following
sections:

Step 1: Install CDH 5

Cloudera strongly recommends that you set up a fully-functional CDH 5 cluster before you begin configuring it to use
Hadoop's security features. When a secure Hadoop cluster is not configured correctly, the resulting error messages
are in a preliminary state, so it's best to start implementing security after you are sure your Hadoop cluster is working
properly without security.

For information about installing and configuring Hadoop and CDH 5 components, and deploying them on a cluster, see
#unique_191.

Step 2: Verify User Accounts and Groups in CDH 5 Due to Security

E,’ Note: CDH 5 introduces a new version of MapReduce: MapReduce 2.0 (MRv2) built on the YARN
framework. In this document, we refer to this new version as YARN. CDH 5 also provides an
implementation of the previous version of MapReduce, referred to as MRv1 in this document.

e If you are using MRv1, see Step 2a (MRv1 only): Verify User Accounts and Groups in MRv1 on page 86 for
configuration information.

e If you are using YARN, see Step 2b (YARN only): Verify User Accounts and Groups in YARN on page 88 for
configuration information.

Step 2a (MRv1 only): Verify User Accounts and Groups in MRv1

E,’ Note: If you are using YARN, skip this step and proceed to Step 2b (YARN only): Verify User Accounts
and Groups in YARN.

During CDH 5 package installation of MRv1, the following Unix user accounts are automatically created to support
security:

This User Runs These Hadoop Programs

hdf s HDFS: NameNode, DataNodes, Secondary NameNode (or
Standby NameNode if you are using HA)

mapr ed MRv1: JobTracker and TaskTrackers

The hdf s user also acts as the HDFS superuser.

The hadoop user no longer exists in CDH 5. If you currently use the hadoop user to run applications as an HDFS
super-user, you should instead use the new hdf s user, or create a separate Unix account for your application such as
nmyhadoopapp.



https://archive.cloudera.com/cdh5/cdh/5/hadoop/hadoop-auth/index.html
https://archive.cloudera.com/cdh5/cdh/5/hadoop/hadoop-auth/index.html
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MRv1: Directory Ownership in the Local File System

Because the HDFS and MapReduce services run as different users, you must be sure to configure the correct directory
ownership of the following files on the local filesystem of each host:

Local df s. nanenode. nane. di r | hdf s: hdf s drwx------
(df s. name. dir is
deprecated but will also
work)

Local df s. dat anode. dat a. di r | hdf s: hdf s drwx------
(dfs.data.dir is
deprecated but will also
work)

Local mapred. | ocal . dir mapr ed: mapr ed drwxr-xr-x

See also Deploying MapReduce v1 (MRv1) on a Cluster.

You must also configure the following permissions for the HDFS and MapReduce log directories (the default locations
in/var /1 og/ hadoop- hdf s and/ var/ | og/ hadoop- 0. 20- mapr educe), and the SMAPRED _LOG DI R/ user | ogs/
directory:

Local HDFS_LOG DI R hdf s: hdf s drwxrwxr-x
Local MAPRED LOG DIR mapr ed: mapr ed drwxrwxr-x
Local user | ogs directory in mapr ed: anygr oup permissions will be set
MAPRED LOG DI R automatically at daemon
start time

MRv1: Directory Ownership on HDFS

The following directories on HDFS must also be configured as follows:

HDFS napreduce. j datracker. systemd r | mapr ed: hadoop drwx------
(mapred. systemdir is
deprecated but will also
work)

HDFS / (root directory) hdf s: hadoop drwxr-xr-x

MRv1: Changing the Directory Ownership on HDFS

¢ |If Hadoop security is enabled, use ki ni t hdf s to obtain Kerberos credentials for the hdf s user by running the
following commands before changing the directory ownership on HDFS:

$ sudo -u hdfs kinit -k -t hdfs.keytab hdfs/fully.qualified.domain. name@QOUR- REALM COM

In CDH 5, package installation and the Hadoop daemons will automatically configure the correct permissions for
you if you configure the directory ownership correctly as shown in the table above.

When starting up, MapReduce sets the permissions for the mapr educe. j obt racker. system di r (or

mapr ed. syst em di r ) directory in HDFS, assuming the user mapr ed owns that directory.
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Ifki ni t hdf s does not workinitially, runki ni t - Rafter runningki ni t to obtain credentials. (For more information,
see Troubleshooting Authentication Issues on page 473). To change the directory ownership on HDFS, run the following
commands. Replace the example/ mapr ed/ syst emdirectory in the commands below with the HDFS directory specified
by the mapr educe. j obt r acker. system di r (ormapr ed. syst em di r ) propertyintheconf/ mapr ed- si t e. xm

$ sudo -u hdfs hadoop fs -chown mapred: hadoop / mapred/system
$ sudo -u hdfs hadoop fs -chown hdfs: hadoop /

$ sudo -u hdfs hadoop fs -chnmod -R 700 / mapred/ system

$ sudo -u hdfs hadoop fs -chnod 755 /

¢ In addition (whether or not Hadoop security is enabled) create the / t np directory. For instructions on creating
/ t np and setting its permissions, see these instructions.

Step 2b (YARN only): Verify User Accounts and Groups in YARN

E’; Note: If you are using MRv1, skip this step and proceed to Step 3: If you are Using AES-256 Encryption,
Install the JCE Policy File on page 90.

During CDH 5 package installation of MapReduce 2.0 (YARN), the following Unix user accounts are automatically created
to support security:

hdf s HDFS: NameNode, DataNodes, Standby NameNode (if you are using HA)
yarn YARN: ResourceManager, NodeManager
mapr ed YARN: MapReduce JobHistory Server

o Important: The HDFS and YARN daemons must run as different Unix users; for example, hdf s and
yar n. The MapReduce JobHistory server must run as user mapr ed. Having all of these users share a
common Unix group is recommended; for example, hadoop.

YARN: Directory Ownership in the Local Filesystem

Because the HDFS and MapReduce services run as different users, you must be sure to configure the correct directory
ownership of the following files on the local filesystem of each host:

Local df s. namenode. nane. di r | hdf s: hdf s drwx------
(df s. nanme. dir is
deprecated but will also
work)

Local df s. dat anode. dat a. di r | hdf s: hdf s drwx------
(df s.data. dir is
deprecated but will also

work)
Local yarn. nodenanager . | ocal -dirs | yar n: yar n drwxr-xr-x
Local yar n. nodenanager. | og-dirs |yarn: yarn drwxr-xr-x
Local cont ai ner - execut or root:yarn --Sr-s---
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Local conf/cont ai ner-executor.cfg|root:yarn r--------

Important: Configuration changes to the Linux container executor could result in local NodeManager
directories (such as user cache) being left with incorrect permissions. To avoid this, when making
changes using either Cloudera Manager or the command line, first manually remove the existing
NodeManager local directories from all configured local directories

(yar n. nodemanager . | ocal - di r s), and let the NodeManager recreate the directory structure.

You must also configure the following permissions for the HDFS, YARN and MapReduce log directories (the default
locations in/ var/ | og/ hadoop- hdf s,/ var/1 og/ hadoop- yarnand/ var/| og/ hadoop- napr educe):

Local HDFS LOG DI R hdf s: hdf s drwxrwxr-x
Local $YARN_LOG DI R yarn:yarn drwxrwxr-x
Local MAPRED LOG DI R mapr ed: mapr ed drwxrwxr-x

YARN: Directory Ownership on HDFS

The following directories on HDFS must also be configured as follows:

HDFS / (root directory) hdf s: hadoop | drwxr-xr-x
HDFS yar n. nodemanager . r enot e- app- 1 og-di r yar n: hadoop | drwxrwxrwxt
HDFS mapr educe. j obhi story. i nt er medi at e-done-dir mapr ed: hadoop | drwxrwxrwxt
HDFS mapr educe. j obhi st ory. done-dir nmapr ed: hadoop | drwxr-x---

YARN: Changing the Directory Ownership on HDFS
If Hadoop security is enabled, use ki nit hdf s to obtain Kerberos credentials for the hdf s user by running the
following commands:

$ sudo -u hdfs kinit -k -t hdfs.keytab hdfs/fully.qualified.domain. name@OUR- REALM COM
$ hadoop fs -chown hdfs: hadoop /
$ hadoop fs -chnod 755 /

If ki nit hdf s does not work initially, run ki ni t - Rafter running ki ni t to obtain credentials. See Troubleshooting
Authentication Issues on page 473. To change the directory ownership on HDFS, run the following commands:

$ sudo -u hdfs hadoop fs -chown hdfs: hadoop /

$ sudo -u hdfs hadoop fs -chnod 755 /

$ sudo -u hdfs hadoop fs -chown yarn: hadoop [yarn.nodemanager.renote-app-|og-dir]

$ sudo -u hdfs hadoop fs -chrmod 1777 [yarn. nodemanager. renot e- app- | og-di r]

$ sudo -u hdfs hadoop fs -chown nmapred: hadoop [ mapr educe. j obhi st ory. i nt er nedi at e- done-di r]
$ sudo -u hdfs hadoop fs -chrmod 1777 [ mapreduce.jobhistory.internedi ate-done-dir]

3 IncDH 5, package installation and the Hadoop daemons will automatically configure the correct permissions for
you if you configure the directory ownership correctly as shown in the two tables above. See also Deploying

MapReduce v2 (YARN) on a Cluster.
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$ sudo -u hdfs hadoop fs -chown mapred: hadoop [ mapreduce.j obhi story. done-dir]
$ sudo -u hdfs hadoop fs -chnod 750 [ mapreduce. jobhistory. done-dir]

¢ |n addition (whether or not Hadoop security is enabled) create the / t np directory. For instructions on creating
/ t np and setting its permissions, see Step 7: If Necessary, Create the HDFS /tmp Directory.

¢ |n addition (whether or not Hadoop security is enabled), change permissions on the / user/ hi st ory Directory.
See Step 8: Create the history Directory and Set Permissions.

Step 3: If you are Using AES-256 Encryption, Install the JCE Policy File

If you are using CentOS/Red Hat Enterprise Linux 5.6 or higher, or Ubuntu, which use AES-256 encryption by default
for tickets, you must install the Java Cryptography Extension (JCE) Unlimited Strength Jurisdiction Policy File on all
cluster and Hadoop user machines. For JCE Policy File installation instructions, see the README. t xt file included in
thej ce_policy-x. zi pfile.

Alternatively, you can configure Kerberos to not use AES-256 by removing aes256- ct s: nor mal from the

support ed_enct ypes field of the kdc. conf orkr b5. conf file. After changing the kdc. conf file, you must restart
both the KDC and the kadmin server for those changes to take affect. You may also need to re-create or change the
password of the relevant principals, including potentially the Ticket Granting Ticket principal (krbtgt/REALM@REALM).
If AES-256 is still used after completing steps, the aes256- ct s: nor nmal setting existed when the Kerberos database
was created. To fix this, create a new Kerberos database and then restart both the KDC and the kadmin server.

To verify the type of encryption used in your cluster:

1. On the local KDC host, type this command to create a test principal:

$ kadmin -q "addprinc test"

2. On a cluster host, type this command to start a Kerberos session as test:

$ kinit test

3. On acluster host, type this command to view the encryption type in use:
$ klist -e

If AES is being used, output like the following is displayed after you type the kl i st command; note that AES- 256
is included in the output:

Ti cket cache: FILE:/tnp/krb5cc_0
Defaul t principal: test@CM
Valid starting Expi res Servi ce princi pal
05/19/11 13:25:04 05/20/11 13:25:04 krbt gt/ SCMaCM
Et ype (skey, tkt): AES-256 CTS nbde with 96-bit SHA-1 HVAC, AES-256 CTS npde with
96-bit SHA-1 HVAC

Step 4: Create and Deploy the Kerberos Principals and Keytab Files

A Kerberos principal is used in a Kerberos-secured system to represent a unique identity. Kerberos assigns tickets to
Kerberos principals to enable them to access Kerberos-secured Hadoop services. For Hadoop, the principals should be
of the format user name/ ful | y. qual i fi ed. domai n. name @OUR- REALM COM In this guide, the term user nane
inthe usernane/ful ly. qual i fi ed. domai n. name @OUR- REALM COMprincipal refers to the username of an
existing Unix account, such as hdf s or mapr ed.

A keytab is a file containing pairs of Kerberos principals and an encrypted copy of that principal's key. The keytab files
are unique to each host since their keys include the hostname. This file is used to authenticate a principal on a host to
Kerberos without human interaction or storing a password in a plain text file. Because having access to the keytab file
for a principal allows one to act as that principal, access to the keytab files should be tightly secured. They should be
readable by a minimal set of users, should be stored on local disk, and should not be included in machine backups,
unless access to those backups is as secure as access to the local machine.


http://www.oracle.com/technetwork/java/javase/downloads/index.html

o Important:

For both MRv1 and YARN deployments: On every machine in your cluster, there must be a keytab
file for the hdf s user and a keytab file for the mapr ed user. The hdf s keytab file must contain entries
for the hdf s principal and a HTTP principal, and the mapr ed keytab file must contain entries for the
mapr ed principal and a HTTP principal. On each respective machine, the HTTP principal will be the
same in both keytab files.

In addition, for YARN deployments only: On every machine in your cluster, there must be a keytab
file for the yar n user. The yar n keytab file must contain entries for the yar n principal and a HTTP
principal. On each respective machine, the HTTP principal in the yar n keytab file will be the same as
the HTTP principal in the hdf s and mapr ed keytab files.

E,i Note:

The following instructions illustrate an example of creating keytab files for MIT Kerberos. If you are
using another version of Kerberos, refer to your Kerberos documentation for instructions. You may
use either kadmi n or kadmni n. | ocal to run these commands.

When to Use kadmin.local and kadmin

When creating the Kerberos principals and keytabs, you can use kadmin.local or kadmin depending on your access
and account:

¢ If you have root access to the KDC machine, but you do not have a Kerberos admin account, use kadmin.local.
¢ |f you do not have root access to the KDC machine, but you do have a Kerberos admin account, use kadmin.
¢ If you have both root access to the KDC machine and a Kerberos admin account, you can use either one.

To start kadmin.local (on the KDC machine) or kadmin from any machine, run this command:
$ sudo kadmnin. | ocal
OR:

$ kadnin

E’; Note:

In this guide, kadmi n is shown as the prompt for commands in the kadmin shell, but you can type the
same commands at the kadmi n. | ocal prompt in the kadmin.local shell.

E’; Note:

Running kadmin.local may prompt you for a password because it is being run via sudo. You should
provide your Unix password. Running kadmin may prompt you for a password because you need
Kerberos admin privileges. You should provide your Kerberos admin password.



To create the Kerberos principals

o Important:
If you plan to use Oozie, Impala, or the Hue Kerberos ticket renewer in your cluster, you must configure
your KDC to allow tickets to be renewed, and you must configure kr b5. conf to request renewable
tickets. Typically, you can do this by adding the max_r enewabl e_|I i f e setting to your realm in
kdc. conf, and by adding therenew_| i f et i me parameter to the | i bdef aul t s section of
kr b5. conf . For more information about renewable tickets, see the Kerberos documentation.

Do the following steps for every host in your cluster. Run the commands in the kadmin.local or kadmin shell, replacing
theful l'y. qualifi ed. domai n. nane in the commands with the fully qualified domain name of each host. Replace
YOUR- REALM COMwith the name of the Kerberos realm your Hadoop cluster is in.

1. Inthe kadmin.local or kadmin shell, create the hdf s principal. This principal is used for the NameNode, Secondary
NameNode, and DataNodes.

kadm n: addprinc -randkey hdfs/fully.qualified.domai n. nane@COUR- REALM COM

Note:

If your Kerberos administrator or company has a policy about principal names that does not allow
you to use the format shown above, you can work around that issue by configuring the <ker ber os
princi pal >to <short name> mapping that is built into Hadoop. For more information, see
Configuring the Mapping from Kerberos Principals to Short Names.

2. Create the mapr ed principal. If you are using MRv1, the mapr ed principal is used for the JobTracker and
TaskTrackers. If you are using YARN, the mapr ed principal is used for the MapReduce Job History Server.

kadnmi n: addprinc -randkey mapred/fully.qualified. domai n. nane@OUR- REALM COM

3. YARN only: Create the yar n principal. This principal is used for the ResourceManager and NodeManager.

kadmi n: addprinc -randkey yarn/fully.qualified. domai n. name@OUR- REALM COM

4. Create the HTTP principal.

kadm n: addprinc -randkey HTTP/fully. qualified. domai n. nane@QOUR- REALM COM

o Important:
The HTTP principal must be in the format
HTTP/ ful I y. qual i fi ed. domai n. name @OUR- REALM COM The first component of the principal
must be the literal string "HTTP". This format is standard for HTTP principals in SPNEGO and is
hard-coded in Hadoop. It cannot be deviated from.


http://web.mit.edu/Kerberos/krb5-1.8/

To create the Kerberos keytab files

o Important:

The instructions in this section for creating keytab files require using the Kerberos nor andkey option
in the xst command. If your version of Kerberos does not support the nor andkey option, or if you
cannot use kadmi n. | ocal , then use these alternate instructions to create appropriate Kerberos
keytab files. After using those alternate instructions to create the keytab files, continue with the next
section To deploy the Kerberos keytab files.

Do the following steps for every host in your cluster. Run the commands in the kadmin.local or kadmin shell, replacing
theful l'y. qualifi ed. domai n. nane in the commands with the fully qualified domain name of each host:

1. Create the hdf s keytab file that will contain the hdf s principal and HTTP principal. This keytab file is used for the
NameNode, Secondary NameNode, and DataNodes.

kadm n: xst -norandkey -k hdfs. keytab hdfs/fully.qualified.domain. name
HTTP/ ful ly. qualified. domai n. nanme

2. Create the mapr ed keytab file that will contain the mapr ed principal and HTTP principal. If you are using MRv1,
the mapr ed keytab file is used for the JobTracker and TaskTrackers. If you are using YARN, the mapr ed keytab file
is used for the MapReduce Job History Server.

kadm n: xst -norandkey -k mapred. keytab mapred/fully.qualified. donai n. nane
HTTP/ ful ly. qualified. domai n. name

3. YARN only: Create the yar n keytab file that will contain the yar n principal and HTTP principal. This keytab file
is used for the ResourceManager and NodeManager.

kadmi n: xst -norandkey -k yarn.keytab yarn/fully.qualified.domain. nane
HTTP/ ful ly. qualified. domai n. name

4. Use kl i st to display the keytab file entries; a correctly-created hdfs keytab file should look something like this:

$ klist -e -k -t hdfs. keytab
Keyt ab name: WRFI LE: hdf s. keyt ab
sl ot KVNO Pri nci pal

1 7 HTTP/ ful I y. qual i fi ed. domai n. nane@OUR- REALM COM ( DES chc node with CRC 32)

2 7 HTTP/ ful ly. qual i fi ed. domai n. name@OUR- REALM COM (Tri pl e DES cbc node w th
HVAC/ shal)

3 7 hdfs/ful ly. qualified.domai n. name@OUR- REALM COM (DES cbc node wi th CRC 32)

4 7 hdfs/fully. qualified. domai n. name@OUR- REALM COM (Tri pl e DES cbc node w th
HVAC/ shal)

5. Continue with the next section To deploy the Kerberos keytab files.

To deploy the Kerberos keytab files

On every node in the cluster, repeat the following steps to deploy the hdf s. keyt ab and mapr ed. keyt ab files. If you
are using YARN, you will also deploy the yar n. keyt ab file.

1. On the host machine, copy or move the keytab files to a directory that Hadoop can access, such as
/ et c/ hadoop/ conf .

a. If you are using MRv1:

$ sudo nv hdfs. keytab napred. keyt ab /et c/hadoop/ conf/



If you are using YARN:

$ sudo nmv hdfs. keytab mapred. keytab yarn. keytab /etc/hadoop/ conf/

b. Make sure that the hdf s. keyt ab file is only readable by the hdf s user, and that the mapr ed. keyt ab file
is only readable by the mapr ed user.

sudo chown hdfs: hadoop /et c/ hadoop/ conf/ hdfs. keyt ab
sudo chown mapr ed: hadoop /et c/ hadoop/ conf/ mapr ed. keyt ab
sudo chnod 400 /et c/ hadoop/ conf/*. keyt ab

LR R

E,’ Note:

To enable you to use the same configuration files on every host, Cloudera recommends that
you use the same name for the keytab files on every host.

c. YARN only: Make sure that the yar n. keyt ab file is only readable by the yar n user.

$ sudo chown yarn: hadoop /etc/hadoop/ conf/yarn. keyt ab
$ sudo chnod 400 /etc/hadoop/ conf/yarn. keyt ab

o Important:

If the NameNode, Secondary NameNode, DataNode, JobTracker, TaskTrackers, HttpFS, or
Oozie services are configured to use Kerberos HTTP SPNEGO authentication, and two or more
of these services are running on the same host, then all of the running services must use the
same HTTP principal and keytab file used for their HTTP endpoints.

Step 5: Shut Down the Cluster

To enable security in CDH, you must stop all Hadoop daemons in your cluster and then change some configuration
properties. You must stop all daemons in the cluster because after one Hadoop daemon has been restarted with the
configuration properties set to enable security, daemons running without security enabled will be unable to communicate
with that daemon. This requirement to shut down all daemons makes it impossible to do a rolling upgrade to enable
security on a Hadoop cluster.

To shut down the cluster, run the following command on every node in your cluster (as root):

$ for x in “cd /etc/init.d ; |Is hadoop-*" ; do sudo service $x stop ; done

Step 6: Enable Hadoop Security
Cloudera recommends that all of the Hadoop configuration files throughout the cluster have the same contents.

To enable Hadoop security, add the following properties to the cor e- si t e. xni file on every machine in the cluster:

<property>

<name>hadoop. securi ty. aut henti cati on</ nane>

<val ue>ker beros</val ue> <!-- A value of "sinple" would disable security. -->
</ property>

<property>
<nanme>hadoop. security. aut hori zat i on</ name>
<val ue>t rue</ val ue>

</ property>



Enabling Service-Level Authorization for Hadoop Services

Service-level authorizations prevent users from accessing a cluster at the course-grained level. For example, when
Authorized Users and Authorized Groups are setup properly, an unauthorized user cannot use the hdfs shell to list the
contents of HDFS. This also limits the exposure of world-readable files to an explicit set of users instead of all
authenticated users, which could be, for example, every user in Active Directory.

The hadoop- pol i cy. xni file maintains access control lists (ACL) for Hadoop services. Each ACL consists of
comma-separated lists of users and groups separated by a space. For example:

user _a, user_b group_a, group_b

If you only want to specify a set of users, add a comma-separated list of users followed by a blank space. Similarly, to
specify only authorized groups, use a blank space at the beginning. A* can be used to give access to all users.

For example, to give users, ann, bob, and groups, gr oup_a, gr oup_b access to Hadoop's DataNodeProtocol service,
modify thesecuri ty. dat anode. pr ot ocol . acl propertyinhadoop- pol i cy. xm . Similarly, to give all users access
to the InterTrackerProtocol service, modify security.inter.tracker. protocol . acl asfollows:

<property>
<nanme>security. dat anode. pr ot ocol . acl </ nane>
<val ue>ann, bob group_a, group_b</val ue>
<descri pti on>ACL for DatanodeProtocol, which is used by datanodes to
comuni cate with the namenode. </ description>
</ property>

<property>
<name>security.inter.tracker.protocol.acl </ name>
<val ue>*</val ue>
<description>ACL for InterTrackerProtocol, which is used by tasktrackers to
conmuni cate with the jobtracker. </description>
</ property>

For more details, see Service-Level Authorization in Hadoop.

Step 7: Configure Secure HDFS

When following the instructions in this section to configure the properties in the hdf s-si t e. xnl file, keep the
following important guidelines in mind:

* The properties for each daemon (NameNode, Secondary NameNode, and DataNode) must specify both the HDFS
and HTTP principals, as well as the path to the HDFS keytab file.

¢ The Kerberos principals for the NameNode, Secondary NameNode, and DataNode are configured in the
hdf s-site. xm file. The same hdf s-si t e. xm file with all three of these principals must be installed on every
host machine in the cluster. That is, it is not sufficient to have the NameNode principal configured on the NameNode
host machine only. This is because, for example, the DataNode must know the principal name of the NameNode
in order to send heartbeats to it. Kerberos authentication is bi-directional.

e The special string _HOST in the properties is replaced at run-time by the fully qualified domain name of the host
machine where the daemon is running. This requires that reverse DNS is properly working on all the hosts configured
this way. You may use _HOST only as the entirety of the second component of a principal name. For example,
hdfs/_HOST@YOUR-REALM.COM is valid, but hdfs._ HOST@YOUR-REALM.COM and
hdfs/_HOST.example.com@YOUR-REALM.COM are not.

e When performing the _HOST substitution for the Kerberos principal names, the NameNode determines its own
hostname based on the configured value of f s. def aul t. nane, whereas the DataNodes determine their hostnames
based on the result of reverse DNS resolution on the DataNode hosts. Likewise, the JobTracker uses the configured
value of mapr ed. j ob. tracker to determine its hostname whereas the TaskTrackers, like the DataNodes, use
reverse DNS.

e Thedfs. dat anode. addr ess and df s. dat anode. ht t p. addr ess port numbers for the DataNode must be
below 1024, because this provides part of the security mechanism to make it impossible for a user to run a map
task which impersonates a DataNode. The port numbers for the NameNode and Secondary NameNode can be
anything you want, but the default port numbers are good ones to use.


https://archive.cloudera.com/cdh5/cdh/5/hadoop/hadoop-project-dist/hadoop-common/ServiceLevelAuth.html

To configure secure HDFS

Add the following properties to the hdf s- si t e. xnl file on every machine in the cluster. Replace these example values
shown below with the correct settings for your site: path to the HDFS keytab, YOUR-REALM.COM, fully qualified domain
name of NN, and fully qualified domain name of 2NN

<!-- Ceneral HDFS security config -->
<property>
<nane>df s. bl ock. access. t oken. enabl e</ nane>
<val ue>true</ val ue>
</ property>

<! -- NanmeNode security config -->
<property>
<nanme>df s. namenode. keyt ab. fi | e</ nane>
<val ue>/ et ¢/ hadoop/ conf/ hdf s. keyt ab</val ue> <! -- path to the HDFS keytab -->
</ property>
<property>
<nanme>df s. namenode. ker ber os. pri nci pal </ name>
<val ue>hdf s/ _HOST@OUR- REALM COW/ val ue>
</ property>
<property>
<nane>df s. namenode. ker ber os. i nt er nal . spnego. pri nci pal </ name>
<val ue>HTTP/ _HOST@/OUR- REALM COWK/ val ue>
</ property>

<I-- Secondary NaneNode security config -->
<property>
<nanme>df s. secondar y. namenode. keyt ab. fi | e</ name>
<val ue>/ et ¢/ hadoop/ conf/ hdf s. keyt ab</val ue> <! -- path to the HDFS keytab -->
</ property>
<property>
<nanme>df s. secondary. nanmenode. ker ber os. pri nci pal </ name>
<val ue>hdf s/ _HOST@OUR- REALM COW/ val ue>
</ property>
<property>
<nane>df s. secondary. nanmenode. ker ber os. i nt er nal . spnego. pri nci pal </ nane>
<val ue>HTTP/ _HOST@/OUR- REALM COWK/ val ue>
</ property>

<! -- DataNode security config -->
<property>
<nane>df s. dat anode. dat a. di r. per nx/ nanme>
<val ue>700</ val ue>
</ property>
<property>
<nanme>df s. dat anode. addr ess</ nane>
<val ue>0. 0. 0. 0: 1004</ val ue>
</ property>
<property>
<name>df s. dat anode. htt p. addr ess</ nane>
<val ue>0. 0. 0. 0: 1006</ val ue>
</ property>
<property>
<nanme>df s. dat anode. keyt ab. fi | e</ nane>
<val ue>/ et ¢/ hadoop/ conf/ hdf s. keyt ab</val ue> <! -- path to the HDFS keytab -->
</ property>
<property>
<nanme>df s. dat anode. ker ber os. pri nci pal </ name>
<val ue>hdf s/ _HOST@OUR- REALM COW/ val ue>
</ property>

<!-- Wb Authentication config -->

<property>
<nanme>df s. web. aut henti cat i on. ker ber os. pri nci pal </ name>
<val ue>HTTP/ _HOST@OUR_REALM/ val ue>

</ property>



To enable TLS/SSL for HDFS

Add the following property to hdf s- si t e. xm on every machine in your cluster.

<property>

<name>df s. htt p. pol i cy</ name>
<val ue>HTTPS_ONLY</ val ue>

</ property>

Optional Step 8: Configuring Security for HDFS High Availability

CDH 5 supports the HDFS High Availability (HA) feature with Kerberos security enabled. There are two use cases that
affect security for HA:

¢ Ifyou are not using Quorum-based Storage (see Software Configuration for Quorum-based Storage), then no extra
configuration for HA is necessary if automatic failover is not enabled. If automatic failover is enabled then access
to ZooKeeper should be secured. See the Software Configuration for Shared Storage Using NFS documentation
for details.

e If you are using Quorum-based Storage, then you must configure security for Quorum-based Storage by following
the instructions in this section.

To configure security for Quorum-based Storage:

Add the following Quorum-based Storage configuration properties to the hdf s- si t e. xm file on all of the machines
in the cluster:

<property>
<nane>df s. j our nal node. keyt ab. fi | e</ name>
<val ue>/ et ¢/ hadoop/ conf/ hdf s. keyt ab</val ue> <! -- path to the HDFS keytab -->
</ property>
<property>
<nanme>df s. j our nal node. ker ber os. pri nci pal </ name>
<val ue>hdf s/ _HOST@/OUR- REALM COWK/ val ue>
</ property>
<property>
<nane>df s. j our nal node. ker ber os. i nt er nal . spnego. pri nci pal </ name>
<val ue>HTTP/ _HOST@/OUR- REALM COWK/ val ue>
</ property>

Note:

If you already have principals and keytabs created for the machines where the JournalNodes are
running, then you should reuse those principals and keytabs in the configuration properties above.
You will likely have these principals and keytabs already created if you are collocating a JournalNode
on a machine with another HDFS daemon.

Optional Step 9: Configure secure WebHDFS

E’; Note:

If you are not using WebHDFS, you can skip this step.

Security for WebHDFS is disabled by default. If you want use WebHDFS with a secure cluster, this is the time to enable
and configure it.

To configure secure WebHDFS:



1. If you have not already done so, enable WebHDFS by adding the following property to the hdf s-si t e. xnd file
on every machine in the cluster.

<property>
<nane>df s. webhdf s. enabl ed</ nanme>
<val ue>true</ val ue>

</ property>

2. Add the following properties to the hdf s- si t e. xni file on every machine in the cluster. Replace the example
values shown below with the correct settings for your site.

<property>
<nanme>df s. web. aut henti cati on. ker beros. pri nci pal </ name>
<val ue>HTTP/ _HOST@Q/OUR- REALM COWK/ val ue>

</ property>

<property>

<nanme>df s. web. aut henti cat i on. ker ber os. keyt ab</ nane>

<val ue>/ et c/ hadoop/ conf/ HTTP. keyt ab</val ue> <! -- path to the HTTP keytab -->
</ property>

Optional Step 10: Configuring a secure HDFS NFS Gateway

To deploy a Kerberized HDFS NFS gateway, add the following configuration properties to hdf s-si t e. xml on the NFS
server.

<property>

<nane>dfs. nfs. keyt ab. fi | e</ nane>

<val ue>/ et c/ hadoop/ conf / hdf s. keyt ab</val ue> <!-- path to the HDFS or NFS gateway keytab
-->

</ property>

<property>

<nane>df s. nfs. ker ber os. pri nci pal </ nane>
<val ue>hdf s/ _HOST@/OUR- REALM COMWK/ val ue>
</ property>

Potential Insecurities with a Kerberized NFS Gateway

When configuring an NFS gateway in a secure cluster, the gateway accesses the contents of HDFS using the HDFS
service principals. However, authorization for end users is handled by comparing the end user's UID/GID against the
UID/GID of the files on the NFS mount. No Kerberos is involved in authenticating the user first.

Because HDFS metadata doesn't have any UIDs/GIDs, only names and groups, the NFS gateway maps user names and
group names to UIDs and GIDs. The user names and group names used for this mapping are derived from the local
users of the host where the NFS gateway is running. The mapped IDs are then presented to the NFS client for
authorization. The NFS client performs the authorization locally, comparing the UID/GID presented by the NFS Gateway
to the IDs of the users on the remote host.

The main risk with this procedure is that it's quite possible to create local users with UIDs that were previously associated
with any superusers. For example, users with access to HDFS can view the directories that belong to the hdf s user,
and they can also access the underlying metadata to obtain the associated UID. Assuming the directories owned by
hdf s have their UID set to xyz, a malicious user could create a new local user on the NFS gateway host with the UID
set to xyz. This local user will now be able to freely access the hdf s user's files.

Solutions:

e Set the NFS Gateway property, Allowed Hosts and Privileges, to allow only those NFS clients that are trusted and
managed by the Hadoop administrators.

1. Go to the Cloudera Manager Admin Console and navigate to the HDFS service.
2. Click the Configuration tab.
3. Select Scope > NFS Gateway.



4. Select Category > Main.
5. Locate the Allowed Hosts and Privileges property and set it to a list of trusted host names and access privileges
(r o - read-only, r w- read/write). For example:

192.168.0.0/22 rw
host 1. exanple.org ro

The current default setting of this property is * rw, which is a security risk because it lets everybody map
the NFS export in read-write mode.
6. Click Save Changes to commit the changes.

¢ Specify a user with restricted privileges for the df s. nf s. ker ber os. pri nci pal property, so that the NFS
gateway has limited access to the NFS contents. The current default setting for this property is
hdf s/ _HOST@'OUR- REALM COWVK/ val ue>, which gives the NFS gateway unrestricted access to HDFS.

Step 11: Set Variables for Secure DataNodes

In order to allow DataNodes to start on a secure Hadoop cluster, you must set the following variables on all DataNodes
in/ et ¢/ def aul t/ hadoop- hdf s- dat anode.

export HADOOP_SECURE_DN USER=hdf s

export HADOOP_SECURE_DN PI D DI R=/var/|i b/ hadoop- hdf s
export HADOOP_SECURE_DN LOG DI R=/var/| og/ hadoop- hdf s
export JSVC HOMVE=/usr/|ib/bigtop-utils/

E,i Note:

Depending on the version of Linux you are using, you may not have the/ usr/1i b/ bi gt op-utils
directory on your system. If that is the case, set the JSVC_HOME variable to the
/usr/1ibexec/ bi gtop-utils directory by using this command:

export JSVC HOME=/usr/|i bexec/ bigtop-utils

Step 12: Start up the NameNode

You are now ready to start the NameNode. Use the ser vi ce command to run the/ et c/i ni t. d script.
$ sudo service hadoop- hdf s- nanmenode start
You'll see some extra information in the logs such as:

10/ 10/ 25 17:01: 46 | NFO security. User G oupl nformati on:
Logi n successful for user hdfs/fully.qualified. domain. name@OUR- REALM COM usi ng keyt ab
file /etc/hadoop/conf/hdfs. keytab

and:

12/05/23 18:18:31 INFO http. H t pServer: Addi ng Kerberos (SPNEGDO filter to

get Del egat i onToken

12/05/23 18:18:31 INFO http. H t pServer: Addi ng Kerberos (SPNEGD filter to

renewbDel egat i onToken

12/05/23 18:18:31 INFO http. H t pServer: Addi ng Kerberos (SPNEGDO filter to

cancel Del egati onToken

12/ 05/23 18:18:31 INFO http. H t pServer: Addi ng Kerberos (SPNEGDO filter to fsck
12/05/23 18:18:31 INFO http. HtpServer: Addi ng Kerberos (SPNEGD filter to getinmage
12/ 05/23 18:18:31 INFO http. H t pServer: Jetty bound to port 50070

12/05/23 18:18:31 I NFO nortbay.log: jetty-6.1.26

12/ 05/ 23 18:18: 31 | NFO server. Ker ber osAut henti cati onHandl er: Logi n using keytab

/ et ¢/ hadoop/ conf/ hdf s. keytab, for principal

HTTP/ fully. qualified. domai n. name @OUR- REALM COM

12/ 05/ 23 18:18: 31 | NFO server. KerberosAut henti cationHandl er: Initialized, principal



[HTTP/ ful l'y. qualified. domai n. name@OUR- REALM COM from keyt ab
[/ et c/ hadoop/ conf/ hdf s. keyt ab]

You can verify that the NameNode is working properly by opening a web browserto ht t p: / / machi ne: 50070/ where
machine is the name of the machine where the NameNode is running.

Cloudera also recommends testing that the NameNode is working properly by performing a metadata-only HDFS
operation, which will now require correct Kerberos credentials. For example:

$ hadoop fs -1Is

Information about the kinit Command

o Important:

Running the hadoop fs -1s command will fail if you do not have a valid Kerberos ticket in your
credentials cache. You can examine the Kerberos tickets currently in your credentials cache by running
the kl i st command. You can obtain a ticket by running the ki ni t command and either specifying
a keytab file containing credentials, or entering the password for your principal. If you do not have a
valid ticket, you will receive an error such as:

11/01/04 12:08:12 WARN i pc. Cient: Exception encountered whil e connecting
to the server : javax.security.sasl. Sasl Exception:
GSS initiate failed [ Caused by GSSException: No valid credentials
provi ded (Mechanismlevel: Failed to find any Kerberos tgt)]
Bad connection to FS. conmmand aborted. exception: Call to
nn- host/10. 0. 0. 2: 8020 failed on local exception: java.io.|OException:
javax. security.sasl. Sasl Exception: GSS initiate failed [ Caused by
GSSException: No valid credentials provided (Mechanismlevel: Failed to
find any Kerberos tgt)]

E’; Note:

The ki ni t command must either be on the path for user accounts running the Hadoop client, or else
the hadoop. ker ber os. ki ni t. conmand parameterincor e- si t e. xm must be manually configured
to the absolute path to the ki ni t command.

E,i Note:

If you are running MIT Kerberos 1.8.1 or higher, a bug in versions of the Oracle JDK 6 Update 26 and

higher causes Java to be unable to read the Kerberos credentials cache even after you have successfully
obtained a Kerberos ticket using ki ni t . To workaround this bug, run ki ni t - Rafter runningki ni t

initially to obtain credentials. Doing so will cause the ticket to be renewed, and the credentials cache
rewritten in a format which Java can read. For more information about this problem, see

Troubleshooting.

Step 12: Start up a DataNode

Begin by starting one DataNode only to make sure it can properly connect to the NameNode. Use the ser vi ce command
torunthe/etc/init.dscript.

$ sudo servi ce hadoop- hdf s-dat anode start



You'll see some extra information in the logs such as:

10/ 10/ 25 17:21:41 I NFO security. User G oupl nfornmation:
Logi n successful for user hdfs/fully.qualified.donain. nane@OUR- REALM COM usi ng keyt ab
file /etc/hadoop/conf/hdfs. keytab

If you can get a single DataNode running and you can see it registering with the NameNode in the logs, then start up
all the DataNodes. You should now be able to do all HDFS operations.

Step 14: Set the Sticky Bit on HDFS Directories

This step is optional but strongly recommended for security. In CDH 5, HDFS file permissions have support for the sticky
bit. The sticky bit can be set on directories, preventing anyone except the superuser, directory owner, or file owner
from deleting or moving the files within the directory. Setting the sticky bit for a file has no effect. This is useful for
directories such as/ t mp which previously had to be set to be world-writable. To set the sticky bit on the / t np directory,
run the following command:

$ sudo -u hdfs kinit -k -t hdfs.keytab hdfs/fully.qualified.domain. name@QOUR- REALM COM
$ sudo -u hdfs hadoop fs -chnod 1777 /tnp

After running this command, the permissions on/ t np will appear as shown below. (Note the "t " instead of the final
"X“,)

$ hadoop fs -Is /

Found 2 itens

drwxrwxrwt - hdfs supergroup 0 2011-02-14 15:55 /tnp
drwxr-xr-x - hdfs supergroup 0 2011-02-14 14:01 /user
Step 15: Start up the Secondary NameNode (if used)

At this point, you should be able to start the Secondary NameNode if you are using one:

$ sudo servi ce hadoop- hdf s- secondar ynanenode start

E,i Note:

If you are using HDFS HA, do not use the Secondary NameNode. See Configuring HDFS High Availability
for instructions on configuring and deploying the Standby NameNode.

You'll see some extra information in the logs such as:

10/ 10/ 26 12:03:18 I NFO security. User G oupl nfornation:
Logi n successful for user hdfs/fully.qualified.domain. name@OUR- REALM usi ng keytab file
/ et ¢/ hadoop/ conf/ hdf s. keyt ab

and:

12/05/23 18:33:06 I NFO http. HtpServer: Addi ng Kerberos (SPNEGD filter to getinmage
12/ 05/23 18:33:06 I NFO http. H t pServer: Jetty bound to port 50090

12/05/23 18:33: 06 | NFO nortbhay.log: jetty-6.1.26

12/ 05/ 23 18:33: 06 | NFO server. Ker ber osAut henti cati onHandl er: Logi n usi ng keytab

/ et ¢/ hadoop/ conf/ hdf s. keytab, for principal

HTTP/ ful ly. qualified. domai n. name @OUR- REALM COM

12/ 05/ 23 18:33: 06 | NFO server. KerberosAut henti cationHandl er: Initialized, principal
[HTTP/ ful l'y. qualified. domai n. name@OUR- REALM COM from keyt ab

[/ et c/ hadoop/ conf/ hdf s. keyt ab]

You should make sure that the Secondary NameNode not only starts, but that it is successfully checkpointing.



If you're using the ser vi ce command to start the Secondary NameNode fromthe/etc/init.d scri pts, Cloudera
recommends setting the property f s. checkpoi nt . peri od in the hdf s-si t e. xni file to a very low value (such as
5), and then monitoring the Secondary NameNode logs for a successful startup and checkpoint. Once you are satisfied
that the Secondary NameNode is checkpointing properly, you should reset the f s. checkpoi nt . peri od toareasonable
value, or return it to the default, and then restart the Secondary NameNode.

You can make the Secondary NameNode perform a checkpoint by doing the following:
$ sudo -u hdfs hdfs secondarynanenode -checkpoint force

Note that this will not cause a running Secondary NameNode to checkpoint, but rather will start up a Secondary
NameNode that will immediately perform a checkpoint and then shut down. This can be useful for debugging.

E,’ Note:

If you encounter errors during Secondary NameNode checkpointing, it may be helpful to enable
Kerberos debugging output. For instructions, see Enabling Debugging Output for the Sun Kerberos
Classes.

Step 16: Configure Either MRv1 Security or YARN Security
At this point, you are ready to configure either MRv1 Security or YARN Security.

¢ If you are using MRv1, do the steps in Configuring MRv1 Security to configure, start, and test secure MRv1.

¢ If you are using YARN, do the steps in Configuring YARN Security to configure, start, and test secure YARN.

Configuring MRv1 Security

If you are using YARN, skip this section and see Configuring YARN Security.

If you are using MRv1, do the following steps to configure, start, and test secure MRv1.

1. Step 1: Configure Secure MRv1 on page 102

2. Step 2: Start up the JobTracker on page 104

3. Step 3: Start up a TaskTracker on page 104

4. Step 4: Try Running a Map/Reduce Job on page 104

Step 1: Configure Secure MRv1
Keep the following important information in mind when configuring secure MapReduce:

e The properties for JobTracker and TaskTracker must specify the mapred principal, as well as the path to the mapr ed
keytab file.

¢ The Kerberos principals for the JobTracker and TaskTracker are configured in the mapr ed- si t e. xm file. The
same mapr ed- si t e. xni file with both of these principals must be installed on every host machine in the cluster.
That is, it is not sufficient to have the JobTracker principal configured on the JobTracker host machine only. This
is because, for example, the TaskTracker must know the principal name of the JobTracker to securely register with
the JobTracker. Kerberos authentication is bi-directional.

e Do not use ${ user . nane} in the value of the mapr ed. | ocal . di r or hadoop. | og. di r propertiesin
mapr ed- si t e. xm . Doing so can prevent tasks from launching on a secure cluster.

e Make sure that each user who will be running MRv1 jobs exists on all cluster hosts (that is, on every host that
hosts any MRv1 daemon).

e Make sure the value specified for mapr ed. | ocal . di r is identical in mapr ed-si te. xm and
taskcontrol | er. cf g. If the values are different, this error message is returned.

e Make sure the value specified int askcontrol | er. cf g for hadoop. | og. di r is the same as what the Hadoop
daemons are using, which is / var / | og/ hadoop- 0. 20- mapr educe by default and can be configured in
mapr ed- si t e. xm . If the values are different, this error message is returned.

To configure secure MapReduce:



1. Add the following properties to the mapr ed- si t e. xni file on every machine in the cluster:

<!-- JobTracker security configs -->
<property>
<name>napr educe. j obt r acker. ker ber os. pri nci pal </ nane>
<val ue>mapr ed/ _HOST@'OUR- REALM COW/ val ue>
</ property>
<property>
<name>mapr educe. j obtracker. keytab. fi | e</ nane>
<val ue>/ et ¢/ hadoop/ conf / mapr ed. keyt ab</val ue> <!I-- path to the MapReduce keytab -->
</ property>

<!'-- TaskTracker security configs -->
<property>
<name>napr educe. t asktracker. ker ber os. pri nci pal </ name>
<val ue>mapr ed/ _HOST@'OUR- REALM COW/ val ue>
</ property>
<property>
<name>mapr educe. t askt r acker . keyt ab. fi | e</ nane>
<val ue>/ et ¢/ hadoop/ conf / mapr ed. keyt ab</val ue> <!I-- path to the MapReduce keytab -->
</ property>

<l-- TaskController settings -->
<property>
<name>nmapr ed. t ask. tracker. t ask- control | er </ name>
<val ue>or g. apache. hadoop. mapr ed. Li nuxTaskControl | er </ val ue>
</ property>
<property>
<name>napr educe. t askt racker. gr oup</ nane>
<val ue>mapr ed</ val ue>
</ property>

2. Create afile called t askcont rol | er. cf g that contains the following information:

hadoop. | 0og. di r=<Path to Hadoop | og directory. Should be same value used to start the
TaskTracker. This is required to set proper permi ssions on the log files so that they
can be witten to by the user's tasks and read by the TaskTracker for serving on the
web U . >

mapr educe. t askt racker. gr oup=mapr ed

banned. user s=napred, hdf s, bin

m n. user.i d=1000

Note: T

he default setting for the banned. user s property in thet askcontrol | er. cf g file is mapr ed,
hdf s, and bi n to prevent jobs from being submitted using those user accounts. The default
setting for the mi n. user. i d property is 1000 to prevent jobs from being submitted with a user
ID less than 1000, which are conventionally Unix super users. Some operating systems such as
CentOS 5 use a default value of 500 and above for user IDs, not 1000. If this is the case on your
system, change the default setting for the mi n. user. i d property to 500. If there are user
accounts on your cluster that have a user ID less than the value specified for the mi n. user. i d
property, the TaskTracker returns an error code of 255.

3. The path to the t askcontrol | er. cf g file is determined relative to the location of the t ask- control | er

binary. Specifically, the pathis<pat h of task-controller binary>/../../conf/taskcontroller.cfg.

If you installed the CDH 5 package, this path will always correspond to
/ et c/ hadoop/ conf/taskcontrol | er. cfg.

E’; Note:

For more information about the t ask- control | er program, see Information about Other Hadoop
Security Programs.




o Important:

The same mapr ed- si t e. xnl file and the same hdf s- si t e. xm file must both be installed on every
host machine in the cluster so that the NameNode, Secondary NameNode, DataNode, JobTracker and
TaskTracker can all connect securely with each other.

Step 2: Start up the JobTracker
You are now ready to start the JobTracker.

If you're using the / et ¢/ i ni t. d/ hadoop- 0. 20- mapr educe- j obt r acker script, then you can use the servi ce
command to run it now:

$ sudo service hadoop-0. 20- mapr educe-j obtracker start

You can verify that the JobTracker is working properly by opening a web browser to ht t p: / / machi ne: 50030/ where
machine is the name of the machine where the JobTracker is running.

Step 3: Start up a TaskTracker

You are now ready to start a TaskTracker.

If you're using the / et ¢/ i ni t. d/ hadoop- 0. 20- mapr educe- t askt r acker script, then you can use the servi ce
command to run it now:

$ sudo service hadoop- 0. 20- mapr educe-t asktracker start

Step 4: Try Running a Map/Reduce Job

You should now be able to run Map/Reduce jobs. To confirm, try launching a sleep or a pi job from the provided Hadoop
examples (/ usr/1i b/ hadoop- 0. 20- mapr educe/ hadoop- exanpl es. j ar ). You need Kerberos credentials to do

so.
o Important:

Remember that the user who launches the job must exist on every host.

Configuring YARN Security

This page explains how to configure, start, and test secure YARN. For instructions on MapReducel, see Configuring
MRv1 Security.

1. Configure Secure YARN.

. Start up the ResourceManager.

. Start up the NodeManager.

. Start up the MapReduce Job History Server.

. Try Running a Map/Reduce YARN Job.

6. (Optional) Configure YARN for Long-running Applications
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Step 1: Configure Secure YARN
Before you start:

¢ The Kerberos principals for the ResourceManager and NodeManager are configured in the yar n-si t e. xnl file.
The same yar n-si te. xm file must be installed on every host machine in the cluster.

e Make sure that each user who runs YARN jobs exists on all cluster nodes (that is, on every node that hosts any
YARN daemon).

To configure secure YARN:



1. Add the following properties to the yar n- si t e. xnl file on every machine in the cluster:

<!-- ResourceManager security configs -->
<property>
<nanme>yar n. r esour cemanager . keyt ab</ nane>
<val ue>/ et ¢/ hadoop/ conf/yar n. keyt ab</val ue> <l -- path to the YARN keytab -->
</ property>
<property>
<nanme>yar n. r esour cemanager . pri nci pal </ nane>
<val ue>yar n/ _HOST@OUR- REALM COWK/ val ue>
</ property>

<!'-- NodeManager security configs -->
<property>
<nane>yar n. nodenanager . keyt ab</ nane>
<val ue>/ et ¢/ hadoop/ conf/yar n. keyt ab</val ue> <l -- path to the YARN keytab -->
</ property>
<property>
<name>yar n. nodemanager . pri nci pal </ name>
<val ue>yar n/ _HOST@OUR- REALM COWK/ val ue>
</ property>
<property>
<name>yar n. nodemanager . cont ai ner - execut or . cl ass</ nane>
<val ue>or g. apache. hadoop. yar n. server. nodemanager . Li nuxCont ai ner Execut or </ val ue>
</ property>
<property>
<name>yar n. nodemanager . | i nux- cont ai ner - execut or . gr oup</ nane>
<val ue>yar n</val ue>
</ property>

<l-- To enable TLS/SSL -->
<property>
<name>yar n. htt p. pol i cy</ nane>
<val ue>HTTPS ONLY</val ue>
</ property>

2. Add the following properties to the mapr ed- si t e. xnml file on every machine in the cluster:

<!'-- MapReduce JobH story Server security configs -->
<property>
<nanme>napr educe. j obhi st ory. addr ess</ nane>
<val ue>host : port </val ue> <! -- Host and port of the MapReduce JobH story Server; default
port is 10020 -->
</ property>
<property>
<name>mapr educe. j obhi st ory. keyt ab</ nane>
<val ue>/ et ¢/ hadoop/ conf / napr ed. keyt ab</val ue> <!-- path to the MAPRED keytab for the
JobHi story Server -->
</ property>
<property>
<nanme>napr educe. j obhi st ory. pri nci pal </ nane>
<val ue>mapr ed/ _HOST@'OUR- REALM COWK/ val ue>
</ property>

<!-- To enable TLS/SSL -->

<property>
<nanme>napr educe. j obhi story. http. poli cy</ name>
<val ue>HTTPS ONLY</val ue>

</ property>

3. Create afile called cont ai ner - execut or . cf g for the Linux Container Executor program that contains the
following information:

yar n. nodenmanager . | ocal - di r s=<commma- separated |ist of paths to | ocal NodeManager
directories. Should be sanme values specified in yarn-site.xm . Required to validate
pat hs passed to contai ner-executor in order.>

yar n. nodemanager . | i nux- cont ai ner - execut or. gr oup=yarn

yar n. nodemanager . | og- di r s=<conma- separated |ist of paths to | ocal NodeManager | og
directories. Should be sane values specified in yarn-site.xm. Required to set proper
permi ssions on the log files so that they can be witten to by the user's containers
and read by the NodeManager for |og aggregation



banned. user s=hdf s, yarn, mapr ed, bin
m n. user. i d=1000

E’; Note:

In the cont ai ner - execut or. cf g file, the default setting for the banned. user s property is
hdf s, yar n, mapr ed, and bi n to prevent jobs from being submitted using those user accounts.
The default setting for the mi n. user . i d property is 1000 to prevent jobs from being submitted
with a user ID less than 1000, which are conventionally Unix super users. Some operating systems
such as CentOS 5 use a default value of 500 and above for user IDs, not 1000. If this is the case
on your system, change the default setting for the m n. user . i d property to 500. If there are
user accounts on your cluster that have a user ID less than the value specified for them n. user . i d
property, the NodeManager returns an error code of 255.

4. The path to the cont ai ner - execut or . cf g file is determined relative to the location of the container-executor
binary. Specifically, the path is <di r name of cont ai ner - execut or
bi nary>/ ../ et c/ hadoop/ cont ai ner - execut or . cf g. If you installed the CDH 5 package, this path will always
correspond to / et ¢/ hadoop/ conf/ cont ai ner - execut or. cf g.

E’; Note:

The cont ai ner - execut or program requires that the paths including and leading up to the
directories specifiedinyar n. nodermanager . | ocal - di r s andyar n. nodermanager . | og-dirs
to be set to 755 permissions as shown in this table on permissions on directories.

5. Verify that the ownership and permissions of the cont ai ner - execut or program corresponds to:

---Sr-s--- 1 root yarn 36264 May 20 15: 30 contai ner-executor

E,’ Note: For more information about the Linux Container Executor program, see Information about
Other Hadoop Security Programs.

Step 2: Start the ResourceManager

You are now ready to start the ResourceManager.

E,i Note: Always start ResourceManager before starting NodeManager.

Ifyou're usingthe/ et c/ i ni t. d/ hadoop- yar n-r esour cemanager script, thenyou can usetheser vi ce command
to run it now:

$ sudo service hadoop-yarn-resourcenanager start

You can verify that the ResourceManager is working properly by opening a web browser to http://host :8088/ where
host is the name of the machine where the ResourceManager is running.
Step 3: Start the NodeManager

You are now ready to start the NodeManager.



If you're using the / et ¢/ i ni t. d/ hadoop- yar n- nodemanager script, then you can use the ser vi ce command to
run it now:

$ sudo service hadoop-yarn-nodemanager start

You can verify that the NodeManager is working properly by opening a web browser to http://host :8042/ where host
is the name of the machine where the NodeManager is running.

Step 4: Start the MapReduce Job History Server

You are now ready to start the MapReduce JobHistory Server.

If you're using the / et ¢/ i ni t. d/ hadoop- mapr educe- hi st or yser ver script, then you can use the servi ce
command to run it now:

$ sudo service hadoop- mapreduce-hi storyserver start

You can verify that the MapReduce JobHistory Server is working properly by opening a web browser to
http://host :19888/ where host is the name of the machine where the MapReduce JobHistory Server is running.
Step 5: Try Running a Map/Reduce YARN Job

You should now be able to run Map/Reduce jobs. To confirm, try launching a sleep or a pi job from the provided Hadoop
examples (/ usr/ | i b/ hadoop- mapr educe/ hadoop- mapr educe- exanpl es. j ar ). You need Kerberos credentials
to do so.

o Important: The user who launches the job must exist on every node.

To try running a MapReduce job using YARN, set the HADOOP_MAPRED_HOVE environment variable and then submit
the job. For example:

$ export HADOOP_MAPRED HOVE=/ usr/ i b/ hadoop- mapreduce
$ /usr/bin/hadoop jar /usr/lib/hadoop- mapreduce/ hadoop- mapr educe-exanpl es.jar pi 10
10000

Step 6: (Optional) Configure YARN for Long-running Applications

Long-running applications such as Spark Streaming jobs will need additional configuration since the default settings
only allow the hdf s user's delegation tokens a maximum lifetime of 7 days which is not always sufficient.

You can work around this by configuring the ResourceManager as a proxy user for the corresponding HDFS NameNode
so that the ResourceManager can request new tokens when the existing ones are past their maximum lifetime. YARN
will then be able to continue performing localization and log-aggregation on behalf of the hdf s user.

Set the following property inyarn-site. xm totrue:

<property>

<name>yar n. r esour cenanager . pr oxy- user-pri vi |l eges. enabl ed</ nane>
<val ue>t rue</ val ue>

</ property>

Configure the following properties in cor e- si t e. xm on the HDFS NameNode. You can use a more restrictive
configuration by specifying hosts/groups instead of * as in the example below.

<property>

<nane>hadoop. pr oxyuser. yar n. host s</ nane>
<val ue>*</val ue>

</ property>

<property>
<nane>hadoop. pr oxyuser. yar n. gr oups</ nane>



<val ue>*</val ue>
</ property>

FUSE Kerberos Configuration

This section describes how to use FUSE (Filesystem in Userspace) and CDH with Kerberos security on your Hadoop
cluster. FUSE enables you to mount HDFS, which makes HDFS files accessible just as if they were UNIX files.

To use FUSE and CDH with Kerberos security, follow these guidelines:

e For each HDFS user, make sure that there is a UNIX user with the same name. If there isn't, some files in the FUSE
mount point will appear to be owned by a non-existent user. Although this is harmless, it can cause confusion.

e When using Kerberos authentication, users must run ki ni t before accessing the FUSE mount point. Failure to
do this will result in I/O errors when the user attempts to access the mount point. For security reasons, it is not
possible to list the files in the mount point without first running ki ni t .

e When a user runs ki ni t, all processes that run as that user can use the Kerberos credentials. It is not necessary
to run ki ni t in the same shell as the process accessing the FUSE mount point.

Using kadmin to Create Kerberos Keytab Files

If your version of Kerberos does not support the Kerberos - nor andkey option in the xst command, or if you must
use kadni n because you cannot use kadni n. | ocal , then you can use the following procedure to create Kerberos
keytab files. Using the - nor andkey option when creating keytabs is optional and a convenience, but it is not required.

o Important:
For both MRv1 and YARN deployments: On every machine in your cluster, there must be a keytab
file for the hdf s user and a keytab file for the mapr ed user. The hdf s keytab file must contain entries
for the hdf s principal and an HTTP principal, and the mapr ed keytab file must contain entries for the
mapr ed principal and an HTTP principal. On each respective machine, the HTTP principal will be the
same in both keytab files.

In addition, for YARN deployments only: On every machine in your cluster, there must be a keytab
file for the yar n user. The yar n keytab file must contain entries for the yar n principal and an HTTP
principal. On each respective machine, the HTTP principal in the yar n keytab file will be the same as
the HTTP principal in the hdf s and mapr ed keytab files.

For instructions, see To create the Kerberos keytab files on page 108.

E’; Note:

These instructions illustrate an example of creating keytab files for MIT Kerberos. If you are using
another version of Kerberos, refer to your Kerberos documentation for instructions. You can use either
kadm n or kadni n. | ocal torunthese commands.

To create the Kerberos keytab files

Do the following steps for every host in your cluster, replacingthef ul I y. qual i fi ed. domai n. nan®e in the commands
with the fully qualified domain name of each host:

1. Create the hdf s keytab file, which contains an entry for the hdf s principal. This keytab file is used for the
NameNode, Secondary NameNode, and DataNodes.

$ kadmin
kadm n:  xst -k hdfs-unmerged. keytab hdfs/fully.qualified.domain. name



2. Create the mapr ed keytab file, which contains an entry for the mapr ed principal. If you are using MRv1, the
mapr ed keytab file is used for the JobTracker and TaskTrackers. If you are using YARN, the mapr ed keytab file is
used for the MapReduce Job History Server.

kadm n: xst -k mapred-unnerged. keytab mapred/ ful ly. qualified. donai n. nane

3. YARN only: Create the yar n keytab file, which contains an entry for the yar n principal. This keytab file is used
for the ResourceManager and NodeManager.

kadm n: xst -k yarn-unmerged. keytab yarn/fully.qualified. domain. name

4. Create the ht t p keytab file, which contains an entry for the HTTP principal.

kadmi n: xst -k http.keytab HTTP/fully. qualified. domai n. nane

5. Use the kt uti I command to merge the previously-created keytabs:

$ ktuti

ktutil: rkt hdfs-unnerged. keytab
ktutil: rkt http.keytab

ktutil: wkt hdfs.keytab

ktutil: clear

ktutil: rkt mapred-unnerged. keyt ab
ktutil: rkt http.keytab

ktutil: wkt mapred. keytab
ktutil: clear

ktutil: rkt yarn-unnerged. keytab
ktutil: rkt http.keytab

ktutil: wkt yarn. keytab

This procedure creates three new files: hdf s. keyt ab, mapr ed. keyt ab and yar n. keyt ab. These files contain
entries for the hdf s and HTTP principals, the mapr ed and HTTP principals, and the yar n and HTTP principals
respectively.

6. Use kl i st to display the keytab file entries. For example, a correctly-created hdf s keytab file should look
something like this:

$ klist -e -k -t hdfs. keytab
Keyt ab nane: WRFI LE: hdfs. keyt ab
sl ot KVNO Pri nci pal

1 7 HTTP/ ful ly. qualified. domai n. name @OUR- REALM COM ( DES cbc node with CRC- 32)

2 7 HTTP/ ful ly. qual i fied. domai n. name@OUR- REALM COM (Tri pl e DES cbc node with
HVAC/ shal)
3 7 hdf s/ful ly. qualified.domai n. name@OUR- REALM COM (DES cbc npde with CRC 32)

4 7 hdf s/ful ly. qualified.domai n. name@OUR- REALM COM (Tri pl e DES cbc node with
HVAC/ shal)

7. To verify that you have performed the merge procedure correctly, make sure you can obtain credentials as both
the hdf s and HTTP principals using the single merged keytab:

t -k -t hdfs. keytab hdfs/full
t ul |

alified.domai n. name @OUR- REALM COM
-k -t hdfs. keytab HITP/f alif

. qu
.qu i ed. donai n. nane @OUR- REALM COM

y
y
If either of these commands fails with an error message such as "ki nit: Key table entry not found

while getting initial credentials",then something has gone wrong during the merge procedure. Go
back to step 1 of this document and verify that you performed all the steps correctly.

8. To continue the procedure of configuring Hadoop security in CDH 5, follow the instructions in the section To deploy
the Kerberos keytab files.




Configuring the Mapping from Kerberos Principals to Short Names

You configure the mapping from Kerberos principals to short names in the hadoop. security. auth_to_| ocal
property setting in the cor e- si t e. xni file. Kerberos has this support natively, and Hadoop's implementation reuses
Kerberos's configuration language to specify the mapping.

A mapping consists of a set of rules that are evaluated in the order listed in the hadoop. security. auth_to_| ocal
property. The first rule that matches a principal name is used to map that principal name to a short name. Any later
rules in the list that match the same principal name are ignored.

You specify the mapping rules on separate lines in the hadoop. security. auth_to_| ocal property as follows:

<property>
<nanme>hadoop. security. aut h_t o_| ocal </ name>
<val ue>
RULE: [ <pri nci pal translation>](<acceptance filter>)<short name substitution>
RULE: [ <pri nci pal translation>](<acceptance filter>)<short name substitution>
DEFAULT
</ val ue>

</ property>

Mapping Rule Syntax

To specify a mapping rule, use the prefix string RULE: followed by three sections—principal translation, acceptance
filter, and short name substitution—described in more detail below. The syntax of a mapping rule is:

RULE: [ <princi pal translation>](<acceptance filter>)<short nanme substitution>

Principal Translation

The first section of a rule, <pri nci pal transl ati on>, performs the matching of the principal name to the rule. If
there is a match, the principal translation also does the initial translation of the principal name to a short name. In the
<princi pal translation>section, you specify the number of components in the principal name and the pattern
you want to use to translate those principal component(s) and realm into a short name. In Kerberos terminology, a
principal name is a set of components separated by slash ("/") characters.

The principal translation is composed of two parts that are both specified within "[ ]" using the following syntax:
[ <nunber of conponents in principal name>:<initial specification of short nane>]

where:

<number of components in principal name> — This first part specifies the number of components in the principal name
(not including the realm) and must be 1 or 2. A value of 1 specifies principal names that have a single component (for
example, hdf s), and 2 specifies principal names that have two components (for example,

hdf s/ ful ly. qual i fi ed. domai n. nane). A principal name that has only one component will only match
single-component rules, and a principal name that has two components will only match two-component rules.

<initial specification of short name> — This second part specifies a pattern for translating the principal component(s)
and the realm into a short name. The variable $0 translates the realm, $1 translates the first component, and $2
translates the second component.

Here are some examples of principal translation sections. These examples use at m@'OUR- REALM COMand
atm fully.qualified. domai n. name@OUR- REALM COMas principal name inputs:

This Principal | Translates atm@YOUR-REALM. | Translates atm/fully.qualified.domain.name @YOUR-REALM.COM

Translation COM into this short name into this short name
[1: $1@0] atm@YOUR-REALM.COM Rule does not match®
[1:$1] atm Rule does not match®

[1: $1. f 00] atm.foo Rule does not match®




This Principal | Translates atm@YOUR-REALM. | Translates atm/fully.qualified.domain.name @YOUR-REALM.COM
Translation COM into this short name into this short name

[2: $1/ $2@0] | Rule does not match? atm/fully.qualified.domain.name@YOUR-REALM.COM

[2: $1/ $2] Rule does not match” atm/fully.qualified.domain.name

[2: $1@0] Rule does not match” atm@YOUR-REALM.COM

[2: $1] Rule does not match” atm

Footnotes:

1Rule does not match because there are two components in principal name
atm ful ly.qualified.domai n. name @OUR- REALM COM

%Rule does not match because there is one component in principal name at m@OUR- REALM COM
Acceptance Filter

The second section of a rule, (<accept ance filter>), matches the translated short name from the principal
translation (that is, the output from the first section). The acceptance filter is specified in "( )" characters and is a
standard regular expression. A rule matches only if the specified regular expression matches the entire translated short
name from the principal translation. That is, there's an implied ~ at the beginning of the pattern and an implied $ at
the end.

Short Name Substitution

The third and final section of arule is the (<short nanme substi t uti on>). If thereisa match in the second section,
the acceptance filter, the (<short nane substituti on>) section does a final translation of the short name from
the first section. This translation is a sed replacement expression (s/ . . ./ .../ g) that translates the short name from
the first section into the final short name string. The short name substitution section is optional. In many cases, it is
sufficient to use the first two sections only.

Converting Principal Names to Lowercase

In some organizations, naming conventions result in mixed-case usernames (for example, John. Doe) or even uppercase
usernames (for example, JDOE) in Active Directory or LDAP. This can cause a conflict when the Linux username and
HDFS home directory are lowercase.

To convert principal names to lowercase, append / L to the rule.
Example Rules

Suppose all of your service principals are either of the form

App. servi ce-nane/ful ly. qualified. domai n. name @OUR- REALM COMor

App. servi ce- name@OUR- REALM COM and you want to map these to the short name string ser vi ce- nane. To do
this, your rule set would be:

<property>
<nanme>hadoop. security. aut h_to_| ocal </ nane>
<val ue>
RULE: [ 1: $1] (App\..*)s/ App\.(.*)/$1/g
RULE: [ 2: $1] (App\..*)s/App\.(.*)/$1/g
DEFAULT
</ val ue>
</ property>

The first $1 in each rule is a reference to the first component of the full principal name, and the second $1 is a regular
expression back-reference to text that is matched by (. *).



In the following example, suppose your company's naming scheme for user accounts in Active Directory is
Firstnamelastname (for example, JohnDoe), but user home directories in HDFS are / user/ fi r st nanel ast nane.
The following rule set converts user accounts in the CORP. EXAMPLE. COMdomain to lowercase.

<property>
<name>hadoop. security. aut h_t o_| ocal </ name>
<val ue>
RULE: [ 2: $1@0] ( HTTP@ QCORP. EXAMPLE. COM E$) s/ @ QCORP. EXAMPLE. COM E$
RULE: [ 1: $1@0] (. * @ QCORP. EXAMPLE. COM E$) s/ @ QCORP. EXAMPLE. COM E$/ /
RULE: [ 2: $1@0] (. * @ QCORP. EXAMPLE. COM E$) s/ @ QCORP. EXAMPLE. COM E$/ /
DEFAULT
</ val ue>

</ property>

/1
/L
/L

In this example, the JohnDoe @ORP. EXAMPLE. COMprincipal becomes the j ohndoe HDFS user.
Default Rule

You can specify an optional default rule called DEFAULT (see example above). The default rule reduces a principal
name down to its first component only. For example, the default rule reduces the principal names at mM@¥OUR- REALM COM
oratm fully.qualified. domai n. nane @OUR- REALM COMdown to at m assuming that the default domain is
YOUR- REALM COM

The default rule applies only if the principal is in the default realm.
If a principal name does not match any of the specified rules, the mapping for that principal name will fail.
Testing Mapping Rules

You can test mapping rules for a long principal name by running:

$ hadoop org. apache. hadoop. security. HadoopKer ber osNane nanmel nane2 nane3

Enabling Debugging Output for the Sun Kerberos Classes

Initially getting a secure Hadoop cluster configured properly can be tricky, especially for those who are not yet familiar
with Kerberos. To help with this, it can be useful to enable debugging output for the Sun Kerberos classes. To do so,
set the HADOOP_OPTS environment variable to the following:

HADOOP_OPTS="- Dsun. security. kr b5. debug=t r ue"

Flume Authentication

Flume agents have the ability to store data on an HDFS filesystem configured with Hadoop security. The Kerberos
system and protocols authenticate communications between clients and services. Hadoop clients include users and
MapReduce jobs on behalf of users, and the services include HDFS and MapReduce. Flume acts as a Kerberos principal
(user) and needs Kerberos credentials to interact with the Kerberos security-enabled service. Authenticating a user or
a service can be done using a Kerberos keytab file. This file contains a key that is used to obtain a ticket-granting ticket
(TGT). The TGT is used to mutually authenticate the client and the service using the Kerberos KDC.

The following sections describe how to use Flume 1.3.x and CDH 5 with Kerberos security on your Hadoop cluster:

o Important:

To enable Flume to work with Kerberos security on your Hadoop cluster, make sure you perform the
installation and configuration steps in Configuring Hadoop Security in CDH 5.




E,i Note:

These instructions have been tested with CDH 5 and MIT Kerberos 5 only. The following instructions
describe an example of how to configure a Flume agent to be a client as the user f | ure to a secure
HDFS service. This section does not describe how to secure the communications between Flume
agents, which is not currently implemented.

Configuring Flume's Security Properties

Contents:

Writing as a single user for all HDFS sinks in a given Flume agent

The Hadoop services require a three-part principal that has the form of

usernane/ ful l'y. qual i fi ed. domai n. nane @OUR- REALM COM Cloudera recommends using f | une as the first
component and the fully qualified domain name of the host machine as the second. Assuming that Kerberos and
security-enabled Hadoop have been properly configured on the Hadoop cluster itself, you must add the following
parameters to the Flume agent's f | urme. conf configuration file, which is typically located at
[etc/flunme-ng/conf/flune. conf:

agent Nane. si nks. si nkNane. hdf s. ker ber osPri nci pal =
flume/fully.qualified. domai n. nane@OUR- REALM COM
agent Nane. si nks. si nkNane. hdf s. ker ber osKeytab = /etc/fl une-ng/ conf/fl une. keytab

where:

agent Nane is the name of the Flume agent being configured, which in this release defaults to the value "agent".
si nkNane is the name of the HDFS sink that is being configured. The respective sink's t ype must be HDFS. These
properties can also be set using the substitution strings SKERBEROS_PRINCIPAL and SKERBEROS_KEYTAB, respectively.

In the previous example, f | une is the first component of the principal name, ful | y. qual i fi ed. domai n. nane is
the second, and YOUR- REALM COMis the name of the Kerberos realm your Hadoop cluster is in. The

[ etc/flume-ng/conf/flume. keyt ab file contains the keys necessary for

flunme/fully. qualified. domai n. nane @OUR- REALM COMto authenticate with other services.

Flume and Hadoop also provide a simple keyword, _HOST, that gets expanded to be the fully qualified domain name
of the host machine where the service is running. This allows you to have one f | une. conf file with the same
hdf s. ker ber osPri nci pal value on all of your agent host machines.

agent Nane. si nks. si nkNane. hdf s. ker ber osPri nci pal = fl ume/_HOST@/OUR- REALM COM

Writing as different users across multiple HDFS sinks in a single Flume agent

In this release, support has been added for secure impersonation of Hadoop users (similar to "sudo" in UNIX). This is
implemented in a way similar to how Oozie implements secure user impersonation.

The following steps to set up secure impersonation from Flume to HDFS assume your cluster is configured using
Kerberos. (However, impersonation also works on non-Kerberos secured clusters, and Kerberos-specific aspects should
be omitted in that case.)

1. Configure Hadoop to allow impersonation. Add the following configuration properties to your core-site. xnl .

<property>
<nanme>hadoop. proxyuser. f| une. gr oups</ nane>
<val ue>groupl, group2</ val ue>
<description>All ow the flune user to inpersonate any menbers of groupl and
group2</ descri ption>
</ property>
<property>
<nanme>hadoop. proxyuser. f| une. host s</ name>
<val ue>host 1, host 2</ val ue>



<description>All ow the flume user to connect only fromhostl and host2 to i npersonate
a user</description>
</ property>

You can use the wildcard character * to enable impersonation of any user from any host. For more information,
see Secure Impersonation.

2. Set up a Kerberos keytab for the Kerberos principal and host Flume is connecting to HDFS from. This user must
match the Hadoop configuration in the preceding step. For instructions, see Configuring Hadoop Security in CDH
5.

3. Configure the HDFS sink with the following configuration options:

4. hdf s. ker ber osPri nci pal - fully qualified principal. Note: _HOST will be replaced by the hostname of the local
machine (only in-between the / and @characters)

5. hdf s. ker ber osKeyt ab - location on the local machine of the keytab containing the user and host keys for the
above principal

6. hdf s. proxyUser - the proxy user to impersonate

Example snippet (the majority of the HDFS sink configuration options have been omitted):

agent . si nks. sink-1.type = HDFS

agent . si nks. si nk- 1. hdf s. ker berosPri nci pal = fl ume/_HOST@/OUR- REALM COM
agent . si nks. si nk-1. hdf s. kerberosKeytab = /etc/fl ume-ng/conf/fl ume. keyt ab
agent . si nks. si nk- 1. hdf s. proxyUser = webl ogs

agent . si nks. si nk-2.type = HDFS

agent . si nks. si nk- 2. hdf s. kerberosPrinci pal = fl une/_HOST@OUR- REALM COM
agent . si nks. si nk- 2. hdf s. ker berosKeytab = /etc/fl ume-ng/conf/fl ume. keyt ab
agent . si nks. si nk- 2. hdfs. proxyUser = appl ogs

In the above example, the flume Kerberos principal impersonates the user webl ogs in si nk- 1 and the user appl ogs
in si nk- 2. This will only be allowed if the Kerberos KDC authenticates the specified principal (f | ume in this case), and
the if NameNode authorizes impersonation of the specified proxy user by the specified principal.

Limitations

At this time, Flume does not support using multiple Kerberos principals or keytabs in the same agent. Therefore, if you
want to create files as multiple users on HDFS, then impersonation must be configured, and exactly one principal must
be configured in Hadoop to allow impersonation of all desired accounts. In addition, the same keytab path must be
used across all HDFS sinks in the same agent. If you attempt to configure multiple principals or keytabs in the same
agent, Flume will emit the following error message:

Cannot use nultiple kerberos principals in the sane agent. Miust restart agent to use
new princi pal or keytab.

Configuring Kerberos for Flume Thrift Source and Sink Using Cloudera Manager

The Thrift source can be configured to start in secure mode by enabling Kerberos authentication. To communicate
with a secure Thrift source, the Thrift sink should also be operating in secure mode.

1. Open the Cloudera Manager Admin Console and go to the Flume service.
. Click the Configuration tab.

. Select Scope > Agent.

. Select Category > Main.

. Edit the Configuration File property and add the Thrift source and sink properties listed in the tables below to the
configuration file.
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Table 1: Thrift Source Properties

Property

Description

ker ber os

Set to t r ue to enable Kerberos authentication. The

agent - pri nci pal and agent - keyt ab properties are required
for successful authentication. The Thrift source in secure mode,
will accept connections only from Thrift sinks that have
Kerberos-enabled and are successfully authenticated to the KDC.

agent - pri nci pal

The Kerberos principal used by the Thrift Source to authenticate
to the KDC.

agent - keyt ab

The path to the keytab file used by the Thrift Source in combination
with the agent - pri nci pal to authenticate to the KDC.

Table 2: Thrift Sink Properties

Property

Description

ker ber os

Set to t r ue to enable Kerberos authentication. In Kerberos mode,
client-principal, client-keytab and server-principal are required for
successful authentication and communication to a Kerberos enabled
Thrift Source.

client-principal

The principal used by the Thrift Sink to authenticate to the Kerberos
KDC.

client-keytab

The path to the keytab file used by the Thrift Sink in combination
with the cl i ent - pri nci pal to authenticate to the KDC.

server-princi pal

The principal of the Thrift Source to which this Thrift Sink connects.

E,’ Note: Since Cloudera Manager generates the Flume keytab files for you, and the locations of

the keytab files cannot be known beforehand, substitution variables are required for Flume.
Cloudera Manager provides two Flume substitution variables called $SKERBEROS PRI NCI PAL
and $KERBERCS_KEYTAB to configure the principal name and the keytab file path respectively

on each host.

Make sure you are configuring these properties for each Thrift source and sink instance managed by Cloudera
Manager. For example, for agent al, source r 1, and sink k1, you would add the following properties:

# Kerberos properties for Thrift source sl

al.sources.rl. kerberos=true

al. sources.rl.agent-principal =<source_princi pal >
al. sources. rl. agent - keyt ab=<pat h/ t o/ sour ce/ keyt ab>

# Kerberos properties for Thrift sink kil

al. sinks. k1. ker beros=true

al. sinks. kl.client-principal =<si nk_princi pal >
al. sinks. kl.client-keytab=<path/to/sink/keytab>
al. sinks. k1. server-princi pal =<pat h/ t o/ sour ce/ keyt ab>

6. Click Save Changes to commit the changes.

7. Restart the Flume service.

Configuring Kerberos for Flume Thrift Source and Sink Using the Command Line

The Thrift source can be configured to start in secure mode by enabling Kerberos authentication. To communicate
with a secure Thrift source, the Thrift sink should also be operating in secure mode.




The following tables list the properties that must be configured in the / et ¢/ f | une- ng/ conf/ f | une. conf file to
enable Kerberos for Flume's Thrift source and sink instances.

Table 3: Thrift Source Properties

Property Description

ker ber os Set tot r ue to enable Kerberos authentication. The

agent - pri nci pal and agent - keyt ab properties are required for
successful authentication. The Thrift source in secure mode, will accept
connections only from Thrift sinks that have Kerberos-enabled and
are successfully authenticated to the KDC.

agent - pri nci pal The Kerberos principal used by the Thrift Source to authenticate to
the KDC.
agent - keyt ab The path to the keytab file used by the Thrift Source in combination

with the agent - pri nci pal to authenticate to the KDC.

Table 4: Thrift Sink Properties

Property Description

ker ber os Settot r ue to enable Kerberos authentication. In Kerberos mode,
client-principal, client-keytab and server-principal are required for
successful authentication and communication to a Kerberos enabled

Thrift Source.

client-principal The principal used by the Thrift Sink to authenticate to the Kerberos
KDC.

client-keytab The path to the keytab file used by the Thrift Sink in combination with

thecli ent-princi pal to authenticate to the KDC.

server - princi pal The principal of the Thrift Source to which this Thrift Sink connects.

Make sure you are configuring these properties for each Thrift source and sink instance. For example, for agent a1,
source r 1, and sink k1, you would add the following properties:

# Kerberos properties for Thrift source sl
al.sources.rl. kerberos=true
al.sources.rl.agent-principal =<source_princi pal >
al. sources. rl. agent - keyt ab=<pat h/ t o/ sour ce/ keyt ab>

# Kerberos properties for Thrift sink kil

al. sinks. k1. kerberos=true

al.sinks. kl.client-principal =<si nk_princi pal >

al. si nks. k1. client-keytab=<pat h/to/ si nk/ keyt ab>

al. sinks. k1. server-principal =<pat h/ t o/ sour ce/ keyt ab>

Configure these sets of properties for as many instances of the Thrift source and sink as needed to enable Kerberos.

Flume Account Requirements

This section provides an overview of the account and credential requirements for Flume to write to a Kerberized HDFS.
Note the distinctions between the Flume agent machine, DataNode machine, and NameNode machine, as well as the
f 1 ume Unix user account versus the f | ume Hadoop/Kerberos user account.

e Each Flume agent machine that writes to HDFS (using a configured HDFS sink) needs a Kerberos principal of the
form:

flume/fully.qualified. domai n. nane@OUR- REALM COM



whereful | y. qual i fi ed. domai n. nane is the fully qualified domain name of the given Flume agent host
machine, and YOUR- REALM COMis the Kerberos realm.

e Each Flume agent machine that writes to HDFS does not need to have a f | une Unix user account to write files
owned by the f | ume Hadoop/Kerberos user. Only the keytab for the f | ume Hadoop/Kerberos user is required
on the Flume agent machine.

¢ DataNode machines do not need Flume Kerberos keytabs and also do not need the f | umre Unix user account.

e TaskTracker (MRv1) or NodeManager (YARN) machines need a f | une Unix user account if and only if MapReduce
jobs are being run as the f | ume Hadoop/Kerberos user.

¢ The NameNode machine needs to be able to resolve the groups of the f | une user. The groups of the f | une user
on the NameNode machine are mapped to the Hadoop groups used for authorizing access.

¢ The NameNode machine does not need a Flume Kerberos keytab.

Testing the Flume HDFS Sink Configuration

To test whether your Flume HDFS sink is properly configured to connect to your secure HDFS cluster, you must run
data through Flume. An easy way to do this is to configure a Netcat source, a Memory channel, and an HDFS sink. Start
Flume with that configuration, and use the nc command (available freely online and with many UNIX distributions) to
send events to the Netcat source port. The resulting events should appear on HDFS in the configured location. If the
events do not appear, check the Flume log at/ var /| og/ f | ume- ng/ f | une. | og for any error messages related to
Kerberos.

Writing to a Secure HBase Cluster
Before you write to a secure HBase cluster, be aware of the following:

¢ Flume must be configured to use Kerberos security as documented above, and HBase must be configured to use
Kerberos security as documented in HBase Security Configuration.

e The hbase-site.xmn file, which must be configured to use Kerberos security, must be in Flume's classpath or
HBASE_HOVE/ conf .

e HBaseSink or g. apache. f | urme. si nk. hbase. HBaseSi nk supports secure HBase, but AsyncHBaseSink
or g. apache. f I unme. si nk. hbase. AsyncHBaseSi nk does not.

e The Flume HBase sink takes the ker ber osPri nci pal and ker ber osKeyt ab parameters:

— kerberosPrinci pal —specifies the Kerberos principal to be used
— ker ber osKeyt ab — specifies the path to the Kerberos keytab
— These are defined as:

agent . si nks. hbaseSi nk. ker berosPrinci pal = flune/fully.qualified. domai n. namre@COUR- REALM COM
agent . si nks. hbaseSi nk. ker ber osKeytab = /etc/fl ume-ng/conf/flume. keyt ab

— You can use the SKERBEROS_PRI NCI PAL and $KERBEROS_KEYTAB substitution variables to configure the
principal name and the keytab file path. See the following documentation for steps on how to configure the
substitution variables: Use Substitution Variables for the Kerberos Principal and Keytab.

e |f HBase is running with the AccessController coprocessor, the f | une user (or whichever user the agent is running
as) must have permissions to write to the same table and the column family that the sink is configured to write
to. You can grant permissions using the gr ant command from HBase shell as explained in HBase Security
Configuration.

¢ The Flume HBase Sink does not currently support impersonation; it will write to HBase as the user the agent is
being run as.

¢ If you want to use HDFS Sink and HBase Sink to write to HDFS and HBase from the same agent respectively, both
sinks have to use the same principal and keytab. If you want to use different credentials, the sinks have to be on
different agents.



e Each Flume agent machine that writes to HBase (using a configured HBase sink) needs a Kerberos principal of the
form:

flume/fully.qualified. domai n. nane@OUR- REALM COM

where ful | y. qual i fi ed. dormai n. nane is the fully qualified domain name of the given Flume agent host
machine, and YOUR-REALM.COM is the Kerberos realm.

HBase Authentication

To configure HBase security, complete the following tasks:

1. Configure HBase Authentication: You must establish a mechanism for HBase servers and clients to securely identify
themselves with HDFS, ZooKeeper, and each other. This ensures that hosts are who they claim to be.

E’; Note:

¢ To enable HBase to work with Kerberos security, you must perform the installation and
configuration steps in Configuring Hadoop Security in CDH 5 and ZooKeeper Security

Configuration.

¢ Although an HBase Thrift server can connect to a secured Hadoop cluster, access is not
secured from clients to the HBase Thrift server. To encrypt communication between clients
and the HBase Thrift Server, see Configuring TLS/SSL for HBase Thrift Server on page 210.

The following sections describe how to use Apache HBase and CDH 5 with Kerberos security:

e Configuring Kerberos Authentication for HBase on page 118
e Configuring Secure HBase Replication on page 124
e Configuring the HBase Client TGT Renewal Period on page 125

2. Configure HBase Authorization: You must establish rules for the resources that clients are allowed to access. For
more information, see Configuring HBase Authorization on page 429.

Using the Hue HBase App

Hue includes an HBase App that allows you to interact with HBase through a Thrift proxy server. Because Hue sits
between the Thrift server and the client, the Thrift server assumes that all HBase operations come from the hue user
and not the client. To ensure that users in Hue are only allowed to perform HBase operations assigned to their own
credentials, and not those of the hue user, you must enable HBase impersonation. For more information about the
how to enable doAs Impersonation for the HBase Browser Application, see Enabling the HBase Browser Application
with doAs Impersonation.

Configuring Kerberos Authentication for HBase

Using Kerberos for authentication for the HBase component requires that you also use Kerberos authentication for
ZooKeeper. This means that HBase Master, RegionServer, and client hosts must each have a Kerberos principal for
authenticating to the ZooKeeper ensemble. The steps below provide the details. Before you start, be sure that:

e Kerberos is enabled for the cluster, as detailed in Enabling Kerberos Authentication Using the Wizard.
e Kerberos principals for Cloudera Manager Server, HBase, and ZooKeeper hosts exist and are available for use. See
Managing Kerberos Credentials Using Cloudera Manager on page 62 for details.

Cloudera Manager automatically configures authentication between HBase to ZooKeeper and sets up the HBase Thrift
gateway to supportimpersonation (doAs). However, you must manually configure the HBase REST service for Kerberos
(it currently uses Simple authentication by default, instead of Kerberos). See Configure HBase REST Server for Kerberos
Authentication on page 119 for details.



http://gethue.com/the-web-ui-for-hbase-hbase-browser/
http://gethue.com/hbase-browsing-with-doas-impersonation-and-kerberos/

E,i Note: Impersonation (doAs) cannot be used with Thrift framed transport (TFramedTransport) because

SASL does not work with Thrift framed transport.

You can use either Cloudera Manager or the command line to configure Kerberos authentication for HBase. Using
Cloudera Manager simplifies the process, but both approaches are detailed below. This page includes these topics:

Configuring Kerberos Authentication for HBase Using Cloudera Manager

Cloudera Manager simplifies the task of configuring Kerberos authentication for HBase.

Configure HBase Servers to Authenticate with a Secure HDFS Cluster Using Cloudera Manager

Required Role: Cluster Administrator or Full Administrator

1.
. Go to the HBase service (select Clusters > HBASE).

. Click the Configuration tab.

. Under the Scope filter, click HBase (Service-Wide).

. Under the Category filter, click Security.

. Ensure the Kerberos principal for the HBase service was generated.

. Find the HBase Secure Authentication property (type "HBase Secure" in the Search box, if necessary), and confirm
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8.
9.

Log on to Cloudera Manager Admin Console.

(or enter) the principal to use for HBase.
Select kerberos as the authentication type.
Click Save Changes.

10 Restart the role.
11 Restart the service. Select Restart from the Actions drop-down menu adjacent to HBASE-n (Cluster).

Configure HBase Servers and Clients to Authenticate with a Secure ZooKeeper

As mentioned above, secure HBase also requires secure ZooKeeper. The various HBase host systems—Master,
RegionServer, and client—must have a principal to use to authenticate to the secure ZooKeeper ensemble. This is
handled transparently by Cloudera Manager when you enable Kerberos as detailed above.

Configure HBase REST Server for Kerberos Authentication

Currently, the HBase REST Server uses Simple (rather than Kerberos) authentication by default. You must manually
modify the setting using the Cloudera Manager Admin Console, as follows:

1.
. Select Clusters > HBASE.

. Click the Configuration tab.

. Under the Scope filter, click HBase (Service-Wide).
. Under the Category filter, click Security.

. Find the HBase REST Authentication property:
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7.
8.
9.

Log on to Cloudera Manager Admin Console.

HBase REST HBASE-1 (Service-Wide) C
Authentication ;

) simple
hbase.rest.authenticatio
n.type © kerberos

Click kerberos to select Kerberos instead of simple authentication.
Click Save Changes.
Restart the role.

10 Restart the service. Select Restart from the Actions drop-down menu adjacent to HBASE-n (Cluster).



Configuring Kerberos Authentication for HBase Using the Command Line

o Important:

¢ Follow these command-line instructions on systems that do not use Cloudera Manager.

e This information applies specifically to CDH 5.11.x. See Cloudera Documentation for information
specific to other releases.

Configure HBase Servers to Authenticate with a Secure HDFS Cluster Using the Command Line
To configure HBase servers to authenticate with a secure HDFS cluster, do the following:
Enable HBase Authentication

Set the hbase. security. aut henti cati on property to ker ber os in hbase-si t e. xnl on every host acting as an
HBase master, RegionServer, or client. In CDH 5, hbase. r pc. engi ne is automatically detected and does not need to
be set.

<property>
<nanme>hbase. security. aut henti cati on</ nanme>
<val ue>ker ber os</ val ue>

</ property>

Configure HBase Kerberos Principals

To run on a secure HDFS cluster, HBase must authenticate itself to the HDFS services. HBase acts as a Kerberos principal
and needs Kerberos credentials to interact with the Kerberos-enabled HDFS daemons. You can authenticate a service
by using a keytab file, which contains a key that allows the service to authenticate to the Kerberos Key Distribution
Center (KDC).

1. Create a service principal for the HBase server using the following syntax. This principal is used to authenticate
the HBase server with the HDFS services. Cloudera recommends using hbase as the username.

$ kadnmin
kadmi n: addprinc -randkey hbase/fully. qualified. domai n. name @OUR- REALM COM

fully.qualified.domai n. nane is the host where the HBase server is running, and YOUR- REALMis the name
of your Kerberos realm.

2. Create a keytab file for the HBase server.

$ kadnmin
kadnmi n: xst -k hbase. keytab hbase/fully.qualified.donain. nane

3. Copy the hbase. keyt ab file to the / et ¢/ hbase/ conf directory on the HBase server host. The owner of the
hbase. keyt ab file should be the hbase user, and the file should have owner-only read permissions—that is,
assign the file 0400 permissions and make it owned by hbase: hbase.

R 1 hbase hbase 1343 2012-01-09 10:39 hbase. keytab

4. To test that the keytab file was created properly, try to obtain Kerberos credentials as the HBase principal using
only the keytab file. Substitute your f ul | y. qual i fi ed. domai n. nane and realm in the following command:

$ kinit -k -t /etc/hbase/conf/hbase. keyt ab
hbase/ful ly. qualified. domai n. nane@OUR- REALM COM

5. Inthe/ et ¢/ hbase/ conf/ hbase- si t e. xm configuration file on all cluster hosts running the HBase daemon,
add the following lines:

<property> ] R
<nanme>hbase. regi onserver. ker beros. pri nci pal </ name>
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<val ue>hbase/ HOST@'OUR- REALM COW/ val ue>
</ property>

<property>
<nanme>hbase. regi onserver. keyt ab. fi | e</ nanme>
<val ue>/ et c/ hbase/ conf/ hbase. keyt ab</ val ue>
</ property>

<property>
<nanme>hbase. mast er. ker ber os. pri nci pal </ nane>
<val ue>hbase/ HOST@OUR- REALM COW/ val ue>

</ property>

<property>

<nanme>hbase. mast er. keyt ab. fi | e</ nane>

<val ue>/ et c/ hbase/ conf/ hbase. keyt ab</ val ue>
</ property>

Configure HBase Servers and Clients to Authenticate with a Secure ZooKeeper

To run a secure HBase, you must also use a secure ZooKeeper. To use a secure ZooKeeper, each HBase host machine
(Master, RegionServer, and client) must have a principal that allows it to authenticate with your secure ZooKeeper
ensemble. The steps below assume that:

e ZooKeeper has been secured per the steps in ZooKeeper Security Configuration.
e ZooKeeper is not managed by HBase.

¢ You have successfully completed steps above (Enable HBase Authentication, Configure HBase Kerberos Principals)
and have principal and keytab files in place for every HBase server and client.

To configure HBase Servers and clients to authenticate to ZooKeeper, you must:
Configure HBase JVMs (all Masters, RegionServers, and clients) to Use JAAS

1. On each host, set up a Java Authentication and Authorization Service (JAAS) by creating a
/ et c/ hbase/ conf/ zk-j aas. conf file that contains the following:

Cient {
com sun. security. aut h. rodul e. Kr b5Logi nMbdul e requi red
useKeyTab=t r ue
useTi cket Cache=f al se
keyTab="/ et ¢/ hbase/ conf/ hbase. keyt ab"
princi pal ="hbase/ful |l y. qualifi ed. domai n. nane @YOUR- REALM>" ;
3

2. Modify the hbase- env. sh file on HBase server and client hosts to include the following:

export HBASE_OPTS="$HBASE_OPTS
-Dj ava. security. auth. | ogin. config=/etc/hbase/ conf/zk-jaas. conf"
export HBASE_MANAGES_ ZK=f al se

3. Restart the HBase cluster.

Configure the HBase Servers (Masters and RegionServers) to Use Authentication to Connect to ZooK eeper

E,’ Note: These steps are required for command-line configuration only. Cloudera Manager does this
automatically.

1. Update your hbase- si t e. xml on each HBase server host with the following properties:

<configuration>
<property>
<nanme>hbase. zookeeper . quor unx/ name>
<val ue>$ZK NODES</ val ue>
</ property>
<property>



<nane>hbase. cl ust er. di stri but ed</ nane>
<val ue>true</ val ue>
</ property>
</ confi guration>

$ZK_NODES is the comma-separated list of hostnames of the ZooKeeper Quorum hosts that you configured
according to the instructions in ZooKeeper Security Configuration.

2. Add the following lines to the ZooKeeper configuration file zoo. cf g:

ker ber os. remobveHost FronPri nci pal =true
ker ber os. renoveReal nFronPri nci pal =true

3. Restart ZooKeeper.
Configure Authentication for the HBase REST and Thrift Gateways

By default, the REST gateway does not support impersonation, but accesses HBase as a statically configured user. The
actual user who initiated the request is not tracked. With impersonation, the REST gateway user is a proxy user. The
HBase server records the actual user who initiates each request and uses this information to apply authorization.

1. Enable support for proxy users by adding the following properties to hbase- si t e. xni . Substitute the REST
gateway proxy user for SUSER, and the allowed group list for SGROUPS.

<property>
<nanme>hbase. security. aut hori zati on</ nane>
<val ue>t r ue</ val ue>

</ property>

<property>
<nane>hadoop. pr oxyuser . $USER. gr oups</ nane>
<val ue>$GROUPS</ val ue>

</ property>

<property>
<nane>hadoop. pr oxyuser . $USER. host s</ nane>
<val ue>$GROUPS</ val ue>

</ property>

2. Enable REST gateway impersonation by adding the following to the hbase- si t e. xni file for every REST gateway:

<property>
<nanme>hbase. rest . aut henti cati on. t ype</ nane>
<val ue>ker ber os</ val ue>
</ property>
<property>
<nanme>hbase. rest . aut henti cati on. ker beros. pri nci pal </ nane>
<val ue>HTTP/ ful l y. qual i fi ed. domai n. name @& YOUR- REALM val ue>
</ property>
<property>
<nanme>hbase. rest . aut henti cati on. ker ber os. keyt ab</ name>
<val ue>/ et c/ hbase/ conf/ hbase. keyt ab</ val ue>
</ property>

3. Add the following properties to hbase- si t e. xm for each Thrift gateway, replacing the Kerberos principal with
a valid value:

<property>
<nanme>hbase.thrift. keytab. fil e</ nane>
<val ue>/ et c/ hbase/ conf/ hbase. keyt ab</ val ue>
</ property>
<property>
<nane>hbase. thrift. kerberos. princi pal </ nanme>
<val ue>hbase/ful l y. qual i fi ed. domai n. nane @YOUR- REALMK/ val ue>
</ property>
<property>
<nane>hbase. thrift.security. gop</ nane>
<val ue>aut h</ val ue>
</ property>



The value for the property hbase. t hri ft. security. qop can be one of the following:

e aut h- conf —Authentication, integrity, and confidentiality checking
e aut h-i nt —Authentication and integrity checking

e aut h—Authentication checking only

4. To use the Thrift API principal to interact with HBase, add the hbase. t hri ft. ker ber os. pri nci pal to the
acl table. For example, to provide administrative access to the Thrift API principalt hri ft _server, runan HBase
Shell command like the following:

hbase> grant'thrift_server', 'RWCA

5. Optional: Configure HTTPS transport for Thrift by configuring the following parameters, substituting the placeholders
with actual values:

<property>
<name>hbase. thrift.ssl.enabl ed</ nane>
<val ue>t rue</ val ue>
</ property>
<property>
<nanme>hbase. thrift.ssl.keystore. store</nanme>
<val ue>LOCATI ON_OF KEYSTORE</ val ue>
</ property>
<property>
<nanme>hbase. thrift. ssl.keystore. passwor d</ nane>
<val ue>KEYSTORE_PASSWORD</ val ue>
</ property>
<property>
<nanme>hbase.thrift. ssl.keystore. keypasswor d</ nanme>
<val ue>LOCATI ON_OF_KEYSTORE_KEY_PASSWORD</ val ue>
</ property>

The Thrift gateway authenticates with HBase using the supplied credential. No authentication is performed by
the Thrift gateway itself. All client access through the Thrift gateway uses the gateway’s credential, and all clients
have its privileges.

Configure doAs Impersonation for the HBase Thrift Gateway

E,’ Note: If you use framed transport, you cannot use doAs impersonation, because SASL does not work
with Thrift framed transport.

doAs Impersonation provides a flexible way to use the same client to impersonate multiple principals. doAs is supported
only in Thrift 1, not Thrift 2.

Enable doAs support by adding the following properties to hbase- si t e. xml on each Thrift gateway:

<property>
<nanme>hbase. regi onserver.thrift. http</ nanme>
<val ue>t r ue</ val ue>

</ property>

<property>
<nanme>hbase. thrift. support. proxyuser </ name>
<val ue>t rue/ val ue>

</ property>

See the demo client for information on using doAs impersonation in your client applications.

Start HBase


https://github.com/apache/hbase/blob/master/hbase-examples/src/main/java/org/apache/hadoop/hbase/thrift/HttpDoAsClient.java

If the configuration worked, you see something similar to the following in the HBase Master and RegionServer logs
when you start the cluster:

I NFO zookeeper. ZooKeeper: Initiating client connection,

connect Stri ng=ZK_QUORUM _SERVER: 2181 sessi onTi meout =180000 wat cher =mast er : 60000

I NFO zookeeper. C i ent Cnxn: Openi ng socket connection to server /ZK QUORUM SERVER: 2181
I NFO zookeeper . Recover abl eZooKeeper: The identifier of this process is

Pl D@K_QUORUM_SERVER

I NFO zookeeper. Logi n: successfully | ogged in.

I NFO client.ZooKeeperSaslCient: Client will use GSSAPI as SASL nechani sm

I NFO zookeeper. Login: TGT refresh thread started.

I NFO zookeeper. Cl i ent Cnxn: Socket connection established to ZK QUORUM SERVER: 2181,
initiating session

I NFO zookeeper. Login: TGT valid starting at: Sun Apr 08 22:43:59 UTC 2012
I NFO zookeeper. Logi n: TGT expires: Mon Apr 09 22:43:59 UTC 2012
I NFO zookeeper. Login: TGT refresh sleeping until: Mn Apr 09 18:30: 37 UTC 2012

I NFO zookeeper. d i ent Cnxn: Sessi on establishment conpl ete on server ZK QUORUM SERVER 2181,
sessionid = 0x134106594320000, negotiated timeout = 180000

Configuring Secure HBase Replication

If you are using HBase Replication and you want to make it secure, read this section for instructions. Before proceeding,
you should already have configured HBase Replication by following the instructions in the HBase Replication section
of the CDH 5 Installation Guide.

To configure secure HBase replication, you must configure cross realm support for Kerberos, ZooKeeper, and Hadoop.

E,’ Note: HBase peer-to-peer replication from a non-Kerberized cluster to a Kerberized cluster is not
supported.

To configure secure HBase replication:

1. Create krbtgt principals for the two realms. For example, if you have two realms called ONE. COMand TWO. COM
you need to add the following principals: kr bt gt / ONE. COM@W0. COMand kr bt gt / TWO. COMA@DNE. COM Add
these two principals at both realms. There must be at least one common encryption mode between these two
realms.

kadmi n: addprinc -e "<enc_type_list>" krbtgt/ONE. COM@rwo. COM
kadmi n: addprinc -e "<enc_type_list>" krbtgt/ TW0O COMA@NE. COM

2. Add rules for creating short names in Zookeeper. To do this, add a system level property in j ava. env, defined
in the conf directory. Here is an example rule that illustrates how to add support for the realm called ONE. COV
and have two members in the principal (such as ser vi ce/ i nst ance @NE. COM:

- Drookeeper . security. auth to_| ocal =RULE [2:\$1@%$0] (. * @\ QONE. GOM \ E$) s/ @\ QONE. COM \ E$/ / DEFAULT

The above code example adds support for the ONE. COMrealm in a different realm. So, in the case of replication,
you must add a rule for the primary cluster realm in the replica cluster realm. DEFAULT is for defining the default
rule.

3. Add rules for creating short names in the Hadoop processes. To do this, add the
hadoop. security. auth_to_l ocal propertyinthecore-site.xnl filein the replica cluster. For example,
to add support for the ONE. COMrealm:

<property>
<nanme>hadoop. security. aut h_t o_| ocal </ name>
<val ue>
RULE: [ 2: $1@0] (. * @ QONE. COM E$) s/ @ QONE. COM E$/ /
DEFAULT
</ val ue>
</ property>

For more information about adding rules, see Configuring the Mapping from Kerberos Principals to Short Names.




Configuring the HBase Client TGT Renewal Period

An HBase client user must also have a Kerberos principal which typically has a password that only the user knows. You
should configure the maxr enewl i f e setting for the client's principal to a value that allows the user enough time to
finish HBase client processes before the ticket granting ticket (TGT) expires. For example, if the HBase client processes
require up to four days to complete, you should create the user's principal and configure the maxr enewl i f e setting
by using this command:

kadni n: addprinc -maxrenew i fe 4days

HCatalog Authentication
This section describes how to configure HCatalog in CDH 5 with Kerberos security in a Hadoop cluster:

e Before You Start on page 125

e Step 1: Create the HTTP keytab file on page 125

e Step 2: Configure WebHCat to Use Security on page 125
e Step 3: Create Proxy Users on page 126

e Step 4: Verify the Configuration on page 126

For more information about HCatalog see Installing and Using HCatalog.

Before You Start

Secure Web HCatalog requires a running remote Hive metastore service configured in secure mode. See Hive
MetaStoreServer Security Configuration for instructions. Running secure WebHCat with an embedded repository is
not supported.

Step 1: Create the HTTP keytab file

You need to create a keyt ab file for WebHCat. Follow these steps:

1. Create the file:

kadm n: addprinc -randkey HTTP/fully. qualified. domai n. nane@OUR- REALM COM
kadm n: xst -k HTTP. keytab HTTP/ful ly. qualified. domai n. nane

2. Move the file into the WebHCat configuration directory and restrict its access exclusively to the hcat al og user:

$ nmv HTTP. keyt ab /et c/webhcat/ conf/
$ chown hcatal og /et c/ webhcat/conf/HTTP. keyt ab
$ chnod 400 /etc/ webhcat/ conf/HTTP. keyt ab

Step 2: Configure WebHCat to Use Security

Create or edit the WebHCat configuration file webhcat - si t e. xml in the configuration directory and set following

properties:

Property Value

templeton.kerberos.secret Any random value

templeton.kerberos.keytab / et c/ webhcat / conf/ HTTP. keyt ab
templeton.kerberos.principal HTTP/fully.qualified.domain.name@YOUR-REALM.COM




Example configuration:

<property>
<name>t enpl et on. ker ber 0s. secr et </ nane>
<val ue>SuPer S3c3t V@ ue! </ val ue>
</ property>

<property>

<nane>t enpl et on. ker ber os. keyt ab</ nane>

<val ue>/ et c/ webhcat / conf/ HTTP. keyt ab</ val ue>
</ property>

<property>

<nane>t enpl et on. ker ber os. pri nci pal </ nane>

<val ue>HTTP/ful | y. qual i fi ed. dormai n. name @ OUR- REALM COWK/ val ue>
</ property>

Step 3: Create Proxy Users

WebHCat needs access to your NameNode to work properly, and so you must configure Hadoop to allow impersonation
from the hcat al og user. To do this, edit your cor e- si t e. xnl configuration file and set the

hadoop. proxyuser. HTTP. host s and hadoop. pr oxyuser . HTTP. gr oups properties to specify the hosts from
which HCatalog can do the impersonation and what users can be impersonated. You can use the value * for "any".

Example configuration:

<property>
<name>hadoop. pr oxyuser. HTTP. host s</ name>
<val ue>*</val ue>

</ property>

<property>
<nanme>hadoop. pr oxyuser. HTTP. gr oups</ nane>
<val ue>*</val ue>

</ property>

Step 4: Verify the Configuration

After restarting WebHcat you can verify that it is working by using cur| (you may need to run ki ni t first):

$ curl --negotiate -i -u :
"http://fully.qualified. donain. nane: 50111/t enpl et on/ v1/ ddl / dat abase’

Hive Authentication

Hive authentication involves configuring Hive metastore, HiveServer2, and all Hive clients to use your deployment of
LDAP/Active Directory Kerberos on your cluster.

Here is a summary of the status of Hive authentication in CDH 5:

e HiveServer2 supports authentication of the Thrift client using Kerberos or user/password validation backed by
LDAP. For configuration instructions, see HiveServer2 Security Configuration.

e Earlier versions of HiveServer do not support Kerberos authentication for clients. However, the Hive MetaStoreServer
does support Kerberos authentication for Thrift clients. For configuration instructions, see Hive MetaStoreServer
Security Configuration.

See also: Using Hive to Run Queries on a Secure HBase Server on page 134

For authorization, Hive uses Apache Sentry to enable role-based, fine-grained authorization for HiveServer2. See Apache
Sentry Overview.



o Important: Cloudera does not support Apache Ranger or Hive's native authorization frameworks for
configuring access control in Hive. Use Cloudera-supported Apache Sentry instead.

HiveServer2 Security Configuration
HiveServer2 supports authentication of the Thrift client using the following methods:

e Kerberos authentication
e LDAP authentication

Starting with CDH 5.7, clusters running LDAP-enabled HiveServer2 deployments also accept Kerberos authentication.
This ensures that users are not forced to enter usernames/passwords manually, and are able to take advantage
of the multiple authentication schemes SASL offers. In CDH 5.6 and lower, HiveServer2 stops accepting delegation
tokens when any alternate authentication is enabled.

Kerberos authentication is supported between the Thrift client and HiveServer2, and between HiveServer2 and secure
HDFS. LDAP authentication is supported only between the Thrift client and HiveServer2.

To configure HiveServer2 to use one of these authentication modes, configure the hi ve. server 2. aut henti cati on
configuration property.

Enabling Kerberos Authentication for HiveServer2

If you configure HiveServer2 to use Kerberos authentication, HiveServer2 acquires a Kerberos ticket during startup.
HiveServer2 requires a principal and keytab file specified in the configuration. Client applications (for example, JDBC
or Beeline) must have a valid Kerberos ticket before initiating a connection to HiveServer2.

Configuring HiveServer2 for Kerberos-Secured Clusters

To enable Kerberos Authentication for HiveServer2, add the following properties in the
/ et c/ hive/ conf/hive-site.xmn file:

<property>
<name>hi ve. server 2. aut henti cati on</ nane>
<val ue>KERBEROS</ val ue>

</ property>

<property>
<nanme>hi ve. server 2. aut henti cati on. ker ber os. pri nci pal </ nane>
<val ue>hi ve/ _HOST@/'OUR- REALM COWK/ val ue>

</ property>

<property>
<nanme>hi ve. server 2. aut henti cati on. ker ber os. keyt ab</ nane>
<val ue>/ et ¢/ hi ve/ conf/ hi ve. keyt ab</ val ue>

</ property>

where:

e hive.server2. aut henti cati onisa client-facing property that controls the type of authentication HiveServer2
uses for connections to clients. In this case, HiveServer2 uses Kerberos to authenticate incoming clients.

e The HOST@OUR- REALM COMvalue in the example above is the Kerberos principal for the host where HiveServer2
is running. The string _HOST in the properties is replaced at run time by the fully qualified domain name (FQDN)
of the host machine where the daemon is running. Reverse DNS must be working on all the hosts configured this
way. Replace YOUR- REALM COMwith the name of the Kerberos realm your Hadoop cluster is in.

e The/etc/hivel/conf/hive. keyt ab value in the example above is a keytab file for that principal.

If you configure HiveServer2 to use both Kerberos authentication and secure impersonation, JDBC clients and Beeline
can specify an alternate session user. If these clients have proxy user privileges, HiveServer2 impersonates the alternate
user instead of the one connecting. The alternate user can be specified by the JDBC connection string

pr oxyUser =user Nanme



Configuring JDBC Clients for Kerberos Authentication with HiveServer2 (Using the Apache Hive Driver in Beeline)

JDBC-based clients mustinclude pri nci pal =<hi ve. server 2. aut henti cat i on. pri nci pal >inthe JDBC connection
string. For example:

String url =
"jdbc: hive2://nodel: 10000/ def aul t; pri nci pal =hi ve/ Hi veSer ver 2Host @'OUR- REALM COM'
Connection con = DriverManager. get Connection(url);

where hi ve is the principal configured in hi ve- si t e. xm and Hi veSer ver 2Host is the host where HiveServer2 is
running.

For JDBC clients using the Cloudera JDBC driver, see Cloudera JDBC Driver for Hive. For ODBC clients, see Cloudera
ODBC Driver for Apache Hive.

Using Beeline to Connect to a Secure HiveServer2

Use the following command to start beel i ne and connect to a secure HiveServer2 process. In this example, the
HiveServer2 process is running on | ocal host at port 10000:

$ /usr/lib/ hivel/bin/beeline

beel i ne> ! connect

jdbc: hive2://1ocal host: 10000/ def aul t; pri nci pal =hi ve/ Hi veSer ver 2Host @/OUR- REALM COM
0: jdbc: hive2://1 ocal host: 10000/ def aul t >

For more information about the Beeline CLI, see Using the Beeline CLI.

For instructions on encrypting communication with the ODBC/JDBC drivers, see Configuring Encrypted Communication
Between HiveServer2 and Client Drivers on page 212.

Using LDAP Username/Password Authentication with HiveServer2

As an alternative to Kerberos authentication, you can configure HiveServer2 to use user and password validation backed
by LDAP. The client sends a username and password during connection initiation. HiveServer2 validates these credentials
using an external LDAP service.

You can enable LDAP Authentication with HiveServer2 using Active Directory or OpenLDAP.

Important: When using LDAP username/password authentication with HiveServer2, you must enable

o encrypted communication between HiveServer2 and its client drivers to avoid sending cleartext
passwords. For instructions, see Configuring Encrypted Communication Between HiveServer2 and
Client Drivers on page 212. To avoid sending LDAP credentials over a network in cleartext, see
Configuring LDAPS Authentication with HiveServer2 on page 130.

Enabling LDAP Authentication with HiveServer2 using Active Directory
¢ For managed clusters, use Cloudera Manager:
1. Inthe Cloudera Manager Admin Console, click Hive in the list of components, and then select the Configuration
tab.
. Type "ldap" in the Search text box to locate the LDAP configuration fields.
. Check Enable LDAP Authentication.
. Enter the LDAP URL in the format | dap[ s] : / / <host >: <port >

. Enter the Active Directory Domain for your environment.
. Click Save Changes.

A WN

¢ For unmanaged clusters, use the command line:


http://www.cloudera.com/content/www/en-us/downloads/connectors/hive/jdbc/2-5-15.html
http://www.cloudera.com/content/cloudera-content/cloudera-docs/Connectors/PDF/Cloudera-ODBC-Driver-for-Apache-Hive-Install-Guide.pdf
http://www.cloudera.com/content/cloudera-content/cloudera-docs/Connectors/PDF/Cloudera-ODBC-Driver-for-Apache-Hive-Install-Guide.pdf

Add the following properties to the hi ve-site. xm :

<property>
<name>hi ve. server 2. aut henti cat i on</ nanme>
<val ue>LDAP</ val ue>

</ property>

<property>
<nane>hi ve. server 2. aut henti cati on. | dap. url </ nanme>
<val ue>LDAP_URLL</ val ue>

</ property>

<property>
<nane>hi ve. server 2. aut henti cati on. | dap. Domai n</ nane>
<val ue>AD_DOVAI N_ADDRESS</ val ue>

</ property>

Where:

The LDAP_URL value is the access URL for your LDAP server. For example, | dap[ s] : / / <host >: <port >

Enabling LDAP Authentication with HiveServer2 using OpenLDAP

To enable LDAP authentication using OpenLDAP, include the following properties in hi ve-site. xm :

<property>
<name>hi ve. server 2. aut henti cat i on</ nane>
<val ue>LDAP</ val ue>

</ property>

<property>
<nane>hi ve. server 2. aut henti cati on. | dap. url </ nanme>
<val ue>LDAP_URL</ val ue>

</ property>

<property>
<nanme>hi ve. server 2. aut henti cati on. | dap. baseDN</ nane>
<val ue>LDAP_BaseDN</ val ue>

</ property>

where:

e The LDAP_URL value is the access URL for your LDAP server.

e The LDAP_BaseDNvalue is the base LDAP DN for your LDAP server; for example,
ou=Peopl e, dc=exanpl e, dc=com

Configuring JDBC Clients for LDAP Authentication with HiveServer2

The JDBC client requires a connection URL as shown below.

JDBC-based clients must include user =LDAP_User i d; passwor d=LDAP_Passwor d in the JDBC connection string.
For example:

String url
='j choc: hi ve2 /] #i<host > #port >f #<dNine>: ssl st rue; ssl Trust S ore#<ss] _truststare pet b trust S oreRassver =t rust st ore_pessver >
Connection con = DriverManager. get Connection(url);

where the LDAP_User i d value is the user ID and LDAP_Passwor d is the password of the client user.

Enabling LDAP Authentication for HiveServer2 in Hue

Enable LDAP authentication with HiveServer2 by setting the following properties under the [ beeswax] section in
hue.ini .

aut h_user nane LDAP username of Hue user to be authenticated.

aut h_password LDAP password of Hue user to be authenticated.




Hive uses these login details to authenticate to LDAP. The Hive service trusts that Hue has validated the user being
impersonated.

Configuring LDAPS Authentication with HiveServer2

HiveServer2 supports LDAP username/password authentication for clients. Clients send LDAP credentials to HiveServer2
which in turn verifies them against the configured LDAP provider, such as OpenLDAP or Microsoft Active Directory.
Most implementations now support LDAPS (LDAP over TLS/SSL), an authentication protocol that uses TLS/SSL to encrypt
communication between the LDAP service and its client (in this case, HiveServer2) to avoid sending LDAP credentials
in cleartext.

To configure the LDAPS service with HiveServer2:

1. Import the LDAP server CA certificate or the server certificate into a truststore on the HiveServer2 host. If you
import the CA certificate, HiveServer2 will trust any server with a certificate issued by the LDAP server's CA. If you
only import the server certificate, HiveServer2 trusts only that server. See Understanding Keystores and Truststores
on page 195 for more details.

2. Make sure the truststore file is readable by the hi ve user.

3. Setthe hi ve. server 2. aut henti cati on. | dap. url configuration property in hi ve-si te. xm to the LDAPS
URL. For example, | daps: // sanpl e. myhost . com

E’; Note: The URL scheme should be | daps and not | dap.

4. If this is a managed cluster, in Cloudera Manager, go to the Hive service and select Configuration. Under Category,
select Security. In the right panel, search for HiveServer2 TLS/SSL Certificate Trust Store File, and add the path
to the truststore file that you created in step 1.

If you are using an unmanaged cluster, set the environment variable HADOOP_OPTS as follows:

HADOOP_OPTS="- Dj avax. net.ssl .trust Store=<trustStore-fil e-path>
- D avax. net . ssl . trust St or ePasswor d=<t r ust St or e- passwor d>"

5. Restart HiveServer2.

Pluggable Authentication
Pluggable authentication allows you to provide a custom authentication provider for HiveServer2.
To enable pluggable authentication:

1. Set the following properties in / et ¢/ hi ve/ conf/ hi ve-site. xm :

<property>
<name>hi ve. server 2. aut henti cat i on</ name>
<val ue>CUSTOW/ val ue>
<description>Cient authentication types.
NONE: no aut hentication check
LDAP: LDAP/ AD based aut hentication
KERBERCS: Ker ber os/ GSSAPI aut henti cati on
CUSTOM Custom aut henti cati on provider
(Use with property hive.server?2.custom aut hentication. cl ass)
</ descri pti on>

</ property>

<property>
<name>hi ve. server 2. cust om aut henti cati on. cl ass</ name>
<val ue>pl uggabl e- aut h- cl ass- nane</ val ue>
<descri pti on>
Cust om aut henti cati on cl ass. Used when property
"hive.server2.authentication' is set to 'CUSTOM . Provided class
must be a proper inplenmentation of the interface
or g. apache. hi ve. servi ce. aut h. PasswdAut henti cati onProvi der. Hi veServer2
will call its Authenticate(user, passed) nmethod to authenticate requests.



The inpl enentation nay optionally extend the Hadoop's
or g. apache. hadoop. conf. Configured class to grab H ve's Configuration object.
</ descri ption>

</ property>

2. Make the class available in the CLASSPATH of HiveServer2.

Trusted Delegation with HiveServer2

HiveServer2 determines the identity of the connecting user from the authentication subsystem (Kerberos or LDAP).
Any new session started for this connection runs on behalf of this connecting user. If the server is configured to proxy
the user at the Hadoop level, then all MapReduce jobs and HDFS accesses will be performed with the identity of the
connecting user. If Apache Sentry is configured, then this connecting userid can also be used to verify access rights to
underlying tables and views.

Users with Hadoop superuser privileges can request an alternate user for the given session. HiveServer2 checks that
the connecting user can proxy the requested userid, and if so, runs the new session as the alternate user. For example,
the Hadoop superuser hue can request that a connection's session be run as user bob.

Alternate users for new JDBC client connections are specified by adding the
hi ve. server 2. proxy. user =al t er nat e_user _i d property to the JDBC connection URL. For example, a JDBC
connection string that lets user hue run a session as user bob would be as follows:

# Logi n as super user Hue
kinit hue -k -t hue. keytab hue@w- REALM COM

# Connect using followi ng JDBC connection string
#
j dbc: hi ve2: / / nyHbst . nyQ g. com 10000/ def aul t ; pri nci pal =hi ve/ _HIST@N- REALM QM hi ve. ser ver 2. pr oxy. user =bob

The connecting user must have Hadoop-level proxy privileges over the alternate user.

HiveServer2 Impersonation

o Important: This is not the recommended method to implement HiveServer2 authorization. Cloudera
recommends you use Sentry to implement this instead.

Impersonation in HiveServer2 allows users to execute queries and access HDFS files as the connected user rather than
the super user who started the HiveServer2 daemon. This enforces an access control policy at the file level using HDFS
file permissions or ACLs. Keeping impersonation enabled means Sentry does not have end-to-end control over the
authorization process. While Sentry can enforce access control policies on tables and views in the Hive warehouse, it
has no control over permissions on the underlying table files in HDFS. Hence, even if users do not have the Sentry
privileges required to access a table in the warehouse, as long as they have permission to access the corresponding
table file in HDFS, any jobs or queries submitted will bypass Sentry authorization checks and execute successfully.

To configure Sentry correctly, restrict ownership of the Hive warehouse to hi ve: hi ve and disable Hive impersonation.
To enable impersonation in HiveServer2:

1. Addthe following property tothe/ et c/ hi ve/ conf / hi ve-si t e. xnl fileand setthevaluetot r ue. (The default
valueis f al se.)

<property>
<nanme>hi ve. server 2. enabl e. i nper sonat i on</ nanme>
<descri pti on>Enabl e user inpersonation for H veServer2</description>
<val ue>t rue</val ue>

</ property>

2. In HDFS or MapReduce configurations, add the following property to the cor e-si t e. xni file:

<property>
<name>hadoop. pr oxyuser. hi ve. host s</ nanme>



<val ue>*</val ue>

</ property>

<property>
<name>hadoop. pr oxyuser. hi ve. gr oups</ nane>
<val ue>*</val ue>

</ property>

See also File System Permissions.

Securing the Hive Metastore

E,’ Note: This is not the recommended method to protect the Hive Metastore. Cloudera recommends
you use Sentry to implement this instead.

To prevent users from accessing the Hive metastore and the Hive metastore database using any method other than
through HiveServer2, the following actions are recommended:

e Add a firewall rule on the metastore service host to allow access to the metastore port only from the HiveServer2
host. You can do this using iptables.
e Grant access to the metastore database only from the metastore service host. This is specified for MySQL as:

GRANT ALL PRI VI LEGES ON netastore.* TO 'hive' @ netastorehost';

where net ast or ehost is the host where the metastore service is running.

e Make sure users who are not admins cannot log on to the host on which HiveServer2 runs.

Disabling the Hive Security Configuration

Hive's security related metadata is stored in the configuration file hi ve- si t e. xni . The following sections describe
how to disable security for the Hive service.

Disable Client/Server Authentication
To disable client/server authentication, set hi ve. server 2. aut hent i cati on to NONE. For example,

<property>
<name>hi ve. server 2. aut henti cati on</ name>
<val ue>NONE</ val ue>
<descri pti on>
Client authentication types.
NONE: no authentication check
LDAP: LDAP/ AD based aut hentication
KERBEROS: Ker ber os/ GSSAPI aut henti cati on
CUSTOM Custom aut henti cati on provider
(Use with property hive.server2.custom aut hentication.cl ass)
</ descri ption>
</ property>

Disable Hive Metastore security
To disable Hive Metastore security, perform the following steps:

e Setthe hi ve. met ast or e. sasl . enabl ed property to f al se in all configurations, the metastore service side
as well as for all clients of the metastore. For example, these might include HiveServer2, Impala, Pig and so on.

e Remove or comment the following parameters in hi ve-si t e. xml for the metastore service. Note that this is a
server-only change.

— hive. netastore. kerberos. keytab.file
— hive. netastore. kerberos. princi pal


http://en.wikipedia.org/wiki/Iptables

Disable Underlying Hadoop Security

If you also want to disable the underlying Hadoop security, remove or comment out the following parameters in
hive-site. xm .

e hive.server2. authentication. kerberos. keyt ab
e hive.server2. authentication. kerberos. pri nci pal

Hive Metastore Server Security Configuration

o Important:

This section describes how to configure security for the Hive metastore server. If you are using
HiveServer2, see HiveServer2 Security Configuration.

Here is a summary of Hive metastore server security in CDH 5:

¢ No additional configuration is required to run Hive on top of a security-enabled Hadoop cluster in standalone
mode using a local or embedded metastore.

e HiveServer does not support Kerberos authentication for clients. While it is possible to run HiveServer with a
secured Hadoop cluster, doing so creates a security hole since HiveServer does not authenticate the Thrift clients
that connect to it. Instead, you can use HiveServer2 HiveServer2 Security Configuration.

¢ The Hive metastore server supports Kerberos authentication for Thrift clients. For example, you can configure a
standalone Hive metastore server instance to force clients to authenticate with Kerberos by setting the following
properties in the hi ve- si t e. xm configuration file used by the metastore server:

<property>
<nane>hi ve. net ast or e. sasl . enabl ed</ nane>
<val ue>true</ val ue>
<description>f true, the netastore thrift interface will be secured with SASL. dients
must aut henticate wi th Kerberos. </ description>
</ property>

<property>

<name>hi ve. net ast or e. ker ber os. keyt ab. fi | e</ nane>

<val ue>/ et ¢/ hi ve/ conf/ hi ve. keyt ab</ val ue>

<description>The path to the Kerberos Keytab file containing the nmetastore thrift
server's service principal.</description>
</ property>

<property>
<nane>hi ve. met ast or e. ker ber os. pri nci pal </ name>
<val ue>hi ve/ _HOST@OUR- REALM COW/ val ue>
<descri pti on>The service principal for the metastore thrift server. The special string
_HOST will be replaced automatically with the correct host nane. </ description>
</ property>

E,’ Note:

The values shown above for the hi ve. net ast or e. ker ber os. keyt ab. fi |l e and

hi ve. met ast or e. ker ber os. pri nci pal properties are examples which you will need to
replace with the appropriate values for your cluster. Also note that the Hive keytab file should
have its access permissions set to 600 and be owned by the same account that is used to run the
Metastore server, which is the hi ve user by default.

e Requests to access the metadata are fulfilled by the Hive metastore impersonating the requesting user. This
includes read access to the list of databases, tables, properties of each table such as their HDFS location and file
type. You can restrict access to the Hive metastore service by allowing it to impersonate only a subset of Kerberos
users. This can be done by setting the hadoop. pr oxyuser . hi ve. gr oups property in core-si te. xm on the
Hive metastore host.



For example, if you want to give the hi ve user permission to impersonate members of groups hi ve and user 1:

<property>

<nane>hadoop. pr oxyuser. hi ve. gr oups</ nane>
<val ue>hi ve, user 1</ val ue>

</ property>

In this example, the Hive metastore can impersonate users belonging to only the hi ve and user 1 groups.
Connection requests from users not belonging to these groups will be rejected.

Using Hive to Run Queries on a Secure HBase Server

To use Hive to run queries on a secure HBase Server, you must set the following Hl VE_OPTS environment variable:

env HI VE_OPTS="- hi veconf hbase. security. authenticati on=kerberos -hiveconf
hbase. mast er . ker ber os. pri nci pal =hbase/ _HOST@'OUR- REALM COM - hi veconf
hbase. r egi onserver. ker ber os. pri nci pal =hbase/ _HOST@/OUR- REALM COM - hi veconf
hbase. zookeeper . quor um=zookeeper 1, zookeeper 2, zookeeper 3" hi ve

where:

* You replace YOUR- REALMwith the name of your Kerberos realm

¢ You replace zookeeper 1, zookeeper 2, zookeeper 3 with the names of your ZooKeeper servers. The
hbase. zookeeper . quor umproperty is configured in the hbase- si t e. xrd file.

e The special string _HOST is replaced at run-time by the fully qualified domain name of the host machine where
the HBase Master or RegionServer is running. This requires that reverse DNS is properly working on all the hosts
configured this way.

In the following, HOST is the name of the host where the HBase Master is running:
- hi veconf hbase. nast er. ker ber os. pri nci pal =hbase/ _HOST@OUR- REALM COM
In the following, _HOST is the hostname of the HBase RegionServer that the application is connecting to:

- hi veconf hbase. regi onserver. ker beros. pri nci pal =hbase/ _HOST@OUR- REALM COM

E’; Note:

You can also set the Hl VE_OPTS environment variable in your shell profile.

HttpFS Authentication

This section describes how to configure HttpFS CDH 5 with Kerberos security on a Hadoop cluster:

e Configuring the HttpFS Server to Support Kerberos Security on page 135
e Using curl to access an URL Protected by Kerberos HTTP SPNEGO on page 136

For more information about HttpFS, see
https://archive.cloudera.com/cdh5/cdh/5/hadoop/hadoop-hdfs-httpfs/index.html.

o Important:

To enable HttpFS to work with Kerberos security on your Hadoop cluster, make sure you perform the
installation and configuration steps in Configuring Hadoop Security in CDH 5.



https://archive.cloudera.com/cdh5/cdh/5/hadoop/hadoop-hdfs-httpfs/index.html

o Important:

If the NameNode, Secondary NameNode, DataNode, JobTracker, TaskTrackers, ResourceManager,
NodeManagers, HttpFS, or Oozie services are configured to use Kerberos HTTP SPNEGO authentication,
and two or more of these services are running on the same host, then all of the running services must
use the same HTTP principal and keytab file used for their HTTP endpoints.

Configuring the HttpFS Server to Support Kerberos Security

1. Create an HttpFS service user principal that is used to authenticate with the Hadoop cluster. The syntax of the
principal is: ht t pf s/ <ful l y. qual i fi ed. donai n. name>@YOUR- REALM> where:
fully.qualified. domai n. name is the host where the HttpFS server is running YOUR- REALMis the name of
your Kerberos realm

kadni n: addprinc -randkey httpfs/fully.qualified.domain. name@OUR- REALM COM

2. Create a HTTP service user principal that is used to authenticate user requests coming to the HttpFS HTTP
web-services. The syntax of the principal is: HTTP/ <f ul | y. qual i f i ed. don®i n. name>@YOUR- REALM> where:
"fully.qualified.domain. nane' is the host where the HttpFS server is running YOUR- REALMis the name
of your Kerberos realm

kadmi n: addprinc -randkey HTTP/fully. qualified. domai n. nane@OUR- REALM COM

o Important:

The HTTP/ component of the HTTP service user principal must be upper case as shown in the
syntax and example above.

3. Create keytab files with both principals.

$ kadnin
kadm n: xst -k httpfs.keytab httpfs/fully.qualified.donmain. nane
kadmi n: xst -k http.keytab HTTP/ful ly. qualified. domai n. nane

4. Merge the two keytab files into a single keytab file:

$ ktutil

ktutil: rkt httpfs.keytab
ktutil: rkt http.keytab
ktutil: wkt httpfs-http. keytab

5. Test that credentials in the merged keytab file work. For example:
$ klist -e -k -t httpfs-http. keytab

6. Copythehtt pf s- htt p. keyt ab file to the HttpFS configuration directory. The owner of the ht t pf s- ht t p. keyt ab
file should be the ht t pf s user and the file should have owner-only read permissions.

7. Edit the HttpFS server ht t pf s-si t e. xml configuration file in the HttpFS configuration directory by setting the
following properties:

Property Value

httpfs.authentication.type kerberos

httpfs.hadoop.authentication.type kerberos

httpfs.authentication.kerberos.principal HTTP/<HTTPFS-HOSTNAME>@<YOUR-REALM.COM>




Property Value

httpfs.authentication.kerberos.keytab /etc/hadoop-httpfs/conf/httpfs-http.keytab

httpfs.hadoop.authentication.kerberos.principal httpfs/<HTTPFS-HOSTNAME>@<YOUR-REALM.COM>

httpfs.hadoop.authentication.kerberos.keytab /etc/hadoop-httpfs/conf/httpfs-http.keytab

httpfs.authentication.kerberos.name.rules Use the value configured for
'hadoop.security.auth_to_local' in 'core-site.xml'

Important:

You must restart the HttpFS server to have the configuration changes take effect.

Using curl to access an URL Protected by Kerberos HTTP SPNEGO

o Important:

Your version of cur | must support GSS and be capable of running cur| - V.

To configure curl to access an URL protected by Kerberos HTTP SPNEGO:
1. Runcurl -V:

$ curl -V

curl 7.19.7 (universal-appl e-darwi n10.0) libcurl/7.19.7 OpenSSL/O0. 9. 8l
zlib/1.2.3

Protocols: tftp ftp telnet dict Idap http file https ftps
Features: GSS-Negotiate |IPv6 Largefile NTLM SSL |ibz

2. Login to the KDC using ki ni t .

$ Kkinit
Pl ease enter the password for tucu@OCALHOST:

3. Use curl to fetch the protected URL:

$ curl --cacert
/path/to/truststore. pem--negotiate -u : -b ~/cookiejar.txt -c
~/ cookiejar.txt https://local host: 14000/ webhdf s/ v1/ ?op=li st st at us

where:

e The--cacert option is required if you are using TLS/SSL certificates that curl does not recognize by default.
e The--negoti at e option enables SPNEGO incur | .

e The-u : option is required but the username is ignored (the principal that has been specified for ki ni t is
used).

e The-b and - c options are used to store and send HTTP cookies.

¢ Cloudera does not recommend using the - k or - - i nsecur e option as it turns off curl's ability to verify the
certificate.



Hue Authentication

This page describes properties in the Hue configuration file, hue. i ni , that support authentication and Hue security
in general.

For information on configuring Hue with Kerberos, , encrypting session communication, and enabling single sign-on
with SAML, see:

e Configuring Kerberos Authentication for Hue on page 139
e Integrating Hue with LDAP on page 141
e Configuring Hue for SAML on page 148

Enabling LDAP Authentication with HiveServer2 and Impala

LDAP authentication with HiveServer2 and Impala can be enabled by setting the following properties under their
respective sections in hue. i ni , [ beeswax] and[i npal a] .

aut h_user nane LDAP username of Hue user to be authenticated.

aut h_password LDAP password of Hue user to be authenticated.

These login details are only used by Impala and Hive to authenticate to LDAP. The Impala and Hive services trust Hue
to have already validated the user being impersonated, rather than simply passing on the credentials.
Securing Sessions

When a session expires, the screen blurs and the user is automatically logged out of the Hue Web Ul. Logging on returns
the user to same location.

Session Timeout

User sessions are controlled with thet t | (time-to-live) property under[ deskt op] >[ [ sessi on]] inhue. i ni . After
n seconds, the session expires whether active or not.

ttl The cookie with the users session ID expires after n seconds.

Default: t t 1 =1209600 which is 60*60*24*14 seconds or 2 weeks

Idle Session Timeout

Idle sessions are controlled with the idle_session_timeout property under [ deskt op] >[[aut h]] inhue.ini.
Sessions that are idle for n seconds, expire. You can disable this property by setting it to a negative value.

i dl e_session_tinmeout User session IDs expire after idle for n seconds. A negative value means idle
sessions do not expire.

i dl e_sessi on_ti meout =900 means that sessions expire after being idle
for 15 minutes

i dl e_sessi on_ti meout =- 1 means that idle sessions do not expire (until
ttl)

Secure Login

Login properties are set in hue. i ni_under [ deskt op] >[[ aut h]]. They are based on django-axes 1.5.0.

change_def aul t _password If true, users must change password on first login.

Must enable
backend=deskt op. aut h. backend. Al | owFi r st User Dj angoBackend



https://github.com/cloudera/hue/blob/master/desktop/conf.dist/hue.ini
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expires_after User accounts are disabled n seconds after logout. If negative, user sessions
never expire.

expi re_superusers Apply expi res_af t er to superusers.

| ogi n_cool of f _tine Failed logins are forgotten after n seconds.

login_failure_limt Number of login attempts allowed before a record is created for failed logins.
login_lock _out_at failure If true, lock out IP after exceeding | ogin_failure_ limt.

Ifl ogi n_I| ock_out by _conbi nati on_user _and_i p=t rue, lock out IP
and user.

If |l ogi n_| ock_out _use_user _agent =t r ue, also lock out user agent.

log n I ock out_by conti nation user_and ip|If true, lock out IP and user.

I ogi n_Il ock_out _use_user _agent |If true, lock out user agent (such as a browser).

Secure Cookies

Secure session cookies can be enabled by specifying the secur e configuration property under the [ deskt op] >
[ [ session]] sectioninhue. i ni.Additionally, you can set the ht t p_onl y flag for cookies containing users' session
IDs.

secure The cookie with the user session ID is secure. Should only be enabled with
HTTPS.

Default: f al se

http_only The cookie with the user session ID uses the HTTP only flag.
Default: t r ue

If the HttpOnly flag is included in the HTTP response header, the cookie cannot
be accessed through a client side script.

expire_at_browser_cl ose Use session-length cookies. Logs out the user when the browser window is
closed.

Default: f al se

Allowed HTTP Methods

You can specify the HTTP request methods that the server should respond to using the ht t p_al | owed_net hods
property under the [ deskt op] section in hue. i ni .

http_al | owed_net hods Default: opt i ons, get, head, post, put, del et e, connect

Restricting the Cipher List

Cipher list support with HTTPS can be restricted by specifying the ssl _ci pher _| i st configuration property under
the [ deskt op] sectionin hue. i ni .

ssl _ci pher_li st Default: ! aNULL: ! eNULL: ! LOW ! EXPORT: ! SSLv2

URL Redirect Whitelist

Restrict the domains or pages to which Hue can redirect users. The r edi r ect _whi t el i st property can be found
under the [ deskt op] section in hue. i ni .




redirect _whitelist For example, to restrict users to your local domain and FQDN, the following
value can be used: "\ /. *$, *htt p: \/\/ www. mydomai n. com /. *$

Oozie Permissions

Access to the Oozie dashboard and editor can be individually controlled in the Hue Web Ul under User Admin > Groups.

Groups Property in Ul

Description

oozie.dashboard_jobs_access

Enable Oozie Dashboard read-only access for all jobs.

Default: t r ue

oozie.disable_editor_access

Disable Oozie Editor access.

Default: f al se

Configuring Kerberos Authentication for Hue

To configure the Hue server to support Hadoop security using Kerberos:

1. Create a Hue user principal in the same realm as the Hadoop cluster of the form:

kadm n: addprinc -randkey hue/ hue. server. ful

ly.qualified.domai n. name @OUR- REALM COM

where: hue is the principal the Hue server is running as, hue. server. ful I y. qual i fi ed. domai n. nane is the
fully qualified domain name (FQDN) of your Hue server, YOUR- REALM COMis the name of the Kerberos realm

your Hadoop cluster is in

2. Create a keytab file for the Hue principal using the same procedure that you used to create the keytab for the
hdf s or mapr ed principal for a specific host. You should name this file hue. keyt ab and put this keytab file in
the directory/ et ¢/ hue on the machine running the Hue server. Like all keytab files, this file should have the most
limited set of permissions possible. It should be owned by the user running the hue server (usually hue) and should

have the permission 400.

3. To test that the keytab file was created properly, try to obtain Kerberos credentials as the Hue principal using only

the keytab file. Substitute your FQDN and realm in the

$ kinit -k -t /etc/hue/hue. keytab

following command:

hue/ hue. server.fully. qualified. domai n. name @OUR- REALM COM

4. Inthe/ et c/ hue/ hue. i ni configuration file, add the following lines in the sections shown. Replace the
ki ni t _pat h value, / usr/ ker ber os/ bi n/ ki ni t, shown below with the correct path on the user's system.

[ deskt op]

[[kerberos]]

# Path to Hue's Kerberos keytab file
hue_keyt ab=/ et c/ hue/ hue. keyt ab

# Kerberos principal nane for Hue
hue_pri nci pal =hue/ FQDN@GREALM

# add kinit path for non root users
ki ni t _pat h=/ usr/kerberos/bi n/kinit

[ beeswax]

# | f Kerberos security is enabled, use fully qualified domain nane (FQDN)

## hive_server_host =<FQDN of Hi ve Server>

# Hive configuration directory, where hive-site.xm is |ocated

## hive_conf _dir=/etc/hivel conf

[i mpal a]
## server _host =l ocal host

# The follow ng property is required when inpalad and Hue

# are not running on the sane host

## inpal a_princi pal =i npal a/ i npal ad. host nanme. donai nnanme. com




[ search]
# URL of the Solr Server
## solr_url =http://local host:8983/solr/
# Requires FQDN in solr_url if enabl ed
## security enabl ed=fal se

[ hadoop]
[[hdfs_clusters]]

[[[defaul t]]]

# Enter the host and port on which you are running the Hadoop NarmeNode
nanenode_host =FQDN

hdf s_port =8020

htt p_port=50070

security_enabl ed=true

# Thrift plugin port for the nane node
## thrift_port=10090

# Configuration for YARN (MR2)

[ [yarn_clusters]]

[[[default]]]
Enter the host on which you are runni ng the ResourceManager
## resour cemanager _host =| ocal host

# Change this if your YARN cluster is Kerberos-secured
## security_enabl ed=f al se

# Thrift plug-in port for the JobTracker
## thrift_port=9290

[l'i boozi e]
# The URL where the Qozie service runs on. This is required in order for users to submt
j obs.

## oozie_url=http://1ocal host: 11000/ oozi e
# Requires FQDN in oozie_url if enabled
## security_enabl ed=f al se

o Important:

Inthe / et c/ hue/ hue. i ni file, verify the following:

— Make sure the j obt r acker _host property is set to the fully qualified domain name of the
host running the JobTracker. The JobTracker hostname must be fully qualified in a secured
environment.

— Make sure the f s. def aul t f s property under each [[hdfs_clusters]] section contains the
fully-qualified domain name of the file system access point, which is typically the NameNode.

— Make sure the hi ve_conf _di r property under the [ beeswax] section points to a directory
containing a valid hi ve-si t e. xrmd (either the original or a synced copy).

— Make sure the FQDN specified for HiveServer2 is the same as the FQDN specified for the
hue_pri nci pal configuration property. Without this, HiveServer2 will not work with security
enabled.

Also note that HiveServer2 currently does not support SSL when using Kerberos.

5. Inthe/ et ¢/ hadoop/ conf/ core-si t e. xm configuration file on all of your cluster nodes, add the following
lines:

<l-- Hue security configuration -->

<property>
<nane>hue. ker ber os. pri nci pal . short name</ nane>
<val ue>hue</ val ue>



</ property>
<property>
<nane>hadoop. pr oxyuser . hue. gr oups</ name>
<val ue>*</val ue> <!-- A group which all users of Hue belong to, or the wldcard val ue
AN
</ property>
<property>
<name>hadoop. pr oxyuser . hue. host s</ name>
<val ue>hue. server.fully. qualified. domai n. name</ val ue>
</ property>

o Important:

Make sure you change the / et ¢/ hadoop/ conf/ cor e-si t e. xm configuration file on all of
your cluster nodes.

6. If Hue is configured to communicate to Hadoop using HttpFS, then you must add the following properties to
httpfs-site. xnl:

<property>
<nane>ht t pfs. proxyuser. hue. host s</ nane>
<val ue>ful ly. qualifi ed. domai n. nane</ val ue>
</ property>
<property>
<nanme>ht t pfs. proxyuser. hue. gr oups</ nanme>
<val ue>*</val ue>
</ property>

7. Add the following properties to the Oozie server oozi e- si t e. xml configuration file in the Oozie configuration
directory:

<property>
<nanme>00zi e. servi ce. ProxyUser Servi ce. proxyuser . hue. host s</ nane>
<val ue>*</val ue>

</ property>

<property>
<nanme>00zi e. servi ce. ProxyUser Servi ce. proxyuser . hue. gr oups</ nane>
<val ue>*</val ue>

</ property>

8. Restart the JobTracker to load the changes from the cor e-si t e. xrd file.

$ sudo servi ce hadoop- 0. 20- napr educe-j obtracker restart

9. Restart Oozie to load the changes from the oozi e-si te. xm file.

$ sudo service oozie restart

10 Restart the NameNode, JobTracker, and all DataNodes to load the changes from the cor e- si t e. xn file.

$ sudo servi ce hadoop- 0. 20- (nanenode| j obt racker | dat anode) restart

Integrating Hue with LDAP

When Hue is integrated with LDAP users can use their existing credentials to authenticate and inherit their existing
groups transparently. There is no need to save or duplicate any employee password in Hue. There are several other
ways to authenticate with Hue such as PAM, SPNEGO, OpenlD, OAuth, and SAML2. This topic details how you can
configure Hue to authenticate against an LDAP directory server.



When authenticating using LDAP, Hue validates login credentials against an LDAP directory service if configured with
the LDAP authentication backend:

[ deskt op]
[[auth]]
backend=deskt op. aut h. backend. LdapBackend

The LDAP authentication backend will automatically create users that don’t exist in Hue by default. Hue needs to import
users to properly perform the authentication. Passwords are never imported when importing users. If you want to
disable automatic import set the cr eat e_user s_on_| ogi n property under the [ deskt op] > [[| dap]] section
of hue.ini tofal se.

[ deskt op]

[[|dap]] ,
create_users_on_| ogi n=fal se

The purpose of disabling the automatic import is to allow only a predefined list of manually imported users to login.
There are two ways to authenticate with a directory service through Hue:

e Search Bind
¢ Direct Bind

You can specify the authentication mechanism using the sear ch_bi nd_aut hent i cat i on property under the
[desktop] > [[Idap]] section of hue.ini.

sear ch_bi nd_aut henti cati on Uses search bind authentication by default. Set this property to f al se to use
direct bind authentication.

Default: t rue

Search Bind

The search bind mechanism for authenticating will perform an | dapsear ch against the directory service and bind
using the found distinguished name (DN) and password provided. This is the default method of authentication used
by Hue with LDAP.

The following configuration properties under the [ deskt op] > [[ldap]] > [[[users]]] sectionin hue. i ni
can be set to restrict the search process.

user _filter General LDAP filter to restrict the search.

Default: " obj ect cl ass=*"

user _name_attr The attribute that will be considered the username to be searched against.
Typical attributes to search for include: ui d, sAMAccount Nane.

Default: sAMAccount Nane

With the above configuration, the LDAP search filter will take on the form:

(&(obj ect d ass=*) (sAMAccount Nane=<user entered username>))

Important: Setting sear ch_bi nd_aut henti cati on=true in hue. i ni tells Hue to perform an
LDAP search using the bind credentials specified for the bi nd_dn and bi nd_passwor d configuration
properties. Hue will start searching the subtree starting from the base DN specified for the base_dn
property. It will then search the base DN for an entry whose attribute, specified inuser _nane_attr,
has the same value as the short name provided on login. The search filter, defined inuser _filter
will also be used to limit the search.
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Direct Bind

The direct bind mechanism for authenticating will bind to the LDAP server using the username and password provided
at login.

The following configuration properties can be used to determine how Hue binds to the LDAP server. These can be set
under the [ deskt op] > [[| dap]] section of hue. i ni .

nt _domai n The NT domain to connect to (only for use with Active Directory). This
AD-specific property allows Hue to authenticate with AD without having to
follow LDAP references to other partitions. This typically maps to the email
address of the user or the user's ID in conjunction with the domain.

If provided, Hue will use User Principal Names (UPNs) to bind to the LDAP
service.

Default: nyconpany. com

| dap_user nane_pattern Provides a template for the DN that will ultimately be sent to the directory
service when authenticating. The <user nane> parameter will be replaced
with the username provided at login.

Default: " ui d=<user nane>, ou=Peopl e, dc=nyconpany, dc=conf

Important: Setting sear ch_bi nd_aut henti cati on=f al se in hue. i ni tells Hue to perform a
direct bind to LDAP using the credentials provided (not bi nd_dn and bi nd_passwor d specified in
hue. i ni ). There are two ways direct bind works depending on whether the nt _donai n property is
specified in hue. i ni :

e nt_domai n is specified: This is used to connect to an Active Directory service. In this case, the
User Principal Name (UPN) is used to perform a direct bind. Hue forms the UPN by concatenating
the short name provided at login with the nt _domai n. For example, <shor t
name>@:nt _domai n>. The | dap_user nane_pat t er n property is ignored.

e nt_domai n is not specified: This is used to connect to all other directory services (can handle
Active Directory, but nt _donmi n is the preferred way for AD). In this case,
| dap_user nane_patt er nis used and it should take on the form
cn=<user nane>, dc=exanpl e, dc=comwhere <user nane> will be replaced with the username
provided at login.

Importing LDAP Users and Groups

If an LDAP user needs to be part of a certain group and be given a particular set of permissions, you can import this
user with the User Admin interface in Hue.


http://msdn.microsoft.com/en-us/library/windows/desktop/ms680857(v=vs.85).aspx
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@ User Admin Users  Groups  Permissions

Hue Users - Add/Sync LDAP user

Usermname

Distinguished name [

Create home directory [

Add/Sync user jeTT2]

Groups can also be imported using the User Admin interface, and users can be added to this group. As in the image
below, not only can groups be discovered using DN and rDN search, but users that are members of the group or
members of its subordinate groups can be imported as well.

aue ®_ Query Editors ~ Data Browsers v Workflows Search K File Browser = Job Browser o hdfsv Q =] =

@ User Admin Users  Groups  Permissions

Hue Groups - Add/Sync LDAP group

Name

Distinguished name [

Import new members [

Import new members from [
all subgroups

Create home directories &

Add/Sync group [l«N1]

You have the following options available when importing a user/group:

¢ Distinguished name: If checked, the username provided must be a full distinguished name (for example,
ui d=hue, ou=Peopl e, dc=get hue, dc=comn). Otherwise, the Username provided should be a fragment of a
Relative Distinguished Name (rDN) (for example, the username hue maps to the rDN ui d=hue). Hue will perform
an LDAP search using the same methods and configurations as described above. That is, Hue will take the provided
username and create a search filter using the user _filter anduser _nanme_attr configurations.

e Create home directory: If checked, when the user is imported, their home directory in HDFS will automatically
be created if it doesn’t already exist.

o Important: When managing LDAP entries, the User Admin app will always perform an LDAP search
and will always use bi nd_dn, bi nd_passwor d, base_dn, as defined in hue. i ni .
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Synchronizing LDAP Users and Groups

Users and groups can be synchronized with the directory service using the User Admin interface or using a command
line utility. The image from the Importing LDAP Users and Groups section uses the words Add/Sync to indicate that
when a user or group that already exists in Hue is being added, it will in fact be synchronized instead. In the case of
importing users for a particular group, new users will be imported and existing users will be synchronized.

E,i Note: Users that have been deleted from the directory service will not be deleted from Hue. Those
users can be manually deactivated from Hue using the User Admin interface.

Attributes Synchronized

Currently, only the first name, last name, and email address are synchronized. Hue looks for the LDAP attributes

gi venNane, sn, and mai | when synchronizing. The user _nane_at t r configuration property is used to appropriately
choose the username in Hue. For instance, if user _nane_at t r"is set to ui d”, then the "uid" returned by the directory
service will be used as the username of the user in Hue.

User Admin interface

The Sync LDAP users/groups button in the User Admin interface will automatically synchronize all users and groups.

Synchronize Using a Command-Line Interface

For example, to synchronize users and groups using a command-line interface:

<hue root >/ buil d/ env/ bi n/ hue sync_| dap_users_and_gr oups

Configuring Hue for Authentication against Multiple LDAP/Active Directory Servers

Hue also supports the ability to authenticate against multiple LDAP servers. Before attempting LDAP authentication
against multiple servers, ensure you have configured LDAP synchronization for each server, as described in the previous
section. As long as users and groups are synced across LDAP and Hue, authentication should work.

To configure multiple servers, determine the correct parameters for each server as described in the Integrating Hue
with LDAP on page 141 section above. In the hue. i ni file, create a configuration section for each LDAP server under
[[[!dap_servers]]] named for the respective LDAP server, with the format [[[[ <l dap_server>]]]].

If you are using Cloudera Manager, you can add the configuration section using an Advanced Configuration Snippet:

1. Go to the Hue Service.
. Click Configuration.
. Select Category > Advanced.

. Locate the Hue Service Advanced Configuration Snippet (Safety Valve) for hue_safety_valve.ini property and
add a code snippet for each LDAP server. For example, for the server AD1. TEST. COM
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| dap_servers]]]

[AD1. TEST. COM ] 1]

| dap_url =l dap: / / w2k8- ad1l

sear ch_bi nd_aut henti cati on=true
create_users_on_| ogi n=true
base_dn="cn=users, dc=adl, dc=t est, dc=conft

bi nd_dn="cn=Admi ni strat or, cn=users, dc=adl, dc=t est, dc=cont
bi nd_passwor d="Passwor d1"

[[[[AD2. TEST. COM ] ]]

| dap_url =l dap: / / w2k 8- ad2

search_bi nd_aut henti cati on=true
create_users_on_|l ogi n=true
base_dn="cn=users, dc=ad2, dc=t est, dc=cont

bi nd_dn="cn=Adm ni strat or, cn=users, dc=ad2, dc=t est, dc=conf'
bi nd_passwor d="Passwor d1"

———


https://github.com/cloudera/hue/blob/branch-3.5/apps/useradmin/src/useradmin/management/commands/sync_ldap_users_and_groups.py
https://github.com/cloudera/hue/blob/branch-3.5/apps/useradmin/src/useradmin/management/commands/sync_ldap_users_and_groups.py

5. Click Save Changes.
6. Restart the Hue service.

LDAPS/StartTLS support

Secure communication with LDAP is provided using the TLS/SSL and StartTLS protocols. They allow Hue to validate the
directory service it is going to converse with. Hence, if a Certificate Authority certificate file is provided, Hue will
communicate using LDAPS. You can specify the path to the CA certificate under:

[ deskt op]

[[ldap]]
| dap_cert=/etc/ huel/ca.crt

The StartTLS protocol can be used as well:

[ deskt op]

[[!dap]]
use_start_tls=true

Troubleshooting LDAP Authentication Failures in Hue

The first step to diagnosing an LDAP issue is to run the | dapsear ch command on the user or group that is involved
in the authentication failure. The | dapsear ch command gives you a snapshot of the state of the directory for a user
or group. You can use the command to make sure the user or group has been configured as expected. The rest of this
section will walk you through the Hue configuration required for some common deployment scenarios. Once you have
made sure that hue. i ni was configured properly, enable LDAP debugging to be able to audit LDAP actions in the Hue
logs.

Hue Configuration for Common Deployment Scenarios

The following sections contain samples from the Hue configuration file, hue. i ni , for common deployment scenarios.
These are followed by the output of the | dapsear ch command for a user or group in each scenario. Use these to
make sure your configuration matches what is expected.

Hue Authentication against Active Directory using NT Domain

[[|dap]]
I dap_url =l dap: // w2k12- adl

nt _domai n=t est.com
base_dn="cn=users, dc=t est, dc=conf
bi nd_dn="Adni ni strat or @est. cont
bi nd_passwor d="Passwor d1"

[[[users]]]
user _name_at t r =sAMAccount Nane
user _filter="objectclass=*"

[[[groups]]]
group_nane_attr=cn
group_filter="objectclass=*"

| dapsear ch result for the username, sanpl euser:

| dapsearch -x -LLL -H Idap://w2k12-adl -D "Adm nistrator@est.con' -w Passwordl -b
"cn=users, dc=t est, dc=cont " (&(objectcl ass=*)(sAMAccount Name=sanpl euser))"

dn: CN=Sanpl e User, CN=User s, DC=TEST, DC=COM

objectC ass: top

obj ect O ass: person

obj ect Cl ass: organi zati onal Per son

obj ect Ol ass: user

cn: Sanple User

sn: Sampl e

gi venNane: Sanpl e

di sti ngui shedNane: CN=Sampl e User, CN=User s, DC=TEST, DC=COM



di spl ayNane: Sanpl e User

USNCr eat ed: 12762

menber O : CN=enduser s, CN=User s, DC=TEST, DC=CQOM
menber O :  CN=admi ns, CN=User s, DC=TEST, DC=COM

menber O : CN=Domai n Adni ns, CN=User s, DC=TEST, DC=COM
nane: Sanple User

sAMAccount Nane: sanpl euser

sAMAccount Type: 805306368

user Pri nci pal Name: sanpl euser @EST. COM

| dapsear ch result for the group, sanpl egr oup:

| dapsearch -x -LLL -H Idap://w2k12-adl -D "Adm nistrator@est.cont' -w Passwordl -b
"cn=users, dc=t est, dc=conf " (&(objectclass=*)(cn=sanpl egroup))"”
dn: CNe=enduser s, CN=User s, DC=TEST, DC=COM

objectCl ass: top

obj ect C ass: group

cn: endusers

menber: CN=Test User 1, CN=User s, DC=TEST, DC=COM

menber: CN=Sanpl e User, CN=User s, DC=TEST, DC=COM

di stingui shedNanme: CN=endusers, CN=User s, DC=TEST, DC=COM
sAVAccount Nane: endusers

sAMAccount Type: 268435456

The following command returns a list of all member domains for group, sanpl egr oup:

| dapsearch -x -LLL -H Idap://w2k12-adl -D "Admi nistrator@est.coni' -w Passwordl -b
"cn=users, dc=t est, dc=conf " (&(objectclass=*)(cn=sanpl egroup))"” mnenber

dn: CN=endusers, CN=User s, DC=TEST, DC=COM
nmenber: CN=Test User 1, CN=Users, DC=TEST, DC=COM
menber: CN=Sanpl e User, CN=User s, DC=TEST, DC=COM

Hue Search Bind Authentication against an LDAP server

Make sure you have configured the | dap_ur | property to perform Search Bind Authentication against an LDAP server.

[[|dap]]
| dap_url =l dap:/ /| dap.test.com
base_dn="dc=t est, dc=conf

The | dapsear ch result for sanpl euser :

| dapsearch -x -LLL -H I dap://ldap.test.com-b "dc=test, dc=coni' " (uid=sanpl euser)"”

dn: ui d=sanpl euser, ou=peopl e, dc=t est, dc=com
ui d: sanpl euser

di spl ayNanme: Sanpl e User

cn: Sanpl e User

gi venNane: Sanpl e

sn: User
initials: CH
mai | : sanpl euser @est.com

honeDi rectory: /homne/ sanpl euser
| ogi nShel | : /bi n/ bash

gecos: Sanple User,,,,

obj ect O ass: inet OrgPerson

The | dapsear ch result for group, sanpl egr oup:

| dapsearch -x -LLL -H I dap://ldap.test.com-b "dc=test, dc=conf " (cn=sanpl egroup)"”

dn: cn=adni ns, ou=peopl e, dc=t est, dc=com
obj ect C ass: groupCOf Nanes
cn: adm ns



description: Goup of Names
menber : ui d=sanpl euser, ou=peopl e, dc=t est, dc=com
menber: ui d=hue, ou=peopl e, dc=t est, dc=com

The following command returns a list of all member domains for group, sanpl egr oup:

| dapsearch -x -LLL -H ldap://|1dap.test.com-b "dc=test, dc=cont’ "(cn=sanpl egroup)" nenber

dn: cn=adni ns, ou=peopl e, dc=t est, dc=com
menber: ui d=sanpl euser, ou=peopl e, dc=t est, dc=com
nmenber : ui d=hue, ou=peopl e, dc=t est, dc=com

Enabling LDAP Debugging in Hue

Once you have confirmed that the | dapsear ch command works as expected, enable LDAP debugging in Hue to view
Hue server logs in Cloudera Manager. Starting with CDH 5.4, you can view three different levels of LDAP actions in the
Hue server logs. To enable debugging, set the following options in the [ [ | dap] ] section of the hue. i ni file:

e debug - This enables pyt hon- | dap debugging. To enable, set to t r ue.
e debug_| evel -Setsthe debug level of the underlying LDAP C library. Set to a value between 0 and 255.
e trace_| evel -Setsthe trace level for logging method calls. Set to a value between 0 and 9.

Enabling LDAP Debugging in Hue Using Cloudera Manager

1. Go to the Hue Service > Configuration and click Advanced in the Category.

2. Add the following after setting the values appropriately to the Hue Service Advanced Configuration Snippet
(Safety Valve) for hue_safety_valve.ini

[ deskt op]

[[Idap]]
debug=t rue

debug_I evel =255
trace_l evel =9

3. Add the following to the Hue Service Environment Advanced Configuration Snippet (Safety Valve).

DESKTOP_DEBUG=t r ue
DEBUG=t r ue

4. Save and restart Hue. You should now be able to view LDAP actions in the following logs:

e /var/ |l og/ hue/ runcpserver.| og
e /var/run/cl oudera-scnt agent/ process/ <i d>- hue- HUE_SERVER/ | ogs

Configuring Hue for SAML

This page explains how to configure Hue to work with SAML (Security Assertion Markup Language) for Single Sign-on
(SS0O) authentication. The SAML 2.0 Web Browser SSO profile has three components:

e User Agent - Browser that represents you, the user, seeking resources.
¢ Service Provider (SP) - Service (Hue) that sends authentication requests to SAML.
¢ Identity Provider (IdP) - SAML service that authenticates users.

When a user requests access to an application, Hue sends an authentication request from the browser to the Identity
Provider. The Identity Provider authenticates the user, sends a response, and redirects the browser back to Hue. You
can use any ldentity Provider (such as Shibboleth) .

E,’ Note: This page addresses both managed and unmanaged deployments. Currently, Hue is the only
service that can be configured with Cloudera Manager.



http://cxf.apache.org/docs/saml-web-sso.html
http://shibboleth.net

Summary Steps for Configuring Hue with SAML
Prerequisite: Ensure you have an Identify Provider (such as Shibboleth) configured before starting.
Install Libraries

e Step 1:Installgi t, gcc, pyt hon-devel ,sw g and openssl .
e Step 2:Install xm secl and xni secl1- openssl and disable cipher algorithms.
e Step 3:Install dj angosam and pysam 2.

Configure Hue

e Step 4: Copy metadata from your Identity Provider's SAML server and save it in an XML file.
e Step 5: Configure Hue to work with SAML (in hue. i ni ) and restart the Hue server.

Configure SAML

e Step 6: Copy metadata from the Hue server and send it to the Identity Provider.

Detailed Steps for Configuring Hue with SAML
Prerequisite

The instructions on this page assume that you have an Identity Provider set up and running.

See the upstream Hue blog post, SSO with Hue: new SAML backend, for a demo on configuring Hue for single sign-on
(SSO) authentication with SAML 2.0 on the backend and Shibboleth as the Identity Provider.

Step 1: Install swig and openss| packages

1. Install gi t, gcc, pyt hon-devel , swi g and openssl . Use yumfor RHEL/CentOS/OLES and zypper for SLES:

<package manager> install git gcc python-devel sw g openssl

2. [CDH 5.5.x and higher] Disable the cipher algorithms, MD5, RC4, and DH by appending the following code to the
file, / usr/j aval <your _j dk_versi on>-cloudera/jre/lib/security/java.security:

jdk.tls.disabl edAl gorithnms=MD5, RC4, DH
See Troubleshooting on page 153 below.

Step 2: Install xmlsecl and xmlsecl-openssl| packages

o Important: Ensure that the xm sec1 package is executable by the user, hue.

Red Hat Enterprise Linux (RHEL, CentOS) and Oracle oraLinux (OL):
1. Download and install the EPEL repository to get the xm sec1 package:
e RHEL/CentOs/OEL 7:

wget http://dl.fedoraproject.org/pub/epel/7/x86_64/ el epel -rel ease-7-6.noarch. rpm
rpm-ivh epel -rel ease-7-6. noarch. rpm

e RHEL/CentOs/OEL 6:

wget http://downl oad. f edor aproj ect. org/ pub/ epel / 6/ x86_64/ epel -r el ease- 6-8. noarch. rpm
rpm-ivh epel -rel ease-6-8. noarch. rpm

e RHEL/CentOs/OEL 5:

wget http://downl oad. f edor aproj ect. or g/ pub/ epel / 5/ x86_64/ epel -r el ease-5-4. noarch. rpm
rpm-ivh epel -rel ease-5-4. noarch. rpm


http://shibboleth.net/products/identity-provider.html
http://gethue.com/sso-with-hue-new-saml-backend/
http://shibboleth.net/products/

2. Install xmlsecl and xmlsecl-openssl:

yuminstall xm secl xm secl-openssl

SUSE Linux Enterprise Server (SLES):

Download the xm sec1 package from http://www.aleksey.com/xmlsec/ and install:

wget http://ww. al eksey. conl xm sec/ downl oad/ xm secl-<version>.tar. gz
tar -xvzf xm secl-<version>.tar.gz

cd xml secl-<version>

./configure && nake

sudo nake install

Step 3: Install djangosaml and pysaml2 libraries

o Important: CDH 5.4.x and higher include the djangosaml and pysamlI2 libraries. Do not install.

The libraries, dj angosamn 2 and pysamni 2, support SAMLin Hue. They depend on the xm sec1 package to be installed
and executable by the user, hue.

buil d/env/bin/pip install -e git+https://github. com abec/pysam 2@HEAD#egg=pysan 2
buil d/env/bin/pip install -e git+https://github. conm abec/dj angosam 2@HEAD#egg=dj angosamn 2

Step 4: Copy Metadata from the SAML Server into an XML File

The Service Provider (Hue) and the Identity Provider (SAML) use a metadata file to confirm each other's veracity. Hue
stores metadata from the SAML server, and SAML stores metadata from Hue server (see Step 6: Configure SAML on
page 153).

Read the documentation of your Identity Provider for details on how to procure the XML metadata of the SAML server.
Paste the metadata into an XML file. When configuring Hue, set the property, net adat a_fi | e, to the path of this
file.

For example, if your Identity Provider is Shibboleth, visit

https://<identity_provider_host>: 8443/ dp/ shi bbol et h, copy the metadata content, and paste it into
the Hue metadata file.

E,i Note: You may have to edit the metadata you copy from your Identity Provider. For example, the
Identity Provider's port number (8443) might be missing from its URL.

Step 5: Configure Hue and Restart the Hue Server
To enable support for SAML, configure Hue with the necessary SAML parameters and values.

Users with unmanaged CDH deployments must manually edit/ et ¢/ hue/ conf / hue. i ni and restart the hue service:

sudo service hue restart

Users with managed CDH deployments must set these parameters in Cloudera Manager:

1. Go to the Hue service and click on the Configuration tab.

. Filter by Scope > HUE-n (Service-Wide) and Category > Advanced.

. Locate the property, Hue Service Advanced Configuration Snippet (Safety Valve) for hue_safety_valve.ini.
. Input your SAML properties and values in the edit box. See the SAML configuration example below.

. Click Save Changes.

. Select Actions > Restart to restart the Hue service (which also restarts the Hue server).

U A WN


https://www.aleksey.com/xmlsec/download.html
https://en.wikipedia.org/wiki/SAML_2.0#SAML_2.0_Metadata

E,i Note: Hue logically merges the Hue Service and Hue Server snippets in Cloudera Manager with
hue. i ni . Hue does not actually write them to hue. i ni .

Example of a SAML configuration in hue.ini:

[ deskt op]

redirect_whitelist=""\/.*$ ~https:\/\/sanm .exanpl e.com/.*$"

[[auth]]

backend=l i bsanl . backend. SAM_2Backend

[1ibsam ]

xm sec_bi nary=/usr/bi n/ xm secl

nmet adata_fil e=/opt/cl oudera/security/samn/idp-netadata.xm
key file=/opt/clouderal/security/sam/idp.key
cert_file=/opt/clouderal/security/sam/idp.crt

user nane_sour ce=nanei d

nane_i d_f or mat ="urn: oasi s: nanes: tc: SAM.: 2. 0: nanei d-f or mat : unspeci fi ed"

entity_id=hueserverl

#user _attribute_mappi ng='{"mail ": "usernane", "uid":"uid"}’
#required_attributes="["uid", "mail"]"'

#base_url =htt ps:// hue. exanpl e. com 8888

#aut hn_r equest s_si gned=t rue

#|l ogout _enabl ed=t rue

#|1 ogout _requests_si gned=true

Table 5: SAML parameters in/ et ¢/ hue/ conf / hue. i ni under the sections, [ deskt op] and [|ibsani]

SAML Parameter

Description

aut hn_r equest s_si gned

Boolean, that when True, signs Hue-initiated authentication requests with an X.
509 certificate.

backend Hard-coded value set to the SAML backend library packaged with Hue
(i bsam . backend. SAM_2Backend).

base url URL that the SAML Identity Provider uses for responses. Typically used in Load
balanced Hue environments.

cert_file Path to the X.509 certificate to be sent along with the encrypted metadata. File

format must be .PEM.

create_users_on_|l ogin

Boolean, that when True, creates users from Openld, upon successful login.

entity_id Service provider ID. Can also accept a pattern where '<base_url>'is replaced with
the server URL base.
key file Path to the private key used to encrypt the metadata. File format must be .PEM.

key_fil e_password

Password used to decrypt the X.509 certificate in memory.

| ogout _enabl ed

Boolean, that when True, enables single logout.

| ogout _requests_signed

Boolean, that when True, signs Hue-initiated logout requests with an X.509
certificate.

netadata file

Path to the readable metadata XML file that you copy from Identity Provider.

nanme_i d_f or mat

The format of the NamelD that Hue requests from the SAML server.

optional _attri butes

Comma-separated list of optional attributes that Hue requests from the Identity
Provider.

required_attributes

Comma-separated list of attributes that Hue requests from the Identity Provider.
For example, ui d and emai | .




SAML Parameter Description

redirect_whitelist Fully qualified domain name of the SAML server:
"ML *$, Mhttps:\/\/ <SAM__server _FQDN>\/. *$".

user _attribute_mapping Map of Identity Provider attributes to Hue django user attributes. For example,
{'uid':'username’, 'email':'email'}.

user nane_sour ce Determines if username should be deremined from nameid or attributes.

xm sec_bi nary Path to the xnl sec_bi nary, an executable to sign, verify, encrypt, and decrypt
SAML requests and assertions. It must be executable by the user, hue.

¢ redirect_whitelist:
Hue uses the property, r edi rect _whi t el i st, to protect itself from redirecting to unapproved URLs.

Set the parameter, r edi rect _whi t el i st, in the [desktop] section of hue. i ni , to the fully qualified domain
name of the SAML server so that Hue can redirect to the SAML server for authentication.

redirect_whitelist="\/.3$, "https:\/\/<SAM__server_fully qualified _domain_nanme>\/.$

¢ backend

Point the property, backend, to the SAML backend (packaged with Hue). The backend property is in hue. i ni
under [ deskt op] >[[aut h]] and should be configured as follows:

backend=l i bsanl . backend. SAM_2Backend

¢ xmlsec_binary

Find the path to the XML Security (xmlsec) library that you installed in Step 2:
whi ch xml secl
Point the parameter, xml sec_bi nary, to the xmlsecl path:

xm sec_bi nary=/usr/ bi n/ xm secl

¢ metadata_file
In Step 3, you created an XML file with metadata from your Identity Provider. Point the parameter, metadata_file,
to the path of that file:

nmet adata_fil e=/path/to/ <your _idp_netadata_file> xm

¢ key_file and cert_file

To enable communication between Hue and the Identity Provider, you need a private key and certificate. The
private key signs requests sent to the Identity Provider and the certificate file encrypts and decrypts messages
from the Identity Provider.

Copy these files from the Identity Provider and setkey fileandcert fil e totheir respective paths. Both files
are in PEM format and must be named with the .PEM extension.

’ Note: The key and certificate files specified by the key_fileandcert_fil e parametersin
El hue. i ni must be .PEM files.

Users with password-protected certificates can set the property, key_fil e_password in hue. i ni . Hue uses
the password to decrypt the SAML certificate in memory and passes it to xmlsecl through a named pipe. The
decrypted certificate never touches the disk. This only works for POSIX-compatible platforms.



Step 6: Configure SAML

After Hue is configured and restarted, copy the metadata generated by Hue server and send it to your Identity Provider
so they can configure the SAML server.

. Ensure Hue is configured, restarted, and running.

. Gotohttp://<hue_fgdn>: 8888/ sanl 2/ net adat a.

. Copy the metadata and send it to your Identity Provider.

. Ensure that your Identity Provider configures the SAML server with the Hue metadata (just as you configured the
Hue server with SAML metadata).
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Troubleshooting
To enable DEBUG messages for all the logs in the directory, / var / | og/ hue, choose one of these methods:

e Inthe Hue Web Ul, go to the Home page, select Server Logs, and check the box by Force Debug Level. Debug is
enabled on-the-fly.

¢ In Cloudera Manager, go to Hue > Configuration, search for and set Enable Django Debug Mode, click Save
Changes, and Restart the Hue service.

e Atthe commandline, open/ et ¢/ hue/ conf/ hue. i ni,scrollto[ deskt op] ,andsetdj ango_debug_node=t r ue.
Restart the Hue service:

sudo service hue restart

SAML SSL Error
OpenSSL might fail in CDH 5.5.x and higher with this message:

SSLError: [Errno bad handshake] [('SSL routines', 'SSL3_CHECK CERT_AND ALGORI THM, 'dh
key too small')]

To resolve, append the following code to the file,
[usr/javal <your _jdk_version>-clouderal/jre/libl/security/java.security:

jdk.tls.disabl edAl gorithnms=MD5, RC4, DH

SAML Decrypt Error

The following error is an indication that you are using a slightly different SAML protocol from what Hue expects:
Error: ('failed to decrypt', -1)

To resolve:

1. Download and rename Python script, fix-xmlsec1.txt.

wget http://wmv cl ouder a. comf docunent ati on/ ot her/ shared/ fix-xm secl.txt -Ofix-xm secl. py

2. Change permissions as appropriate, for example:

chnmod 755 fix-xm secl. py

3. Inhue.ini,setxm sec_bi nary=<path_to_script>/fix-xm secl. py.
4. Runfix-xm secl. py.
This script repairs the known issue whereby xmlsec1 is not compiled with Ret ri eval Met hod and cannot find the

location of the encrypted key. SAML2 responses would sometimes place Encr ypt edKey outside of the Encr ypt edDat a
tree. This script moves Encr ypt edKey under Encr ypt edDat a.


http://tiny.cloudera.com/fix-xmlsec1

Impala Authentication

Authentication is the mechanism to ensure that only specified hosts and users can connect to Impala. It also verifies
that when clients connect to Impala, they are connected to a legitimate server. This feature prevents spoofing such as
impersonation (setting up a phony client system with the same account and group names as a legitimate user) and
man-in-the-middle attacks (intercepting application requests before they reach Impala and eavesdropping on sensitive
information in the requests or the results).

Impala supports authentication using either Kerberos or LDAP.

E,i Note: Regardless of the authentication mechanism used, Impala always creates HDFS directories and

data files owned by the same user (typically i npal a). To implement user-level access to different
databases, tables, columns, partitions, and so on, use the Sentry authorization feature, as explained
in Enabling Sentry Authorization for Impala on page 411.

Once you are finished setting up authentication, move on to authorization, which involves specifying what databases,
tables, HDFS directories, and so on can be accessed by particular users when they connect through Impala. See Enabling
Sentry Authorization for Impala on page 411 for details.

Enabling Kerberos Authentication for Impala

Impala supports Kerberos authentication. For background information on enabling Kerberos authentication, see the
topic on Configuring Hadoop Security in the CDH 5 Security Guide.

When using Impala in a managed environment, Cloudera Manager automatically completes Kerberos configuration.
In an unmanaged environment, create a Kerberos principal for each host runningi npal ad or st at est or ed. Cloudera
recommends using a consistent format, such asi npal a/ _HOST@Your - Real m but you can use any three-part Kerberos
server principal.

In Impala 2.0 and later, user () returns the full Kerberos principal string, such as user @xanpl e. com in a Kerberized
environment.

E,’ Note: Regardless of the authentication mechanism used, Impala always creates HDFS directories and

data files owned by the same user (typically i npal a). To implement user-level access to different
databases, tables, columns, partitions, and so on, use the Sentry authorization feature, as explained
in Enabling Sentry Authorization for Impala on page 411.

An alternative form of authentication you can use is LDAP, described in Enabling LDAP Authentication for Impala on
page 157.

Requirements for Using Impala with Kerberos

On version 5 of Red Hat Enterprise Linux and comparable distributions, some additional setup is needed for the
i mpal a- shel | interpreter to connect to a Kerberos-enabled Impala cluster:

sudo yuminstall python-devel openssl-devel python-pip
sudo pi p-python install ssl


http://www.cloudera.com/documentation/enterprise/latest/topics/cdh_sg_cdh5_hadoop_security.html

o Important:

¢ If you plan to use Impala in your cluster, you must configure your KDC to allow tickets to be
renewed, and you must configure kr b5. conf to request renewable tickets. Typically, you can
do this by adding the max_r enewabl e_l i f e setting to your realm in kdc. conf, and by adding
therenew | i feti ne parameter to the | i bdef aul t s section of kr b5. conf .

For more information about renewable tickets, see the Kerberos documentation.

¢ The Impala Web Ul does not support Kerberos authentication.

¢ You cannot use the Impala resource management feature on a cluster that has Kerberos
authentication enabled.

Startalli mpal ad and st at est or ed daemons with the - - pri nci pal and - - keyt ab- fi | e flags set to the principal
and full path name of the keyt ab file containing the credentials for the principal.

Impala supports the Cloudera ODBC driver and the Kerberos interface provided. To use Kerberos through the ODBC
driver, the host type must be set depending on the level of the ODBD driver:

e Secl npal a for the ODBC 1.0 driver.

e SecBeeswax for the ODBC 1.2 driver.

¢ Blank for the ODBC 2.0 driver or higher, when connecting to a secure cluster.

e HS2NoSas! for the ODBC 2.0 driver or higher, when connecting to a non-secure cluster.

To enable Kerberos in the Impala shell, start the i npal a- shel | command using the - k flag.

To enable Impala to work with Kerberos security on your Hadoop cluster, make sure you perform the installation and
configuration steps in Authentication in the CDH 5 Security Guide.

Configuring Impala to Support Kerberos Security
Enabling Kerberos authentication for Impala involves steps that can be summarized as follows:

e Creating service principals for Impala and the HTTP service. Principal names take the form:
servi ceNane/ ful ly. qual i fi ed. donai n. name @GXERBERCS. REALM

e Creating, merging, and distributing key tab files for these principals.

e Editing/ et c/ def aul t /i npal a (in cluster not managed by Cloudera Manager), or editing the Security settings
in the Cloudera Manager interface, to accommodate Kerberos authentication.

Enabling Kerberos for Impala

1. Create an Impala service principal, specifying the name of the OS user that the Impala daemons run under, the
fully qualified domain name of each node running i npal ad, and the realm name. For example:

$ kadmin
kadni n: addprinc -requires_preauth -randkey
i mpal a/ i npal a_host . exanpl e. com@EST. EXAMPLE. COM

2. Create an HTTP service principal. For example:

kadmi n: addprinc -randkey HTTP/ i npal a_host. exanpl e. com@EeEST. EXAMPLE. COM

E’; Note: The HTTP component of the service principal must be uppercase as shown in the preceding
example.


http://web.mit.edu/Kerberos/krb5-1.8/
http://www.cloudera.com/documentation/enterprise/latest/topics/sg_authentication.html

3. Create keyt ab files with both principals. For example:

kadm n: xst
kadm n: xst
kadmi n: quit

i npal a. keytab i npal a/i npal a_host . exanpl e. com

-k
-k http. keytab HTTP/i npal a_host. exanpl e. com

4. Usekt util toreadthe contents of the two keytab files and then write those contents to a new file. For example:

$ ktutil

ktutil: rkt inpala.keytab
ktutil: rkt http.keytab
ktutil: wkt inpala-http.keytab
ktutil: quit

5. (Optional) Test that credentials in the merged keytab file are valid, and that the “renew until” date is in the future.
For example:

$ klist -e -k -t inpala-http. keytab

6. Copy the i npal a- htt p. keyt ab file to the Impala configuration directory. Change the permissions to be only
read for the file owner and change the file owner to the i npal a user. By default, the Impala user and group are
both named i npal a. For example:

$ cp inpal a-http. keytab /etc/inpal a/ conf
$ cd /etc/inpal a/ conf

$ chnod 400 inpal a- http. keytab

$ chown inpal a:inpal a | npal a- http. keytab

7. Add Kerberos options to the Impala defaults file, / et ¢/ def aul t / i npal a. Add the options for both the i npal ad
and st at est or ed daemons, using the | MPALA_ SERVER ARGSand | MPALA STATE_STORE_ARGSvariables. For
example, you might add:

-kerberos_reinit_interval =60
- princi pal =i mpal a_1/i npal a_host . exanpl e. com@EST. EXAMPLE. COM
-keytab_file=/var/run/cl oudera-scm agent/ process/ 3212-i npal a- | MPALAD/ i npal a. keyt ab

For more information on changing the Impala defaults specified in/ et ¢/ def aul t /i npal a, see Modifying Impala
Startup Options.

E,’ Note: Restarti npal ad and st at est or ed for these configuration changes to take effect.

Enabling Kerberos for Impala with a Proxy Server

A common configuration for Impala with High Availability is to use a proxy server to submit requests to the actual

i mpal ad daemons on different hosts in the cluster. This configuration avoids connection problems in case of machine
failure, because the proxy server can route new requests through one of the remaining hosts in the cluster. This
configuration also helps with load balancing, because the additional overhead of being the “coordinator node” for
each query is spread across multiple hosts.

Although you can set up a proxy server with or without Kerberos authentication, typically users set up a secure Kerberized
configuration. For information about setting up a proxy server for Impala, including Kerberos-specific steps, see Using
Impala through a Proxy for High Availability.

Enabling Impala Delegation for Kerberos Users

See Configuring Impala Delegation for Hue and Bl Tools on page 160 for details about the delegation feature that lets
certain users submit queries using the credentials of other users.




Using TLS/SSL with Business Intelligence Tools

You can use Kerberos authentication, TLS/SSL encryption, or both to secure connections from JDBC and ODBC applications
to Impala. See Configuring Impala to Work with JDBC and Configuring Impala to Work with ODBC for details.

Prior to CDH 5.7 / Impala 2.5, the Hive JDBC driver did not support connections that use both Kerberos authentication
and SSL encryption. If your cluster is running an older release that has this restriction, to use both of these security
features with Impala through a JDBC application, use the Cloudera JDBC Connector as the JDBC driver.

Enabling Access to Internal Impala APIs for Kerberos Users

For applications that need direct access to Impala APls, without going through the HiveServer2 or Beeswax interfaces,
you can specify a list of Kerberos users who are allowed to call those APIs. By default, the i npal a and hdf s users are
the only ones authorized for this kind of access. Any users not explicitly authorized through the

i nternal _princi pal s_whitelist configuration setting are blocked from accessing the APIs. This setting applies
to all the Impala-related daemons, although currently it is primarily used for HDFS to control the behavior of the catalog
server.

Mapping Kerberos Principals to Short Names for Impala

In and higher, Impala recognizes the aut h_t o_| ocal setting, specified through the HDFS configuration setting
hadoop. security. auth_to_l ocal orthe Cloudera Manager setting Additional Rules to Map Kerberos Principals
to Short Names. This feature is disabled by default, to avoid an unexpected change in security-related behavior. To
enable it:

¢ For clusters not managed by Cloudera Manager, specify - - | oad_aut h_t o_I ocal _rul es=t rue inthei npal ad
and cat al ogdconfiguration settings.

¢ For clusters managed by Cloudera Manager, select the Use HDFS Rules to Map Kerberos Principals to Short Names
checkbox to enable the service-wide| oad_aut h_t o_| ocal _r ul es configuration setting. Then restart the Impala
service.

See Using Auth-to-Local Rules to Isolate Cluster Users for general information about this feature.

Enabling LDAP Authentication for Impala

Authentication is the process of allowing only specified named users to access the server (in this case, the Impala
server). This feature is crucial for any production deployment, to prevent misuse, tampering, or excessive load on the
server. Impala uses LDAP for authentication, verifying the credentials of each user who connects throughi npal a- shel I,
Hue, a Business Intelligence tool, JDBC or ODBC application, and so on.

E,’ Note: Regardless of the authentication mechanism used, Impala always creates HDFS directories and

data files owned by the same user (typically i npal a). To implement user-level access to different
databases, tables, columns, partitions, and so on, use the Sentry authorization feature, as explained
in Enabling Sentry Authorization for Impala on page 411.

An alternative form of authentication you can use is Kerberos, described in Enabling Kerberos Authentication for Impala
on page 154.

Requirements for Using Impala with LDAP

Authentication against LDAP servers is available in Impala 1.2.2 and higher. Impala 1.4.0 adds support for secure LDAP
authentication through SSL and TLS.

The Impala LDAP support lets you use Impala with systems such as Active Directory that use LDAP behind the scenes.
Kerberos Authentication for Connections Between Impala Components

Only client->Impala connections can be authenticated by LDAP.


http://www.cloudera.com/content/www/en-us/downloads.html
http://www.cloudera.com/documentation/enterprise/latest/topics/sg_auth_to_local_isolate.html

You must use the Kerberos authentication mechanism for connections between internal Impala components, such as
between the i npal ad, st at est or ed, and cat al ogd daemons. See Enabling Kerberos Authentication for Impala on
page 154 on how to set up Kerberos for Impala.

Server-Side LDAP Setup
These requirements apply on the server side when configuring and starting Impala:
To enable LDAP authentication, set the following startup options for i npal ad:

e --enabl e_| dap_aut h enables LDAP-based authentication between the client and Impala.

e --|dap_uri setsthe URI of the LDAP server to use. Typically, the URIl is prefixed with | dap: //.InImpala 1.4.0
and higher, you can specify secure SSL-based LDAP transport by using the prefix| daps: / /. The URI can optionally
specify the port, for example: | dap: / /|1 dap_server. cl oudera. com 389 or
| daps:/ /1 dap_server. cl oudera. com 636. (389 and 636 are the default ports for non-SSL and SSL LDAP
connections, respectively.)

e Forl daps:// connections secured by SSL, - -1 dap_ca_certificate="/path/to/certificate/pent
specifies the location of the certificate in standard . PEMformat. Store this certificate on the local filesystem, in a
location that only the i npal a user and other trusted users can read.

Support for Custom Bind Strings

When Impala connects to LDAP it issues a bind call to the LDAP server to authenticate as the connected user. Impala
clients, including the Impala shell, provide the short name of the user to Impala. This is necessary so that Impala can
use Sentry for role-based access, which uses short names.

However, LDAP servers often require more complex, structured usernames for authentication. Impala supports three
ways of transforming the short name (for example, ' henry' ) to a more complicated string. If necessary, specify one
of the following configuration options when starting the i npal ad daemon on each DataNode:

e --| dap_donai n: Replaces the username with a string user name@ dap_dormai n.
e --| dap_baseDN: Replaces the username with a “distinguished name” (DN) of the form:
ui d=useri d, | dap_baseDN. (This is equivalent to a Hive option).
e --|dap_bi nd_pattern:Thisis the most general option, and replaces the username with the string

Idap_bind_pattern where all instances of the string #Ul Dare replaced with userid. For example, an
| dap_bi nd_patt er nof "user =#Ul D, OU=f 00, CN=bar " with a username of henr y will construct a bind name
of "user =henry, OU=f oo, CN=bar ".

For clusters not managed by Cloudera Manager, specify the option on the i npal ad command line. For clusters managed
by Cloudera Manager 5.4.0 and higher, search for the configuration field names | dap_donai n, | dap_basedn, or

| dap_bi nd_pat t er n, fill in and save the appropriate field values, and restart the Impala service. Prior to Cloudera
Manager 5.4.0, these values were filled in using the Impala Daemon Command Line Argument Advanced Configuration
Snippet (Safety Valve) field.

These options are mutually exclusive; Impala does not start if more than one of these options is specified.

Secure LDAP Connections

To avoid sending credentials over the wire in cleartext, you must configure a secure connection between both the
client and Impala, and between Impala and the LDAP server. The secure connection could use SSL or TLS.

Secure LDAP connections through SSL:

For SSL-enabled LDAP connections, specify a prefix of | daps: // instead of | dap: / /. Also, the default port for
SSL-enabled LDAP connections is 636 instead of 389.

Secure LDAP connections through TLS:

TLS, the successor to the SSL protocol, is supported by most modern LDAP servers. Unlike SSL connections, TLS
connections can be made on the same server port as non-TLS connections. To secure all connections using TLS, specify
the following flags as startup options to the i npal ad daemon:



e --|dap_tI s tells Impala to start a TLS connection to the LDAP server, and to fail authentication if it cannot be
done.

e --ldap_ca_certificate="/path/to/certificatelpent specifiesthe location of the certificate in standard
. PEMformat. Store this certificate on the local filesystem, in a location that only the i mpal a user and other trusted
users can read.

LDAP Authentication for impala-shell Interpreter

To connect to Impala using LDAP authentication, you specify command-line options to the i npal a- shel | command
interpreter and enter the password when prompted:

e -| enables LDAP authentication.

e - u sets the user. Per Active Directory, the user is the short username, not the full LDAP distinguished name. If
your LDAP settings include a search base, use the - - | dap_bi nd_patt er n on the i npal ad daemon to translate
the short user name from i nmpal a- shel | automatically to the fully qualified name.

e inpal a- shel | automatically prompts for the password.

For the full list of available i mpal a- shel | options, see impala-shell Configuration Options.

LDAP authentication for JDBC applications: See Configuring Impala to Work with JDBC for the format to use with the
JDBC connection string for servers using LDAP authentication.

Enabling LDAP for Impala in Hue

Enabling LDAP for Impala in Hue Using Cloudera Manager

1. Go to the Hue service.

. Click the Configuration tab.

. Select Scope > Hue Server.

. Select Category > Advanced.

. Add the following properties to the Hue Server Advanced Configuration Snippet (Safety Valve) for
hue_safety_valve_server.ini property.

u b WN

[i mpal a]
aut h_user name=<LDAP usernane of Hue user to be authenticated>
aut h_passwor d=<LDAP password of Hue user to be authenticated>

6. Click Save Changes.

Enabling LDAP for Impala in Hue Using the Command Line

LDAP authentication for the Impala app in Hue can be enabled by setting the following properties under the [ i npal a]
section in hue. i ni .

aut h_user nane LDAP username of Hue user to be authenticated.

aut h_password LDAP password of Hue user to be authenticated.

These login details are only used by Impala to authenticate to LDAP. The Impala service trusts Hue to have already
validated the user being impersonated, rather than simply passing on the credentials.

Enabling Impala Delegation for LDAP Users

See Configuring Impala Delegation for Hue and Bl Tools on page 160 for details about the delegation feature that lets
certain users submit queries using the credentials of other users.

LDAP Restrictions for Impala

The LDAP support is preliminary. It currently has only been tested against Active Directory.




Using Multiple Authentication Methods with Impala

Impala 2.0 and later automatically handles both Kerberos and LDAP authentication. Each i npal ad daemon can accept
both Kerberos and LDAP requests through the same port. No special actions need to be taken if some users authenticate
through Kerberos and some through LDAP.

Prior to Impala 2.0, you had to configure each i npal ad to listen on a specific port depending on the kind of
authentication, then configure your network load balancer to forward each kind of request to a DataNode that was
set up with the appropriate authentication type. Once the initial request was made using either Kerberos or LDAP
authentication, Impala automatically handled the process of coordinating the work across multiple nodes and transmitting
intermediate results back to the coordinator node.

Configuring Impala Delegation for Hue and Bl Tools

When users submit Impala queries through a separate application, such as Hue or a business intelligence tool, typically
all requests are treated as coming from the same user. In Impala 1.2 and higher, Impala supports “delegation” where
users whose names you specify can delegate the execution of a query to another user. The query runs with the privileges
of the delegated user, not the original authenticated user.

The name of the delegated user is passed using the HiveServer2 protocol configuration property i npal a. doas. user
when the client connects to Impala.

Currently, the delegation feature is available only for Impala queries submitted through application interfaces such as
Hue and BI tools. For example, Impala cannot issue queries using the privileges of the HDFS user.

The delegation feature is enabled by the startup option for i npal ad: - - aut hori zed_pr oxy_user_confi g.

The syntax for the option is:
--aut hori zed proxy_user_confi g=aut henti cat ed_user 1=del egat ed user 1, del egat ed user2,...;authenti cated user2=. ..

¢ The list of authorized users are delimited with ;
¢ The list of delegated users are delimited with , by default.

e Usethe--authorized proxy user _config_delinter startup option to override the default user delimiter
(the comma character) to another character.

e Wildcard (*) is supported to delegated to any users, e.g. - - aut hori zed_pr oxy_user _conf i g=hue=*. Make
sure to use single quotes or escape characters to ensure that any * characters do not undergo wildcard expansion
when specified in command-line arguments.

When you start Impala with the - - aut hori zed_pr oxy_user_confi g=aut henti cat ed_user =del egat ed_user
option:
e Authentication is based on the user on the left hand side (authenticated_user).
e Authorization is based on the right hand side user(s) (delegated_user).
¢ When opening a client connection, the client must provide a delegated username via the HiveServer2 protocol
property,i npal a. doas. user or Del egati onUl D.
¢ |tis not necessary for authenticated_user to have the permission to access/edit files.
e |tis not necessary for the delegated users to have access to the service via Kerberos.
e delegated_user must exist in the OS.
e Inlmpala,user () returns authenticated_userandef f ecti ve_user () returnsthe delegated user that the client
specified.
The user delegation process works as follows:
1. The Impalad daemon starts with the following option:
e --authorized_proxy_user_config=aut henti cat ed_user=del egat ed_user

2. Aclient connects to Impala via the HiveServer2 protocol with the i npal a. doas. user configuration property,
e.g. connected user is authenticated_user with i npal a. doas. user =del egat ed_user.

3. The client user authenticated_user sends a request to Impala as the delegated user delegated_user.



4. Impala checks if delegated_user is in the list of authorized delegate users for the user authenticated_user.
5. If the user is an authorized delegated user for authenticated_user, the request is executed as the delegate user
delegated_user.

See this Cloudera blog post for background information about the delegation capability in HiveServer2.

To set up authentication for the delegated users:

¢ On the server side, configure either user/password authentication through LDAP, or Kerberos authentication, for
all the delegated users. See Enabling LDAP Authentication for Impala on page 157 or Enabling Kerberos Authentication
for Impala on page 154 for details.

¢ On the client side, to learn how to enable delegation, consult the documentation for the ODBC driver you are
using.

Enabling Delegation in Cloudera Manager
To enable delegation in Cloudera Manager:

1. Navigate to Clusters > Impala > Configuration > Policy File-Based Sentry.
2. In the Proxy User Configuration field, type the a semicolon-separated list of key=value pairs of authorized proxy
users to the user(s) they can impersonate. The list of delegated users are delimited with a comma, e.g. hue=user1,

user2.

The user names should be given in the short form. The names are case-sensitive

3. Click Save Changes and then restart Impala service.

Llama Authentication

E,’ Note:

The use of the Llama component for integrated resource management within YARN is no longer
supported with and higher. The Llama support code is removed entirely in and higher.

For clusters running Impala alongside other data management components, you define static service
pools to define the resources available to Impala and other components. Then within the area allocated
for Impala, you can create dynamic service pools, each with its own settings for the Impala admission
control feature.

This section describes how to configure Llama in CDH 5 with Kerberos security in a Hadoop cluster.

E,’ Note: Llama has been tested only in a Cloudera Manager deployment. For information on using
Cloudera Manager to configure Llama and Impala, see Installing Impala.

Configuring Llama to Support Kerberos Security

1. Create a Llama service user principal using the syntax:| | ama/ ful | y. qual i fi ed. domai n. nane @OUR- REALM
This principal is used to authenticate with the Hadoop cluster, where fully.qualified.domain.name is the host
where Llama is running and YOUR-REALM is the name of your Kerberos realm:

$ kadmin
kadni n: addprinc -randkey
I'lama/fully. qualified. domai n. nane @OUR- REALM



2. Create a keytab file with the Llama principal:

$ kadmin
kadmi n: xst -k |lama. keytab Ilanma/fully.qualified.donain. nane

3. Test that the credentials in the keytab file work. For example:

$ klist -e -k -t |l ama. keytab

4. Copy the |l | ama. keyt ab file to the Llama configuration directory. The owner of the | | ama. keyt ab file should
be the | | ama user and the file should have owner-only read permissions.

5. Edit the Llama | | ama- si t e. xm configuration file in the Llama configuration directory by setting the following

properties:

Property Value

Il ama. am server.thrift.security true

Il ama. am server.thrift. kerberos. keytab.file Il ama/ conf . keyt ab

I ama. am server.thrift.kerberos. server. principal.name|llanma/fully.qualified. domai n. name

I'lana. amserver.thrift. kerberos. notification. principal .nane|i npal a

6. Restart Llama to make the configuration changes take effect.

Oozie Authentication

This section describes how to configure Oozie CDH 5 with Kerberos security on a Hadoop cluster:

¢ Configuring Kerberos Authentication for the Oozie Server on page 162
¢ Configuring Oozie HA with Kerberos on page 164

o Important:

To enable Oozie to work with Kerberos security on your Hadoop cluster, make sure you perform the
installation and configuration steps in Configuring Hadoop Security in CDH 5. Also note that when
Kerberos security is enabled in Oozie, a web browser that supports Kerberos HTTP SPNEGO is required
to access the Oozie web-console (for example, Firefox, Internet Explorer or Chrome).

o Important:

If the NameNode, Secondary NameNode, DataNode, JobTracker, TaskTrackers, ResourceManager,
NodeManagers, HttpFS, or Oozie services are configured to use Kerberos HTTP SPNEGO authentication,
and two or more of these services are running on the same host, then all of the running services must
use the same HTTP principal and keytab file used for their HTTP endpoints.

Configuring Kerberos Authentication for the Oozie Server

1. Create a Oozie service user principal using the syntax:
oozi e/ <fully.qualified. domai n. name>@YOUR- REALM>. This principal is used to authenticate with the
Hadoop cluster. where: f ul I y. qual i fi ed. domai n. nane is the host where the Oozie server is running
YOUR- REALMis the name of your Kerberos realm.

kadmi n: addprinc -randkey oozie/fully.qualified.domain. name@OUR- REALM COM



2. Create a HTTP service user principal using the syntax: HTTP/ <f ul | y. qual i f i ed. domai n. name>@YOUR- REALM>.
This principal is used to authenticate user requests coming to the Oozie web-services. where:
fully.qualified.domai n. nane is the host where the Qozie server is running YOUR- REALMis the name of
your Kerberos realm.

kadm n: addprinc -randkey HTTP/fully.qualified. donai n. nane@OUR- REALM COM

o Important:

The HTTP/ component of the HTTP service user principal must be upper case as shown in the
syntax and example above.

3. Create keytab files with both principals.

$ kadmin
kadmi n: xst -k oozie.keytab oozie/fully.qualified.donain. nane
kadmi n: xst -k http.keytab HTTP/fully. qualified. domai n. nane

4. Merge the two keytab files into a single keytab file:

$ ktutil

ktutil: rkt oozie.keytab
ktutil: rkt http.keytab
ktutil: wkt oozie-http.keytab

5. Test that credentials in the merged keytab file work. For example:
$ klist -e -k -t oozie-http. keytab

6. Copy theoozi e- htt p. keyt ab file to the Oozie configuration directory. The owner of the 0ozi e- ht t p. keyt ab
file should be the 0ozi e user and the file should have owner-only read permissions.

7. Edit the Oozie server oozi e- si t e. xrm configuration file in the Oozie configuration directory by setting the
following properties:

o Important: You must restart the Oozie server to have the configuration changes take effect.

Property Value

00zi e. servi ce. HadoopAccessor Servi ce. ker beros. enabl ed | t r ue

| ocal .realm <REALM>

oozi e. servi ce. HadoopAccessor Servi ce. keytab. fil e |/ et ¢/ oozi e/ conf/ oozi e- htt p. keyt ab for a
package installation, or

<EXPANDED_DI R>/ conf/ oozi e- htt p. keyt ab fora
tarball installation

oozi e. servi ce. HadoopAccessor Servi ce. kerberos. princi pal | oozi e/ <fully. qual i fi ed. donai n. nane>@YALR REALM GOV

oozi e. aut henti cati on. type ker ber os

oozi e. aut henti cati on. ker beros. pri nci pal HITH <ful ly. qual i fi ed. donai n. nane>@YAR REALM GOV

oozi e. aut henti cati on. ker ber os. nane. rul es |Use the value configured for
hadoop. security.auth_to_Il ocal in
core-site.xm




Configuring Oozie HA with Kerberos

o Important:

¢ If you use Cloudera Manager, do not use these command-line instructions. Use the Cloudera
Manager Kerberos wizard instead, which automates the steps described in this section. If you
have already enabled Kerberos, Cloudera Manager will automatically generate Kerberos credentials
for the new Oozie server. It will also regenerate credentials for any existing servers.

¢ This information applies specifically to CDH 5.11.0. If you use a lower version of CDH, see the
documentation for that version located at Cloudera Documentation.

In CDH 5, you can configure multiple active Oozie servers against the same database, providing high availability for
QOozie. For instructions on setting up Oozie HA, see Oozie High Availability

Let's assume a setup with three hosts running Oozie servers: host 1. exanpl e. com host 2. exanpl e. com and
host 3. exanpl e. com The Load Balancer which directs traffic to the Oozie servers is running on oozi e. exanpl e. com
Perform the following steps to configure Kerberos authentication on this Oozie HA-enabled deployment:

1. Assuming your Kerberos realm is EXAMPLE. COV| create the following Kerberos principals:

e 00zi e/ host 1. exanpl e. com@EXAVPLE. COM

e 00zi e/ host 2. exanpl e. com@XAVPLE. COM

e 00zi e/ host 3. exanpl e. com@XAVPLE. COM

e HTTP/ host 1. exanpl e. com@&XAMPLE. COM

e HTTP/ host 2. exanpl e. com@XAMPLE. COM

e HTTP/ host 3. exanpl e. com@&XAMPLE. COM

e For the Load Balancer: HTTP/ oozi e. exanpl e. com@XAMPLE. COM

2. On each host, create a keytab file with the corresponding oozi e and HTTP principals from the list above. Each
keytab file should also have the Load Balancer's HTTP principal. For example, the keytab file on host 1 would
comprise:

e 00zi e/ host 1. exanpl e. com@XAMPLE. COM
e HTTP/ host 1. exanpl e. com@XAMPLE. COM
e HTTP/ oozi e. exanpl e. com@XAMPLE. COM

3. On each host, configure the following properties in oozi e-site. xm :

<property>
<nanme>o0zi e. aut henti cati on. ker ber os. pri nci pal </ nane>
<val ue>HTTP/ <host nanme>@EXAMPLE. COW/ val ue>
<descri pti on>
I ndi cates the Kerberos principal to be used for HTTP endpoi nt.
The principal MIST start with 'HTTP/' as per Kerberos HTTP SPNEGO speci fication.

</ descri ption>
</ property>

<property>
<nanme>o0zi e. aut henti cati on. ker ber os. keyt ab</ nanme>
<val ue>${ oozi e. servi ce. HadoopAccessor Servi ce. keyt ab. fil e} </ val ue>
<descri pti on>
Locati on of the keytab file with the credentials for the principal.
Referring to the same keytab file Oozie uses for its Kerberos credentials for
Hadoop.
</ descri ption>
</ property>


http://www.cloudera.com/content/support/en/documentation.html

Solr Authentication

This section describes how to configure Solr to enable authentication.

When authentication is enabled, only specified hosts and users can connect to Solr. Authentication also verifies that
clients connect to legitimate servers. This feature prevents spoofing such as impersonation and man-in-the-middle
attacks. Search supports Kerberos and LDAP authentication.

Cloudera Search supports a variety of combinations of authentication protocols:

Table 6: Authentication Protocol Combinations

Solr Authentication Use Case
No authentication Insecure cluster
Kerberos only The Hadoop cluster has Kerberos turned on and every user

(or client) connecting to Solr has a Kerberos principal.

Kerberos and LDAP The Hadoop cluster has Kerberos turned on. External Solr
users (or clients) do not have Kerberos principals but do
have identities in the LDAP server. Client authentication
using LDAP requires that Kerberos is enabled for the
cluster. Using LDAP alone is not supported.

Once you are finished setting up authentication, configure Sentry authorization. Authorization involves specifying
which resources can be accessed by particular users when they connect through Search. See Configuring Sentry
Authorization for Cloudera Search on page 422 for details.

Enabling Kerberos Authentication for Solr

Solr supports Kerberos authentication. All necessary packages are installed when you install Search. To enable Kerberos,
create principals and keytabs and then modify default configurations.

The following instructions only apply to configuring Kerberos in an unmanaged environment. Kerberos configuration
is automatically handled by Cloudera Manager if you are using in a Cloudera Manager environment.

To create principals and keytabs
Repeat this process on all Solr server hosts.

1. Create a Solr service user principal using the syntax: sol r/ <f ul | y. qual i f i ed. donai n. nanme>@YOUR- REALM>.
This principal is used to authenticate with the Hadoop cluster. where: ful | y. qual i fi ed. donmai n. nane is the
host where the Solr server is running YOUR- REALMis the name of your Kerberos realm.

$ kadm n
kadm n: addprinc -randkey solr/fully.qualified.donmain. nane@OUR- REALM COM

2. Create a HTTP service user principal using the syntax: HTTP/ <f ul | y. qual i fi ed. don®i n. nane>@YOUR- REALM>.
This principal is used to authenticate user requests coming to the Solr web-services. where:
fully.qualified. domai n. nane is the host where the Solr server is running YOUR- REALMis the name of your
Kerberos realm.

kadm n: addprinc -randkey HTTP/fully.qualified. domai n. nane @OUR- REALM COM

E’; Note:

The HTTP/ component of the HTTP service user principal must be upper case as shown in the
syntax and example above.

3. Create keytab files with both principals.




kadm n: xst -norandkey -k solr.keytab solr/fully.qualified.domain.nane \
HTTP/ ful ly. qualifi ed. domai n. name

4. Test that credentials in the merged keytab file work. For example:
$ klist -e -k -t solr.keytab

5. Copy the sol r. keyt ab file to the Solr configuration directory. The owner of the sol r . keyt ab file should be
the sol r user and the file should have owner-only read permissions.

To modify default configurations
Repeat this process on all Solr server hosts.

1. Ensure that the following properties appearin/ et c/ def aul t/ sol r or
/ opt/ cl ouder a/ par cel s/ CDH */ et ¢/ def aul t/ sol r and that they are uncommented. Modify these properties
to match your environment. The relevant properties to be uncommented and modified are:
SOLR_AUTHENTI CATI ON_TYPE=ker ber os
SOLR_AUTHENTI CATI ON_SI MPLE_ALLOW ANON=t r ue
SOLR_AUTHENTI CATI ON_KERBEROS_KEYTAB=/ et c/ sol r/ conf/ sol r. keyt ab
SOLR_AUTHENTI CATI ON_KERBEROS PRI NCI PAL=HTTP/ | ocal host @ OCALHCST

SOLR_AUTHENTI CATI ON_KERBEROS_NANMVE_RULES=DEFAULT
SOLR_AUTHENTI CATI ON_JAAS CONF=/ et ¢/ sol r/ conf/j aas. conf

E,i Note: Modify the values for these properties to match your environment. For example, the
SOLR_AUTHENTI CATI ON_KERBERCS PRI NCI PAL=HTTP/ | ocal host @ OCALHOST mustinclude
the principal instance and Kerberos realm for your environment. That is often different from
| ocal host @ OCALHOST.

2. Set hadoop. security. auth_to_| ocal to match the value specified by
SOLR_AUTHENTI CATI ON_KERBEROS_NAME_RULESin/ et c/ def aul t/ sol r or
[ opt/ cl ouder a/ parcel s/ CDH*/ et c/ defaul t/sol r.

E,i Note: Forinformation on how to configure the rules, see Configuring the Mapping from Kerberos
Principals to Short Names. For additional information on using Solr with HDFS, see Configuring
Solr for Use with HDFS.

3. If using applications that use the sol rj library, set up the Java Authentication and Authorization Service (JAAS).

a. Create aj aas. conf file in the Solr configuration directory containing the following settings. This file and its
location must match the SOLR_AUTHENTI CATI ON_JAAS_CONF value. Make sure that you substitute a value
for pri nci pal that matches your particular environment.

Cient {
com sun. security. aut h. nodul e. Kr b5Logi nMbdul e required
useKeyTab=true
useTi cket Cache=f al se
keyTab="/et c/sol r/ conf/sol r. keyt ab"
principal ="solr/fully.qualified.domain. name@YOUR- REALM>" ;
b

Enabling LDAP Authentication for Solr

Before continuing, make sure that you have completed the steps in Enabling Kerberos Authentication for Solr on page
165. Solr supports LDAP authentication for external Solr client including:

¢ Command-line tools
e curl

e Web browsers

e Solr Java clients

In some cases, Solr does not support LDAP authentication. Use Kerberos authentication instead in these cases. Solr
does not support LDAP authentication with:
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e Search indexing components including the MapReduce indexer, Lily HBase indexer, or Flume.
¢ Solr internal requests such as those for replication or querying.
¢ Hadoop delegation token management requests such as GETDELEGATI ONTOKEN or RENEVDEL EGATI ONTOKEN.

Configuring LDAP Authentication for Solr using Cloudera Manager
You can configure LDAP-based authentication using Cloudera Manager at the Solr service level.

1. Go to the Solr service.

. Click the Configuration tab.

. Select Scope > Solr

. Select Category > Security

. Select Enable LDAP.

. Enter the LDAP URI in the LDAP URI property.

. Configure only one of following mutually exclusive parameters:

NoOu b~ WN

¢ LDAP BaseDN: Replaces the username with a "distinguished name" (DN) of the form:
ui d=useri d, | dap_baseDN. Typically used for OpenLDAP server installation.

-OR-

¢ Active Directory Domain: Replaces the username with a string user nanme@ dap_donai n. Typically used for
Active Directory server installation.

Configuring LDAP Authentication for Solr Using the Command Line

To enable LDAP authentication using the command line, configure the following environment variables in
[etc/default/solr:

SOLR_AUTHENTI CATI ON_HTTP_SCHEMES=Negot i at e, Basi ¢
SOLR_AUTHENTI CATI ON_HTTP_DELEGATI ON_MGMI_SCHEMES=Negot i at e
SOLR_AUTHENTI CATI ON_HTTP_BASI C_HANDLER=I dap

SOLR_AUTHENTI CATI ON_HTTP_NEGOT| ATE_HANDLER=ker ber os
SOLR_AUTHENTI CATI ON_LDAP_PROVI DER_URL=I dap: / / www. exanpl e. com

# Specify value for only one of SOLR_AUTHENTI CATI ON_LDAP_BASE_DN or
SOLR_AUTHENTI CATI ON_LDAP_BI ND_DOVAI N property.

SOLR_AUTHENTI CATI ON_LDAP_BASE_DN=ou=User s, dc=exanpl e, dc=com

# SOLR_AUTHENTI CATI ON_ LDAP Bl ND_DOVAI N=

# Required when using ‘Start TLS extension

# SOLR_AUTHENTI CATI ON_LDAP_ENABLE_START_TLS=f al se

Securing LDAP Connections

You can secure communications using LDAP-based encryption.

To avoid sending credentials over the wire in clear-text, you must configure a secure connection between both the
client and Solr, and between Solr and the LDAP server. The secure connection could use SSL or TLS.

Secure LDAP connections through SSL:

For SSL-enabled LDAP connections, specify a prefix of | daps: // instead of | dap: / /. Also, the default port for
SSL-enabled LDAP connections is 636 instead of 389.

Secure LDAP connections through TLS:

TLS, the successor to the SSL protocol, is supported by most modern LDAP servers. Unlike SSL connections, TLS
connections can be made on the same server port as non-TLS connections. You can enable xxx using Cloudera Manager.

1. Go to the Solr service.

2. Click the Configuration tab.
3. Select Scope > Solr

4. Select Category > Security


http://en.wikipedia.org/wiki/Transport_Layer_Security

5. Select Enable LDAP TLS.
6. Import the LDAP server security certificate in the Solr Trust Store file:

a. Enter the location for the Solr Trust Store File in Solr TLS/SSL Certificate Trust Store File.
b. Enter the password for the Solr Trust Store File in Solr TLS/SSL Certificate Trust Store Password.

LDAP Client Configuration

Some HTTP clients such as curl or the Apache Http Java client must be configured to use a particular scheme. For
example:

¢ curl tool supports using Kerberos or username/password authentication. Kerberos is activated using the
- -negot i at e flag and username/password based authentication is activated using the - - basi ¢ and - u flags.
e Apache HttpClient library can be configured to use specific authentication scheme. For more information, see the
HTTP authentication chapter of Apache's HttpClient Tutorial.

Typically, web browsers automatically choose a preferred authentication scheme. For more information, see the HTTP
authentication topic in The Chromium Projects.

To use LDAP authentication with Solr Java clients, Ht t pdl i ent Conf i gur er needs to configured for Solr. This can
either be done programmatically or using Java system properties.

For example, programmatic initialization might appear as:

Sanpl eSol rCient.java

i mport org.apache.solr.client.solrj.inmpl.HtpCientUil;
i mport org.apache.solr.client.solrj.inpl.PreenptiveBasi cAut hConfi gurer;
i mport org. apache. sol r. cormon. par ans. Modi fi abl eSol r Par ans;

/**
* This method initializes the Solr client to use LDAP authentication
* This configuration is applicable to all Solr clients.
* @aram | dapUser Nane LDAP user nane
* @aram | dapPassword LDAP user password
*/
public static void initialize(String | dapUserNanme, String |dapPassword) {
HtpClientUtil.setConfigurer(new PreenptiveBasi cAut hConfigurer());
Modi fi abl eSol r Parans parans = new Modi fi abl eSol r Par ans() ;
parans. set (HttpdientUil.PROP_BASI C_ AUTH USER, | dapUser Nane);
parans. set (Httpdient Uil .PROP_BASI C_AUTH _PASS, | dapPassword);
/1l Configure the JVM default paraneters.
Preenpt i veBasi cAut hConfi gur er. set Def aul t Sol r Par ans( par ans) ;

}
For configuration using system properties, configure the following system properties:

Table 7: System properties configuration for LDAP authentication

System property Description

solr. httpclient.configurer Fully qualified classname of Ht t pCl i ent Confi gur er
implementation. For example,
agagechesdr.diet.sdrj.inpl. Areenti veBssi cALhGxfigurer.

solr.httpclient.config Http client configuration properties file path. For example,
| dap-credenti al s. properties.

For example, the entry in | dap- credenti al s. properti es might appear as:

| dap- credenti al s. properties

ht t pBasi cAut hUser =user 1
ht t pBasi cAut hPasswor d=passwd



http://hc.apache.org/httpcomponents-client-ga/tutorial/html/authentication.html
https://www.chromium.org/developers/design-documents/http-authentication
https://www.chromium.org/developers/design-documents/http-authentication

Using Kerberos with Solr
The process of enabling Solr clients to authenticate with a secure Solr is specific to the client. This section demonstrates:

¢ Using Kerberos and curl

e Using solrctl

e Configuring Solr) Library Usage

¢ This enables technologies including:

¢ Command line solutions
e Java applications
¢ The MapReducelndexerTool

e Configuring Flume Morphline Solr Sink Usage

Secure Solr requires that the CDH components that it interacts with are also secure. Secure Solr interacts with HDFS,
ZooKeeper and optionally HBase, MapReduce, and Flume.

Using Kerberos and curl

You can use Kerberos authentication with clients such ascur | . Touse cur | , begin by acquiring valid Kerberos credentials
and then run the desired command. For example, you might use commands similar to the following:

$ kinit -kt usernane. keytab usernane
$ curl --negotiate -u foo:bar http://solrserver:8983/solr/

E,’ Note: Depending on the tool used to connect, additional arguments may be required. For example,

with curl, - -negoti at e and - u are required. The username and password specified with - u is not
actually checked because Kerberos is used. As a result, any value such as foo:bar or even just : is
acceptable. While any value can be provided for - u, note that the option is required. Omitting - u
results in a 401 Unauthorized error, even though the - u value is not actually used.

Using solrctl

If you are using sol rct | to manage your deployment in an environment that requires Kerberos authentication, you
must have valid Kerberos credentials, which you can get using ki ni t . For more information on sol rct | , see solrctl
Reference

Configuring SolrJ Library Usage

If using applications that use the solrj library, begin by establishing a Java Authentication and Authorization Service
(JAAS) configuration file.

Create a JAAS file:

¢ If you have already used ki ni t to get credentials, you can have the client use those credentials. In such a case,
modify your j aas-cl i ent . conf file to appear as follows:

Cient {
com sun. security. aut h. rodul e. Kr b5Logi nMbdul e required
useKeyTab=f al se
useTi cket Cache=true
principal ="user/fully.qualified. donai n. nane@YOUR- REALM>" ;

where user/ful ly. qualified. domai n. name@YOUR- REALM> is replaced with your credentials.
¢ You want the client application to authenticate using a keytab you specify:

Cient {
com sun. security. aut h. rodul e. Kr b5Logi nMbdul e requi red



useKeyTab=true

keyTab="/pat h/t o/ keyt ab/ user . keyt ab"

st or eKey=true

useTi cket Cache=f al se

princi pal ="user/fully.qualified.domai n. name @YOUR- REALM>" ;

where / pat h/ t o/ keyt ab/ user . keyt ab is the keytab file you want to use and
user/fully.qualified. domai n. nane @ YOUR- REALM> is the principal in that keytab you want to use.

Use the JAAS file to enable solutions:
¢ Command line solutions

Set the property when invoking the program. For example, if you were using a jar, you might use:

java -Djava.security.auth.login.config=/hone/user/jaas-client.conf -jar app.jar

¢ Java applications

Set the Java system propertyj ava. securi ty. aut h. | ogi n. confi g. For example, if the JAAS configuration file
is located on the filesystem as / hone/ user/j aas-cl i ent. conf. The Java system property

java.security. auth. | ogin. confi g must be set to point to this file. Setting a Java system property can be
done programmatically, for example using a call such as:

System set Property("j ava. security.auth.login.config", "/honme/user/jaas-client.conf");

¢ The MapReducelndexerTool

The MapReducelndexerTool uses Solr) to pass the JAAS configuration file. Using the MapReducelndexerTool in a
secure environment requires the use of the HADOOP_OPTS variable to specify the JAAS configuration file. For
example, you might issue a command such as the following:

HADOOP_OPTS="- Dj ava. security. aut h. |l ogi n. confi g=/ hone/ user/jaas. conf" \
hadoop jar MapReducel ndexer Tool

¢ Configuring the hbase-indexer CLI

Certain hbase-indexer CLI commands such as r epl i cat i on- st at us attempt to read ZooKeeper hosts owned
by HBase. To successfully use these commands in Solr in a secure environment, specify a JAAS configuration file
with the HBase principal in the HBASE_| NDEXER_OPTS environment variable. For example, you might issue a
command such as the following:

HBASE | NDEXER_OPTS="- Dj ava. security. aut h. | ogi n. confi g=/ hone/ user/ hbase-j aas. conf" \
hbase-i ndexer replication-status

Configuring Flume Morphline Solr Sink Usage
Repeat this process on all Flume hosts:

1. If you have not created a keytab file, do so now at/ et c/ f | ume- ng/ conf/ f | une. keyt ab. This file should
contain the service principal f | unme/ <f ul | y. qual i fi ed. domai n. nane>@YOUR- REALM>. See Flume
Authentication on page 112 for more information.

2. Create a JAAS configuration file for flume at/ et ¢/ f | unme- ng/ conf /j aas- cl i ent. conf.The file should appear
as follows:

Cient {
com sun. security. aut h. rodul e. Kr b5Logi nMbdul e required
useKeyTab=true
useTi cket Cache=f al se
keyTab="/etc/fl ume-ng/ conf/fl une. keyt ab"



principal ="flune/ <ful ly. qualified. domai n. nane>@YOUR- REALM>" ;

3. Add the flume JAAS configuration to the JAVA_OPTSin/ et c/ fl ume- ng/ conf/f 1 une- env. sh. For example,
you might change:

JAVA OPTS="- Xmx500nt
to:

JAVA CPTS="- Xmx500m - Dj ava. security. aut h. | ogin.config=/etc/flume-ng/conf/jaas-client.conf"

Spark Authentication

Spark has an internal mechanism that authenticates executors with the driver controlling a given application. This
mechanism is enabled using the Cloudera Manager Admin Console, as detailed in Enabling Spark Authentication.

When Spark on YARN is running on a secure cluster, users must authenticate to Kerberos before submitting jobs, as
detailed in Running Spark Applications on Secure Clusters.

Enabling Spark Authentication
Minimum Required Role: Security Administrator (also provided by Full Administrator)

Spark has an internal mechanism that authenticates executors with the driver controlling a given application. This
mechanism is enabled using the Cloudera Manager Admin Console, as detailed below. Cluster administrators can
enable the spar k. aut hent i cat e mechanism to authenticate the various processes that support a Spark application.

To enable this feature on the cluster:

. Log into the Cloudera Manager Admin Console.

. Select Clusters > Spark (or Clusters > Spark_on_YARN).

. Click the Configuration menu.

. Scroll down to the Spark Authentication setting, or search for spar k. aut hent i cat e to find it.

. In the Spark Authentication setting, click the checkbox next to the Spark (Service-Wide) property to activate the
setting.

6. Click Save Changes.
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E,i Note: If your cluster supports Spark 2, you must make the same change to the Spark 2 setting.
For example:

7. Restart YARN:

e Select Clusters > YARN.
e Select Restart from the Actions drop-down selector.

8. Re-deploy the client configurations:

e Select Clusters > Cluster_name
¢ Select Deploy Client Configurations from the Actions drop-down selector.

Running Spark Applications on Secure Clusters

Secure clusters are clusters that use Kerberos for authentication. For secure clusters, Spark History Server automatically
uses Kerberos, so there's nothing to configure.



Users running Spark applications must first authenticate to Kerberos, using ki ni t, as follows:

$ kinit
| dap@XAMPLE- REALM COM ' s passwor d:
After authenticating to Kerberos, users can submit their applications using spar k- subni t as usual, as shown below.

This command submits one of the default Spark sample jobs using an environment variable as part of the path, so
modify as needed for your own use:

$ spark-submt --class org.apache. spark. exanpl es. SparkPi --master yarn \
--depl oy- node cl uster $SPARK HOWE/ | | b/ spar k- exanpl es.jar 10

Configuring Spark on YARN for Long-Running Applications

Long-running applications such as Spark Streaming jobs must be able to write to HDFS, which means that the hdf s
user may need to delegate tokens possibly beyond the default lifetime. This workload type requires passing Kerberos
principal and keytab to the spar k- submi t script using the - - pri nci pal and - - keyt ab parameters. The keytab is
copied to the host running the ApplicationMaster, and the Kerberos login is renewed periodically by using the principal
and keytab to generate the required delegation tokens needed for HDFS.

E’; Note: For secure distribution of the keytab to the ApplicationMaster host, the cluster should be
configured for TLS/SSL communication for YARN and HDFS encryption .

Create the Spark Principal and Keytab File
These are needed for long-running applications running on Spark on YARN cl ust er mode only.

1. Create the spar k principal and spar k. keyt ab file:

kadmi n: addprinc -randkey spark/fully.qualified.domain. name@OUR- REALM COM
kadm n: xst -k spark. keytab spark/fully.qualified.domain. name

See Step 4: Create and Deploy the Kerberos Principals and Keytab Files on page 90 for more information about Kerberos
and its use with Cloudera clusters.

Sqoop 2 Authentication

This section describes how to configure Sqoop 2 with Kerberos security in a Hadoop cluster.

E,’ Note: Sqoop 2 is being deprecated. Cloudera recommends using Sqoop 1.

Create the Sqoop 2 Principal and Keytab File
You need to create a sqoop2. keyt ab file for Sqoop 2. Follow these steps:

1. Create the principal and keytab file:

kadni n: addprinc -randkey sqoop2/fully.qualified.donmain. name@OUR- REALM COM
kadm n: xst -k sqoop2. keytab sqoop2/fully.qualified.domin. name



2. Move the file into the Sqoop configuration directory and restrict its access exclusively to the sqoop2 user:

$ nmv sqoop2. keytab /etc/sqoop2/conf/
$ chown sqoop2 /etc/sqoop2/ conf/sqoop2. keyt ab
$ chnod 400 /etc/sqoop2/ conf/sqoop2. keyt ab

For more details on creating Kerberos principals and keytabs, see Step 4: Create and Deploy the Kerberos Principals
and Keytab Files on page 90.

Configure Sqoop 2 to Use Kerberos

Edit the Sqoop 2 configuration file sqoop. properti es fileinthe/ et ¢/ sqoop2/ conf directory and add the following
properties:

or g. apache. sqoop. aut henti cati on. t ype=KERBEROS

or g. apache. sqoop. aut hent i cat i on. hand! er =or g. apache. sqoop. securi ty. Ker ber osAut hent i cat i onHandl er
or g. apache. sgoop. aut hent i cat i on. ker ber os. pri nci pal =sqoop2/ f ul | y. qual i fi ed. donai n. nane@QUR REALM GCM
or g. apache. sqoop. aut henti cati on. ker ber os. keyt ab=/ et c/ sqoop2/ conf/ sqoop2. keyt ab

Sqoop 1, Pig, and Whirr Security

Here is a summary of some security features for other CDH 5 components.
Pig

Supports security with no configuration required.
Sqoop 1

Sqoop1 does not support:

e TLS/SSL connections to Oracle, MySQL, or other databases
e Kerberos authentication to external databases

Whirr

Whirr does not support security in CDH 5.

ZooKeeper Authentication

As of Cloudera Manager 5.11, ZooKeeper supports mutual server-to-server (quorum peer) authentication using SASL
(Simple Authentication and Security Layer), which provides a layer around Kerberos authentication. Server to server
authentication among ZooKeeper servers in an ensemble mitigates the risk of spoofing by a rogue server on an unsecured
network. For more information about quorum peer authentication and how the feature leverages ZooKeeper's SASL
support, see the Cloudera Engineering Blog post, Hardening Apache ZooKeeper Security.

Client-to-server SASL-based authentication has been supported since Cloudera Manager/CDH 5.2 (ZooKeeper 3.4.0+).
Follow the steps in Configuring ZooKeeper Server for Kerberos Authentication on page 174 and Configuring ZooKeeper
Client Shell for Kerberos Authentication on page 175 to configure ZooKeeper to use this mechanism.

To configure client-server or server-server authentication for ZooKeeper, follow the appropriate steps below:

Requirements

Configuring ZooKeeper to use Kerberos for client-server or server-server authentication requires that your organization's
Kerberos instance (MIT Kerberos, Microsoft Active Directory) be up and running, and reachable by the ZooKeeper
server or client during the configuration processes detailed below. See Configuring Hadoop Security in CDH 5 for details.
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Before enabling mutual authentication, the ZooKeeper servers in the cluster must be configured to authenticate using
Kerberos.

E,i Note: Cloudera recommends that you ensure your ZooKeeper ensemble is working properly, before
you attempt to integrate Kerberos authentication. See ZooKeeper Installation for details.

Configuring ZooKeeper Server for Kerberos Authentication

You can configure the ZooKeeper server for Kerberos authentication in Cloudera Manager or through the command
line.

Using Cloudera Manager to Configure ZooKeeper Server for Kerberos Authentication
To set up the ZooKeeper server for Kerberos authentication in Cloudera Manager, complete the following steps:

. In Cloudera Manager, open the ZooKeeper service.
. Click the Configuration tab.
. Enter Kerberos in the in the Search bar.

. Find the Enable Kerberos Authentication property and select the check-box next to the ZooKeeper services that
you want to configure for Kerberos authentication.
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Using the Command Line to Configure ZooKeeper Server for Kerberos Authentication

Follow the steps below for each ZooKeeper server in the ensemble. To maintain consistency across ZooKeeper servers
in the ensemble, use the same name for the keytab file you deploy to each server, for example, zookeeper . keyt ab.
Each keytab file will contain its respective host's fully-qualified domain name (FQDN).

1. Create a service principal for the ZooKeeper server using the fully-qualified domain name (FQDN) of the host on
which ZooKeeper server is running and the name of your Kerberos realm using the pattern
zookeeper/ f qdn. exanpl e. com@ YOUR- REALM This principal will be used to authenticate the ZooKeeper
server with the Hadoop cluster. Create this service principal as follows:

kadm n: addprinc -randkey zookeeper/fqgdn. exanpl e. com@OUR- REALM

2. Create a keytab file for the ZooKeeper server:

$ kadnin
kadm n: xst -k zookeeper.keytab zookeeper/fqgdn. exanpl e. com@OUR- REALM

E,’ Note: For consistency across ZooKeeper Servers, use the same name for the keytab file you
create for each subsequent ZooKeeper Server host system you configure using these steps, for
example, zookeeper . keyt ab.

3. Copy the zookeeper . keyt ab file to the ZooKeeper configuration directory on the ZooKeeper server host, using
the appropriate ZooKeeper configuration directory: / et ¢/ zookeeper/ conf /. The zookeeper . keyt ab file
should be owned by the zookeeper user, with owner-only read permissions.

4. Add the following lines to the ZooKeeper configuration file zoo. cf g:

aut hProvi der. 1=or g. apache. zookeeper . server. aut h. SASLAut hent i cat i onPr ovi der
j aasLogi nRenew=3600000



5. Set up the Java Authentication and Authorization Service (JAAS) by creating a j aas. conf file in the ZooKeeper
configuration directory with the settings shown below, replacing f gdn. exanpl e. comwith the ZooKeeper server's
hostname.

Server {
com sun. security. aut h. modul e. Kr b5Logi nMbdul e requi red
useKeyTab=t r ue
keyTab="/ et c/ zookeeper/ conf/ zookeeper . keyt ab"
st or eKey=t rue
useTi cket Cache=f al se
princi pal =" zookeeper/ f gdn. exanpl e. com
@OUR- REALM';
b

6. Add the following setting to the j ava. env file located in the ZooKeeper configuration directory, creating the file
if necessary:

export JVMFLAGS="-Dj ava. security. auth.|ogin.config=/etc/zookeeper/conf/jaas.conf"

7. Repeat these steps for each ZooKeeper server in the ensemble.
8. Restart the ZooKeeper server to have the configuration changes take effect. See ZooKeeper Installation for details.

Configuring ZooKeeper Client Shell for Kerberos Authentication

In addition to configuring ZooKeeper Server hosts to use Kerberos for authentication, you should also configure the
ZooKeeper client shell (the ZooKeeper CLI) to authenticate to the ZooKeeper service using Kerberos credentials. As
with the ZooKeeper Server, you must create a Kerberos principal for the client, as detailed below:

1. Create a Kerberos principal for the zookeeper - cl i ent, zkcl i @/OUR- REALM replacing YOUR-REALM with the
name of your organization's Kerberos realm:

kadni n: addprinc -randkey zkcli @OUR- REALM

2. Create a keytab file for the ZooKeeper client shell using the - nor andkey option.

E,’ Note: Not all versions of kadni n support the - nor andkey option, in which case, simply omit
this option from the command. Using the kadm n command without the - nor andkey option
invalidates previously exported keytabs and generates a new password.

$ kadnmin
kadm n: xst -norandkey -k zkcli.keytab zkcli @/OUR- REALM

3. On the host running the ZooKeeper client shell, set up JAAS (Java Authentication and Authorization Service) in
the configuration directory appropriate for your installation type:

e Package installation: / et c/ zookeeper/ conf /
e Tarball installation: EXPANDED DI R/ conf

4. Create aj aas. conf file containing the following settings:

Cient {
com sun. security. aut h. rodul e. Kr b5Logi nMbdul e requi red
useKeyTab=t r ue
keyTab="/pat h/to/ zkcl i . keyt ab"
st or eKey=true
useTi cket Cache=f al se
princi pal =" zkcl i @OUR- REALM';


http://docs.oracle.com/javase/7/docs/technotes/guides/security/jaas/tutorials/GeneralAcnOnly.html
http://docs.oracle.com/javase/7/docs/technotes/guides/security/jaas/tutorials/GeneralAcnOnly.html

5. In this same configuration directory, add the following setting to the j ava. env file, creating the file if necessary.

export JVMFLAGS="-Dj ava. security. auth.login.config=/etc/zookeeper/conf/jaas.conf"

Verifying the Configuration

After enabling Kerberos authentication and restarting the ZooKeeper cluster, you can verify that the authentication is
working correctly by following these steps:

1. Start the ZooKeeper client, passing to it the name of a ZooKeeper server:
zookeeper-client -server fqdn.exanple.comport

2. From the ZooKeeper CLI, create a protected znode using your ZooKeeper client principal:
create /znodel znodeldata sasl:zkcli @{YOUR- REALM }: cdw a

3. Verify the znode is created and the ACL is set correctly:

get Acl /znodel

The get Acl command returns the znode's scheme and permissions values. Verify that these are as expected.

Enabling Server-Server Mutual Authentication

As of Cloudera Manager 5.11, support for mutual authentication between ZooKeeper Servers can be enabled through
the Cloudera Manager Admin Console. For secured networks, server-to-server authentication is considered an optional
security enhancement, so the capability is disabled by default:

Show All Descriptions

Kerberos Principal ZOOKEEPER-1 (Service-Wide)
zookeeper

Enable Kerberos Z00OKEEPER-1 (Service-Wide) +

Authentication

L"I|"'J|l'.""_\':.’i".|l'||."r'

Enable Server to Server _1 ZOOKEEPER-1 (Service-Wide)

SASL Authenticatio

guorum.auth.enableSas

Server-to-server SASL authentication requires all servers in the ZooKeeper ensemble to authenticate using Kerberos,
as detailed in Configuring ZooKeeper Server for Kerberos Authentication on page 174.

Assuming your cluster is already configured to authenticate using Kerberos, you can enable mutual authentication as
follows:

1. Log into the Cloudera Manager Admin Console.
2. Select Clusters > ZOOKEEPER-n.
3. Click the Configuration tab.



4. Select Category > Security under the Filters menu to display the security properties.
5. Click the Enable Server to Server SASL Authentication box to select it.

6. Click Save.

7. Select Restart from the Actions drop-down to restart the cluster with this setting.

To disable server-to-server SASL authentication, simply return to the Cloudera Manager Admin Console page shown
above, de-select Enable Server to Server SASL Authentication (by clicking the checked box), and restart the cluster.

Hadoop Users in Cloudera Manager and CDH

A number of special users are created by default when installing and using CDH and Cloudera Manager. Given below
is a list of users and groups as of the latest release. Also listed are the corresponding Kerberos principals and keytab
files that should be created when you configure Kerberos security on your cluster.

&

Note: Cloudera Manager 5.3 introduces a new single user mode. In single user mode, the Cloudera
Manager Agent and all the processes run by services managed by Cloudera Manager are started as a

single configured user and group. See Configuring Single User Mode for more information.

Table 8: Users and Groups

Component
(Version)

Unix User ID

Groups

Notes

Cloudera Manager
(all versions)

cl ouder a- scm

cl ouder a- scm

Cloudera Manager processes such as the Cloudera
Manager Server and the monitoring roles run as this
user.

The Cloudera Manager keytab file must be named
cnf . keyt ab since that name is hard-coded in
Cloudera Manager.

E, ote: Applicable to clusters managed
by Cloudera Manager only.

4, CDH 5)

Apache Accumulo [accunul o accumul o Accumulo processes run as this user.

(Accumulo 1.4.3

and higher)

Apache Avro No special users.

Apache Flume flunme flume The sink that writes to HDFS as this user must have

(CDH 4, CDH 5) write privileges.

Apache HBase hbase hbase The Master and the RegionServer processes run as

(CDH 4, CDH 5) this user.

HDFS (CDH 4, CDH | hdf s hdf s, hadoop The NameNode and DataNodes run as this user, and

5) the HDFS root directory as well as the directories used
for edit logs should be owned by it.

Apache Hive (CDH | hi ve hi ve The HiveServer2 process and the Hive Metastore

processes run as this user.

A user must be defined for Hive access to its
Metastore DB (for example, MySQL or Postgres) but
it can be any identifier and does not correspond to a
Unix uid. This is
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j avax. j do. opti on. Connecti onUser Nane in
hive-site.xml.

Apache HCatalog |hi ve hi ve The WebHCat service (for REST access to Hive

(CDH 4.2 and functionality) runs as the hi ve user.

higher, CDH 5)

HttpFS (CDH 4, httpfs httpfs The HttpFS service runs as this user. See HttpFS

CDH 5) Security Configuration for instructions on how to
generate the merged ht t pf s- ht t p. keyt ab file.

Hue (CDH 4, CDH | hue hue Hue services run as this user.

5)

Hue Load Balancer | apache apache The Hue Load balancer has a dependency on the

(Cloudera Manager apache2 package that uses the apache user name.

5.5 and higher) Cloudera Manager does not run processes using this
user ID.

Impala i npal a i npal a, hive Impala services run as this user.

Apache Kafka kaf ka kaf ka Kafka brokers and mirror makers run as this user.

(Cloudera

Distribution of

Kafka 1.2.0)

Java KeyStore KMS | kns ks The Java KeyStore KMS service runs as this user.

(CDH 5.2.1 and

higher)

Key Trustee KMS | ks ks The Key Trustee KMS service runs as this user.

(CDH 5.3 and

higher)

Key Trustee Server | keyt r ust ee keytrustee The Key Trustee Server service runs as this user.

(CDH 5.4 and

higher)

Kudu kudu kudu Kudu services run as this user.

Llama (CDH 5) Il ama Il ama Llama runs as this user.

Apache Mahout No special users.

MapReduce (CDH | mapr ed mapr ed, hadoop |Without Kerberos, the JobTracker and tasks run as

4, CDH 5) this user. The LinuxTaskController binary is owned by
this user for Kerberos.

Apache Oozie oozi e oozi e The Oozie service runs as this user.

(CDH 4, CDH 5)

Parquet No special users.

Apache Pig No special users.

Cloudera Search |solr solr The Solr processes run as this user.

(CDH 4.3 and

higher, CDH 5)

Apache Spark (CDH | spar k spark The Spark History Server process runs as this user.

5)
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Apache Sentry sentry sentry The Sentry service runs as this user.

(CDH 5.1 and

higher)

Apache Sqoop sgoop sqoop This user is only for the Sqoop1 Metastore, a

(CDH 4, CDH 5) configuration option that is not recommended.

Apache Sqoop2 sqoop2 sqoop, sqoop2 The Sqoop2 service runs as this user.

(CDH 4.2 and

higher, CDH 5)

Apache Whirr No special users.

YARN (CDH 4, CDH |yarn yarn, hadoop Without Kerberos, all YARN services and applications

5) run as this user. The LinuxContainerExecutor binary
is owned by this user for Kerberos.

Apache ZooKeeper | zookeeper zookeeper The ZooKeeper processes run as this user. It is not

(CDH 4, CDH 5) configurable.

Keytabs and Keytab File Permissions

E’; Note:

The Kerberos principal names should be of the format,
username/ ful l'y. qual i fi ed. domai n. nane @QOUR- REALM COM where the term user nane refers
to the username of an existing UNIX account, such as hdf s or mapr ed. The table below lists the
usernames to be used for the Kerberos principal names. For example, the Kerberos principal for Apache
Flume would be f 1 une/ ful I y. qual i fi ed. domai n. nane@OUR- REALM COM

For keytabs with multiple principals, Cloudera Manager merges them appropriately from individual
keytabs. If you do not use Cloudera Manager, you must merge the keytabs manually.

Table 9: Clusters Managed by Cloudera Manager

Cloudera Manager |NA cloudera-scm | cmf cloudera-scm | cloudera-scm | 600
(cl oudera-scm

Cloudera cloudera-mgmt- hdfs headlamp | cloudera-scm | cloudera-scm | 600
Management REPORTSMANAGER

Service

(cl oudera-scm

Cloudera cloudera-mgmt- hue cmon cloudera-scm | cloudera-scm | 600
Management SERVICEMONITOR,

Service cloudera-mgmt-

(cl oudera-scm |ACTIVITYMONITOR

Cloudera cloudera-mgmt- N/A N/A N/A N/A N/A
Management HOSTMONITOR

Service

(cl oudera-scm

Cloudera Security | 179



Configuring Authentication

Apache Accumulo | aumuol6ACIUMULOL6 MASTERR | accumulo accumulo16 | cloudera-scm | cloudera-scm | 600
(accumul 0) aLmuoI6ACIUMULONS TRACR
amubl6ACIUMULOL6 VONTOR
accumulo16-ACCUMULO16_GC
aumuc16ACIUMULOL6 TSERVER
Flume (f 1 une) flume-AGENT flume flume cloudera-scm | cloudera-scm | 600
HBase (hbase) hbase-HBASETHRIFTSERVER | HTTP HTTP cloudera-scm | cloudera-scm | 600
hbase-REGIONSERVER hbase hbase
hbase-HBASERESTSERVER
hbase-MASTER
HDFS ( hdf s) hdfs-NAMENODE hdfs, HTTP | hdfs cloudera-scm | cloudera-scm | 600
hdfs-DATANODE
hdfs-
SECONDARYNAMENODE
Hive ( hi ve) hive-HIVESERVER2 hive hive cloudera-scm | cloudera-scm | 600
hive-WEBHCAT HTTP HTTP
hive-HIVEMETASTORE hive hive
HttpFS (htt pfs) | hdfs-HTTPFS httpfs httpfs cloudera-scm | cloudera-scm | 600
Hue (hue) hue-KT_RENEWER hue hue cloudera-scm | cloudera-scm | 600
Impala (i npal a) |impala-STATESTORE impala impala cloudera-scm | cloudera-scm | 600
impala-CATALOGSERVER
impala-IMPALAD
Java KeyStore KMS | kms-KMS HTTP kms cloudera-scm | cloudera-scm | 600
(krrs)
Apache Kafka kafka-KAFKA_BROKER kafka kafka kafka kafka 600
(kaf ka)
Apache Kafka kafka-KAFKA_MIRROR_MAKER | ldia miraor meler | kafka kafka kafka 600
(kaf ka)
Key Trustee KMS keytrustee-KMS_KEYTRUSTEE | HTTP keytrustee | cloudera-scm | cloudera-scm | 600
(krrs)
Llama (I | amm) impala-LLAMA llama, HTTP |llama cloudera-scm | cloudera-scm | 600
MapReduce mapreduce-JOBTRACKER | mapred, mapred cloudera-scm | cloudera-scm | 600
(mapred) mapreduce- TASKTRACKER HTTP
Oozie (00zi €) oozie-OOZIE_SERVER oozie, HTTP |oozie cloudera-scm | cloudera-scm | 600
Search (sol r) solr-SOLR_SERVER solr, HTTP | solr cloudera-scm | cloudera-scm | 600
Sentry (sentry) |sentry-SENTRY_SERVER sentry sentry cloudera-scm | cloudera-scm | 600
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Spark (spar k) spark_on_yarn- spark spark cloudera-scm | cloudera-scm | 600
SPARK_YARN_HISTORY_SERVER

YARN (yar n) yarn-NODEMANAGER yarn, HTTP |yarn cloudera-scm | cloudera-scm | 644
yarn- RESOURCEMANAGER 600
yarn-JOBHISTORY 600

ZooKeeper zookeeper-server zookeeper |zookeeper |cloudera-scm | cloudera-scm | 600

(zookeeper)

Table 10: CDH Clusters Not Managed by Cloudera Manager

Apache Accumulo | accumulo16-ACCUMULO16_MASTER | accumulo | accumulo16 | accumulo |accumulo | 600
(accumil o) accumulo16-ACCUMULO16_TRACER
accumulo16-ACCUMULO16_MONITOR
accumulo16-ACCUMULO16_GC
accumulo16-ACCUMULO16_TSERVER
Flume (fl ume) | flume-AGENT flume flume flume flume 600
HBase (hbase) hbase-HBASETHRIFTSERVER HTTP HTTP hbase hbase 600
hbase-REGIONSERVER hbase hbase
hbase-HBASERESTSERVER
hbase-MASTER
HDFS (hdf s) hdfs-NAMENODE hdfs, HTTP | hdfs hdfs hdfs 600
hdfs-DATANODE
hdfs- SECONDARYNAMENODE
Hive (hi ve) hive-HIVESERVER2 hive hive hive hive 600
hive-WEBHCAT HTTP HTTP
hive-HIVEMETASTORE hive hive
HttpFS (ht t pf s) | hdfs-HTTPFS httpfs httpfs httpfs httpfs 600
Hue (hue) hue-KT_RENEWER hue hue hue hue 600
Impala (i npal a) |impala-STATESTORE impala impala impala impala 600
impala-CATALOGSERVER
impala-IMPALAD
Llama (Il ama) |impala-LLAMA llama, llama llama llama 600
HTTP

Cloudera Security | 181



Component (Unix | Service Kerberos |Filename | Keytab File | Keytab File | File
User ID) Principals | (*.keytab) | Owner Group Permission
(octal)

Java KeyStore kms-KMS HTTP kms kms kms 600

KMS (kns)

Apache Kafka kafka-KAFKA_BROKER kafka kafka kafka kafka 600

(kaf ka)

Apache Kafka kafka-MIRROR_MAKER lfa i e | kafka kafka kafka 600

(kaf ka)

Key Trustee KMS | kms-KEYTRUSTEE HTTP kms kms kms 600

(kms)

MapReduce mapreduce-JOBTRACKER mapred, mapred mapred hadoop 600

d HTTP
(mapr ed) mapreduce- TASKTRACKER
Oozie (oozi €) oozie-OOZIE_SERVER oozie, oozie oozie oozie 600
HTTP

Search (sol r) solr-SOLR_SERVER solr, HTTP |solr solr solr 600

Sentry (sentry) |sentry-SENTRY_SERVER sentry sentry sentry sentry 600

Spark (spar k) spark_on_yarn- spark spark spark spark 600
SPARK_YARN_HISTORY_SERVER

YARN (yar n) yarn-NODEMANAGER yarn, HTTP |yarn yarn hadoop 644
yarn- RESOURCEMANAGER 600
yarn-JOBHISTORY 600

ZooKeeper zookeeper-server zookeeper |zookeeper |zookeeper |zookeeper |600

(zookeeper)

Configuring a Cluster-dedicated MIT KDC with Cross-Realm Trust

If you use Cloudera Manager to enable Hadoop security on your cluster, the Cloudera Manager Server will create

several principals and then generate keytabs for those principals. Cloudera Manager will then deploy the keytab files
on every host in the cluster. See Hadoop Users in Cloudera Manager and CDH on page 177 for a complete listing of the
principals created by Cloudera Manager.

4

documentation for the version of the operating system you are using, for instructions.)

Note: The following instructions illustrate an example of creating and deploying the principals and
keytab files for MIT Kerberos. (If you are using another version of Kerberos, refer to the Kerberos

When to use kadmin.local and kadmin

When performing the Kerberos commands in this document, you can use kadmi n. | ocal or kadmi n depending on
your access and account:

¢ Ifyou canlogon tothe KDC host directly, and have root access or a Kerberos admin account, use the kadmi n. | ocal

command.

¢ When accessing the KDC from a remote host, use the kadni n command.




To start kadni n. | ocal on the KDC host:
$ sudo kadmin. | ocal
To run kadmi n from any host:

$ kadmi n

E,i Note:

¢ In this guide, kadni n is shown as the prompt for commands in the kadmni n shell, but you can
type the same commands at the kadni n. | ocal promptin the kadmi n. | ocal shell.

e Runningkadmi n. | ocal may prompt you for a password because it is being run using sudo. You
should provide your Unix password. Running kadm n may prompt you for a password because
you need Kerberos admin privileges. You should provide your Kerberos admin password.

Setting up a Cluster-Dedicated KDC and Default Realm for the Hadoop Cluster

Cloudera has tested the following configuration approaches to Kerberos security for clusters managed by Cloudera
Manager. For administration teams that are just getting started with Kerberos security, we recommend starting with
these approaches to the configuration of KDC services for a number of reasons.

The number of Service Principal Names (SPNs) that are created and managed by the Cloudera Manager server for a
CDH cluster can be significant, so it isimportant to realize the potential impact on cluster uptime and overall operations
if you choose to manage keytabs manually instead. The Cloudera Manager server manages the creation of service
keytabs on the proper hosts based on the current configuration of the database. Manual keytab management can be
error prone and introduce delays when deploying or moving services within the cluster, especially under time-sensitive
conditions.

Cloudera Manager creates SPNs within a KDC that it can access with the kadm n command based on configuration of
the / et c/ kr b5. conf file on the Cloudera Manager host. SPNs are created with the format

servi ce- nane/ host . f gdn. name @XAMPLE. COMwhere ser vi ce- nane is the relevant CDH service name such as
hue or hbase or hdf s.

If your site already has a working KDC, and any existing principals share the same name as any of the principals that
Cloudera Manager creates, the Cloudera Manager Server generates a new randomized key for those principals, and
consequently causes existing keytabs to become invalid.

This is why Cloudera recommends using a dedicated local MIT Kerberos KDC and realm for the Hadoop cluster. You
can set up a one-way cross-realm trust from the cluster-dedicated KDC and realm to your existing central MIT Kerberos
KDC, or to an existing Active Directory realm. Using this method, there is no need to create Hadoop service principals
in the central MIT Kerberos KDC or in Active Directory, but principals (users) in the central MIT KDC or in Active Directory
can be authenticated to Hadoop. The steps to implement this approach are as follows:

1. Install and configure a cluster-dedicated MIT Kerberos KDC that will be managed by Cloudera Manager for creating
and storing the service principals for your Hadoop cluster.

E,’ Note: The kr b5- ser ver package includes a | ogr ot at e policy file to rotate log files monthly.
To take advantage of this, install the | ogr ot at e package. No additional configuration is necessary.

2. See the example kdc. conf and kr b5. conf files in Sample Kerberos Configuration Files on page 485 for
configuration considerations for the KDC and Kerberos clients.

3. Configure a default Kerberos realm for the cluster you want Cloudera Manager to manage and set up one-way
cross-realm trust between the cluster-dedicated KDC and either your central KDC or Active Directory. Follow the
appropriate instructions below for your deployment: Using a Cluster-Dedicated KDC with a Central MIT KDC on
page 184 or Using a Cluster-Dedicated MIT KDC with Active Directory on page 185.

Cloudera strongly recommends the method above because:



¢ It requires minimal configuration in Active Directory.

e |t is comparatively easy to script the creation of many principals and keytabs. A principal and keytab must be
created for every daemon in the cluster, and in a large cluster this can be extremely onerous to do directly in
Active Directory.

e There is no need to involve central Active Directory administrators to get service principals created.

¢ |t allows for incremental configuration. The Hadoop administrator can completely configure and verify the
functionality the cluster independently of integrating with Active Directory.

Using a Cluster-Dedicated KDC with a Central MIT KDC

Important: If you plan to use Oozie or the Hue Kerberos Ticket Renewer in your cluster, you must

o configure your KDC to allow tickets to be renewed, and you must configure kr b5. conf to request
renewable tickets. Typically, you can do this by adding the max_r enewabl e_|I i f e setting to your
realm in kdc. conf, and by adding therenew_| i f et i me parameter to the | i bdef aul t s section
of kr b5. conf . For more information about renewable tickets, see the Kerberos documentation. This
is demonstrated in the Sample Kerberos Configuration Files on page 485.

1. Inthe/var/ ker ber os/ kr b5kdc/ kdc. conf file on the local dedicated KDC server host, configure the default
realm for the Hadoop cluster by substituting your Kerberos realm in the following r eal ns property:

[real ns]
HADQOOP. EXAMPLE. COM = {

2. Inthe/ et ¢/ kr b5. conf file on all cluster hosts and all Hadoop client user hosts, configure the default realm for
the Hadoop cluster by substituting your Kerberos realm in the following r eal s property. Also specify the local
dedicated KDC server hostname in the / et ¢/ kr b5. conf file (for example, kdc01. exanpl e. com).

[1'i bdefaul ts]
defaul t _real m = HADOOP. EXAMPLE. COM
[ real nms]
HADOOP. EXAMPLE. COM = {
kdc = kdcO1l. hadoop. exanpl e. com 88
adm n_server = kdcO1l. hadoop. exanpl e. com 749
defaul t _domai n = hadoop. exanpl e. com

}

EXAMPLE. COM = {
kdc = kdcOl. exanpl e. com 88
admi n_server = kdcO1. exanpl e. com 749
default _domain = exanpl e. com

}

[ domai n_real nj
. hadoop. exanpl e. com = HADOOP. EXAVPLE. COM
hadoop. exanpl e. com = HADOOP. EXAMPLE. COM
. exanpl e. com = EXAVPLE. COM
exanpl e. com = EXAMPLE. COM

3. To set up the cross-realm trust in the cluster-dedicated KDC, type the following command in the kadni n. | ocal
or kadmi n shell on the cluster-dedicated KDC host to create a kr bt gt principal. Substitute your cluster-dedicated
KDC realm for HADOOP. EXAMPLE. COV and substitute your central KDC realm for EXAMPLE. COM Enter a trust
password when prompted. Note the password because you will need to enter the exact same password in the

central KDC in the next step.

kadm n: addpri nc kr bt gt/ HADOOP. EXAMPLE. COM@EXAMPLE. COM

4. Each of your Hadoop client users must also place this information in their local cor e- si t e. xni file. The easiest
way to do so is by using the Cloudera Manager Admin Console to generate a client configuration file.

5. To set up the cross-realm trust in the central KDC, type the same command in the kadni n. | ocal or kadmi n
shell on the central KDC host to create the exact same kr bt gt principal and password.

kadnmi n: addpri nc kr bt gt/ HADOOP. EXAMPLE. COM@EXAMPLE. COM


http://web.mit.edu/Kerberos/krb5-1.8/

Important: For a cross-realm trust to operate properly, both KDCs must have the same kr bt gt
principal and password, and both KDCs must be configured to use the same encryption type.

6. To properly translate principal names from the central KDC realm into the cluster-dedicated KDC realm for the
Hadoop cluster, configure the Trusted Kerberos Realms property of the HDFS service.

. Open the Cloudera Manager Admin Console.
. Go to the HDFS service.
. Click the Configuration tab.
. Select Scope > HDFS (Service Wide)
. Select Category > Security.
Type Ker ber os in the Search box.

. Edit the Trusted Kerberos Realms property to add the name of your central KDC realm. If you need to use
more advanced mappings which do more than just allow principals from another domain, you may enter
them in the Additional Rules to Map Kerberos Principals to Short Names property. For more information
about name mapping rules, see Configuring the Mapping from Kerberos Principals to Short Names on page
110.
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7. Each of your Hadoop client users must also place this information in their local cor e- si t e. xni file. The easiest
way to do so is by using the Cloudera Manager Admin Console to generate a client configuration file.

8. Proceed to Step 2: If You are Using AES-256 Encryption, Install the JCE Policy File on page 69. Later in this procedure,
you will restart the services to have the configuration changes in cor e- si t e. xm take effect.

Using a Cluster-Dedicated MIT KDC with Active Directory

Important: If you are using Cloudera Manager, ensure you have installed the openl dap-clients
package on the Cloudera Manager Server host before you begin configuring Kerberos authentication.

On the Active Directory Server

1. On the Active Directory server host, type the following command to add the local realm trust to Active Directory:

net dom t rust HADOOP. EXAMPLE. COM / Donmi n: EXAMPLE. COM / add /real m/ passwor dt : Tr ust Passwor d

2. On the Active Directory server host, type the following command to set the proper encryption type:
Windows 2003 RC2

Windows 2003 server installations do not support AES encryption for Kerberos. Therefore RC4 should be used.
Please see the Microsoft reference documentation for more information.

kt pass /M TReal nNanme HADOOP. EXAMPLE. COM / Trust Encryp RC4
Windows 2008
ksetup / Set EncTypeAttr HADOOP. EXAMPLE. COM <enc_t ype>

Where the <enc_t ype> parameter can be replaced with parameter strings for AES, DES, or RC4 encryption modes.
For example, for AES encryption, replace <enc_t ype> with AES256- CTS- HVAC- SHA1- 96 or

AES128- CTS- HVAC- SHAL- 96 and for RC4 encryption, replace with RC4- HVAC- MD5. See the Microsoft reference
documentation for more information.

o Important: Make sure that the encryption type you specify is supported on both your version
of Windows Active Directory and your version of MIT Kerberos.


http://social.technet.microsoft.com/wiki/contents/articles/2751.kerberos-interoperability-step-by-step-guide-for-windows-server-2003.aspx
http://technet.microsoft.com/en-us/library/hh240207.aspx
http://technet.microsoft.com/en-us/library/hh240207.aspx

On the MIT KDC Server

1. Inthe/ var/ ker ber os/ kr b5kdc/ kdc. conf file on the local dedicated KDC server host, configure the default
realm for the Hadoop cluster by substituting your Kerberos realm in the following r eal ns property:

[real nB]
HADQOOP. EXAMPLE. COM = {

2. Each of your Hadoop client users must also place this information in their local cor e- si t e. xni file. The easiest
way to do so is by using the Cloudera Manager Admin Console to generate a client configuration file.

3. On the local MIT KDC server host, type the following command in the kadmin.local or kadmin shell to add the
cross-realm kr bt gt principal:

kadmi n: addprinc -e "<keysalt_list>" krbtgt/HADOOP. EXAMPLE. COM@XAMPLE. COM

where the <keysal t _| i st > parameter specifies the types of keys and their salt to be used for encryption of the
password for this cross-realm krbtgt principal. It can be set to AES, or RC4 keytypes with a salt value of :normal.
Note that DES is deprecated and should no longer be used. You can specify multiple keysalt types using the
parameter in the command above. Make sure that at least one of the encryption types corresponds to the
encryption types found in the tickets granted by the KDC in the remote realm. For an example of the values to
use, see the examples based on the Active Directory functional domain level, below.

Examples by Active Directory Domain or Forest "Functional level"

Active Directory will, based on the Domain or Forest functional level, use encryption types supported by that
release of the Windows Server operating system. It is not possible to use AES encryption types with an AD 2003
functional level. If you notice that DES encryption types are being used when authenticating or requesting service
tickets to Active Directory then it might be necessary to enable weak encryption types in the / et ¢/ kr b5. conf .
See Sample Kerberos Configuration Files on page 485 for an example.

e Windows 2003

kadnmi n: addprinc -e "rc4-hmac: nornmal " kr bt gt/ HADOOP. EXAMPLE. COM@EXAMPLE. COM

e Windows 2008

kadnmi n: addprinc -e "aes256-cts:nornal aesl28-cts:nornmal rc4-hnmac: nornal”
kr bt gt / HADOOP. EXAMPLE. COM@EXAMPLE. COM

E,’ Note: The cross-realm kr bt gt principal that you add in this step must have at least one entry

that uses the same encryption type as the tickets that are issued by the remote KDC. If there are
no matching encryption types, principals in the local realm can successfully access the Hadoop
cluster, but principals in the remote realm are unable to.

On All Cluster Hosts

1. Inthe/ et c/ kr b5. conf file on all cluster hosts and all Hadoop client user hosts, configure both Kerberos realms.
Note that def aul t _r eal mshould be configured as the local MIT Kerberos realm for the cluster. Your kr b5. conf
may contain more configuration properties than those demonstrated below. This example is provided to clarify
configuration parameters. See Sample Kerberos Configuration Files on page 485 for more information.

[l'i bdefaul ts]
defaul t _real m = HADOOP. EXAMPLE. COM
[real nB]
EXAMPLE. COM = {
kdc = dc01. exanpl e. com 88
admi n_server = dc01. exanpl e.com 749

}



HADOOP. EXAMPLE. COM = {
kdc = kdcO1l. hadoop. exanpl e. com 88
adm n_server = kdcO01l. hadoop. exanpl e. com 749

[ domai n_real n
. hadoop. exanpl e. com = HADOOP. EXAVPLE. COM
hadoop. exanpl e. com = HADOOP. EXAMPLE. COM
. exanpl e. com = EXAMPLE. COM
exanpl e. com = EXAMPLE. COM

2. Use one of the following methods to properly translate principal names from the Active Directory realm into the
cluster-dedicated KDC realm for the Hadoop cluster.

¢ Using Cloudera Manager: Configure the Trusted Kerberos realms property of the HDFS service:

1. Open the Cloudera Manager Admin Console.
. Go to the HDFS service.

. Click the Configuration tab.

. Select Scope > HDFS (Service Wide)

. Select Category > Security.

. Type Ker ber os in the Search box.

Nou b~ WN

. Edit the Trusted Kerberos Realms property to add the name of your central KDC realm. If you need to
use more advanced mappings which do more than just allow principals from another domain, you may
enter them in the Additional Rules to Map Kerberos Principals to Short Names property. For more
information about name mapping rules, see Configuring the Mapping from Kerberos Principals to Short
Names on page 110.

¢ Using the Command Line: Configure the hadoop. security. auth_t o_I| ocal settinginthecore-site. xn
file on all of the cluster hosts. The following example translates all principal names with the realm
EXAMPLE. COMinto the first component of the principal name only. It also preserves the standard translation
for the default realm (the cluster realm).

<property>
<nanme>hadoop. security. aut h_t o_| ocal </ name>
<val ue>
RULE: [ 1: $1@0] (. * @GEXAMPLE\ . COMB) s/ (. *) @GEXAMPLE\ . COMB/ $1/ g
RULE: [ 2: $1@0] (. * @XAMPLE\ . COMB) s/ ~( . *) @EXAMPLE\ . COMB/ $1/ g
DEFAULT
</ val ue>
</ property>

Integrating Hadoop Security with Active Directory

Considerations when using an Active Directory KDC
Performance:

As your cluster grows, so will the volume of Authentication Service (AS) and Ticket Granting Service (TGS) interaction
between the services on each cluster server. Consider evaluating the volume of this interaction against the Active
Directory domain controllers you have configured for the cluster before rolling this feature out to a production
environment. If cluster performance suffers, over time it might become necessary to dedicate a set of AD domain
controllers to larger deployments. Cloudera recommends you use a dedicated AD instance for every 100 nodes in your
cluster. However, note that this recommendation may not apply to high-volume clusters, or cases where the AD host
is also being used for LDAP lookups.

Network Proximity:

By default, Kerberos uses UDP for client/server communication. Often, AD services are in a different network than
project application services such as Hadoop. If the domain controllers supporting a cluster for Kerberos are not in the
same subnet, or they're separated by a firewall, consider using the udp_preference_limt = 1 settinginthe



[1i bdef aul t s] section of the kr b5. conf used by cluster services. Cloudera strongly recommends against using AD
domain controller (KDC) servers that are separated from the cluster by a WAN connection, as latency in this service
will significantly impact cluster performance.

Process:

Troubleshooting the cluster's operations, especially for Kerberos-enabled services, will need to include AD administration
resources. Evaluate your organizational processes for engaging the AD administration team, and how to escalate in
case a cluster outage occurs due to issues with Kerberos authentication against AD services. In some situations it might
be necessary to enable Kerberos event logging to address desktop and KDC issues within windows environments.

Also note that if you decommission any Cloudera Manager roles or nodes, the related AD accounts will need to be
deleted manually. This is required because Cloudera Manager will not delete existing entries in Active Directory.

o Important: With CDH 5.1 and higher, clusters managed by Cloudera Manager 5.1 (and higher) do not
require a local MIT KDC and are able to integrate directly with an Active Directory KDC. Cloudera
recommends you use a direct-to-AD setup. For instructions, see Enabling Kerberos Authentication

Using the Wizard on page 50.

If direct integration with AD is not currently possible, use the following instructions to configure a local MIT KDC to
trust your AD server:

1. Run an MIT Kerberos KDC and realm local to the cluster and create all service principals in this realm.

2. Set up one-way cross-realm trust from this realm to the Active Directory realm. Using this method, there is no
need to create service principals in Active Directory, but Active Directory principals (users) can be authenticated
to Hadoop. See Configuring a Local MIT Kerberos Realm to Trust Active Directory on page 188.

Configuring a Local MIT Kerberos Realm to Trust Active Directory

On the Active Directory Server

1. Add the local realm trust to Active Directory with this command:

netdom trust YOUR- LOCAL- REALM COVPANY. COM / Domai n: AD- REALM COVPANY. COM / add /real m
/ passwor dt : <Tr ust Passwor d>

2. Set the proper encryption type with this command:

On Windows 2003 RC2:

kt pass /M TReal mNane YOUR- LOCAL- REALM COVPANY. COM / Trust Encryp <enc_type>
On Windows 2008:

ksetup / Set EncTypeAttr YOUR- LOCAL- REALM COVPANY. COM <enc_t ype>

The <enc_type> parameter specifies AES, DES, or RC4 encryption. Refer to the documentation for your version of
Windows Active Directory to find the <enc_type> parameter string to use.

3. Get and verify the list of encryption types set with this command:

On Windows 2008:

ksetup / Get EncTypeAttr YOUR- LOCAL- REALM COVPANY. COM

Important: Make sure the encryption type you specify is supported on both your version of
Windows Active Directory and your version of MIT Kerberos.


https://support.microsoft.com/en-us/kb/262177?wa=wsignin1.0

On the MIT KDC Server

Type the following command in the kadmin.local or kadmin shell to add the cross-realm krbtgt principal. Use the same
password you used in the net domcommand on the Active Directory Server.

kadmi n: addprinc -e "<enc_type_list>"
kr bt gt / YOUR- LOCAL- REALM COVPANY. COM@AD- REALM COVPANY. COM

where the <enc_type_list> parameter specifies the types of encryption this cross-realm krbtgt principal will support:
either AES, DES, or RC4 encryption. You can specify multiple encryption types using the parameter in the command
above, what's important is that at least one of the encryption types corresponds to the encryption type found in the
tickets granted by the KDC in the remote realm. For example:

kadnmi n: addprinc -e "rc4-hnmac: nornmal des3- hmac- shal: nornal "
kr bt gt / YOUR- LOCAL- REALM COVPANY. COM@AD- REALM COVPANY. COM

E,’ Note: The cross-realm krbtgt principal that you add in this step must have at least one entry that
uses the same encryption type as the tickets that are issued by the remote KDC. If no entries have the
same encryption type, then the problem you will see is that authenticating as a principal in the local
realm will allow you to successfully run Hadoop commands, but authenticating as a principal in the
remote realm will not allow you to run Hadoop commands.

On All of the Cluster Hosts

1. Verify that both Kerberos realms are configured on all of the cluster hosts. Note that the default realm and the
domain realm should remain set as the MIT Kerberos realm which is local to the cluster.

[ real ns]
AD- REALM CORP. FOO. COM = {
kdc = ad. corp.foo.com 88
adnmi n_server = ad. corp.foo.com 749
default_domain = foo.com

}

CLUSTER- REALM CORP. FOO. COM = {
kdc = cluster0l. corp.foo.com 88
adm n_server = cluster01. corp.foo.com 749
default_domain = foo.com

}

2. To properly translate principal names from the Active Directory realm into local names within Hadoop, you must
configure the hadoop. security. auth_to_l ocal settinginthecore-site.xnl file on all of the cluster
machines. The following example translates all principal names with the realm AD- REALM CORP. FOO. COMinto
the first component of the principal name only. It also preserves the standard translation for the default realm
(the cluster realm).

<property>
<nane>hadoop. security. aut h_to_| ocal </ nane>
<val ue>
RULE: [ 1: $1@0] (~. * @\D- REALM . CORP\ . FOO. . COMB) s/ ~( . *) @\D- REALM . CORP\ . FOO. . COV/ $1/ g

RULE: [ 2: $1@0] (~. * @\D- REALM . CORP\ . FOO\ . COVB) s/ ~( . *) @\D- REALM . CORP\ . FOO\ . COVB/ $1/ g
DEFAULT

</ val ue>
</ property>

For more information about name mapping rules, see Configuring the Mapping from Kerberos Principals to Short
Names on page 110.




Integrating Hadoop Security with Alternate Authentication

One of the ramifications of enabling security on a Hadoop cluster is that every user who interacts with the cluster must
have a Kerberos principal configured. For some of the services, specifically Oozie and Hadoop (for example, JobTracker
and TaskTracker), it can be convenient to run a mixed form of authentication where Kerberos authentication is used
for APl or command line access while some other form of authentication (for example, SSO and LDAP) is used for
accessing Web Uls. Using an alternate authentication deployment is considered an advanced topic because only a
partial implementation is provided in this release: you will have to implement some of the code yourself.

E,i Note: The following instructions assume you already have a Kerberos-enabled cluster.

Proceed as follows:

e Configuring the AuthenticationFilter to use Kerberos on page 190
e Creating an AltKerberosAuthenticationHandler Subclass on page 190
¢ Enabling Your AltKerberosAuthenticationHandler Subclass on page 190

See also the Example Implementation for Oozie on page 192.

Configuring the AuthenticationFilter to use Kerberos

First, you must do all of the steps in the Server Side Configuration section of the Hadoop Auth, Java HTTP SPNEGO
Documentation to configure Aut hent i cati onFi | t er to use Kerberos. You must configure Aut henti cati onFil ter
to use Kerberos before doing the steps below.

Creating an AltKerberosAuthenticationHandler Subclass

An Aut hent i cat i onHandl er is installed on the server-side to handle authenticating clients and creating an
Aut henti cati onToken.

1. Subclass the
or g. apache. hadoop. security. aut henti cation. server. Al t Ker ber osAut hent i cat i onHandl er class
(in the hadoop- aut h package).

2. When a client sends a request, the authenticate method will be called. For browsers,
Al t Ker ber osAut hent i cati onHandl er will call the al t er nat eAut hent i cat e method, which is what you
need to implement to interact with the desired authentication mechanism. For non-browsers,
Al t Ker ber osAut hent i cat i onHandl er will follow the Kerberos SPNEGO sequence (this is provided for you).

3. Theal ternat eAut henti cat e( Ht t pSer vl et Request request, HttpServl et Response response)
method in your subclass should following these rules:

4. Return nul | if the authentication is still in progress; the r esponse object can be used to interact with the client.
5. Throw an Aut hent i cat i onExcept i on if the authentication failed.
6. Return an Aut hent i cat i onToken if the authentication completed successfully.

Enabling Your AltKerberosAuthenticationHandler Subclass

You can enable the alternate authentication on Hadoop Web Uls, Oozie Web Uls, or both. You will need to include a
JAR containing your subclass on the classpath of Hadoop or Oozie. All Kerberos-related configuration properties will

still apply.
Enabling Your AltKerberosAuthenticationHandler Subclass on Hadoop Web Uls

1. Stop Hadoop by running the following command on every node in your cluster (as root):

$ for x in “cd /etc/init.d ; |s hadoop-*" ; do sudo service $x stop ; done


https://archive.cloudera.com/cdh5/cdh/5/hadoop/hadoop-auth/index.html
https://archive.cloudera.com/cdh5/cdh/5/hadoop/hadoop-auth/index.html

2. Set the following property in cor e- si t e. xm , where
org. ny. subcl ass. of . Al t Ker ber osAut hent i cati onHandl er is the classname of your subclass:

<property>

<nanme>hadoop. htt p. aut henti cati on. t ype</ name>

<val ue>or g. ny. subcl ass. of . Al t Ker ber osAut hent i cati onHandl er </ val ue>
</ property>

3. (Optional) You can also specify which user-agents you do not want to be considered as browsers by setting the
following property as required (default value is shown). Note that all Java-based programs (such as Hadoop client)
will use j ava as their user-agent.

<property>
<name>hadoop. htt p. aut henti cati on. al t - ker ber 0s. non- br owser . user - agent s</ nane>
<val ue>j ava, curl , wget, perl </ val ue>

</ property>

4. Copy the JAR containing your subclass into / usr/ | i b/ hadoop/ i b/.
5. Start Hadoop by running the following command:

$ for x in “cd /etc/init.d ; |s hadoop-*" ; do sudo service $x start ; done

Enabling Your AltKerberosAuthenticationHandler Subclass on Oozie Web Ul

E’; Note:

These instructions assume you have already performed the installation and configuration steps in
Oozie Security Configuration.

1. Stop the Oozie Server:

sudo /shin/service oozie stop

2. Set the following property in cozi e- si t e. xnl , where
org. nmy. subcl ass. of . Al t Ker ber osAut hent i cati onHandl er is the classname of your subclass:

<property>

<nane>o00zi e. aut henti cati on. t ype</ nane>

<val ue>or g. ny. subcl ass. of . Al t Ker ber osAut henti cati onHandl er </ val ue>
</ property>

3. (Optional) You can also specify which user-agents you do not want to be considered as browsers by setting the
following property as required (default value is shown). Note that all Java-based programs (such as Hadoop client)
will use j ava as their user-agent.

<property>
<nanme>00zi e. aut henti cati on. al t - ker ber 0s. non- br owser . user - agent s</ nane>
<val ue>j ava, curl , wget, perl </ val ue>

</ property>

4. Copy the JAR containing your subclass into/ var/ | i b/ oozi e.
5. Start the Oozie Server:

sudo /sbhin/service oozie start



Example Implementation for Oozie

n Warning:

The example implementation is NOT SECURE. Its purpose is to be as simple as possible, as an example
of how to write your own Al t Ker ber osAut hent i cat i onHandl er subclass.

It should NOT be used in a production environment

An example implementation of Al t Ker ber osAut hent i cat i onHandl er is included (though not built by default)
with Qozie. Also included is a simple Login Server with two implementations. The first one will authenticate any user
who is using a username and password that are identical, such as f oo: f 00. The second one can be configured against
an LDAP server to use LDAP for authentication.

You can read comprehensive documentation on the example at Creating Custom Authentication.

o Important:

If you installed Oozie from the CDH packages and are deploying oozi e- | ogi n. war alongside

00zi e. war, you will also need to run the following commands after you copy the oozi e- | ogi n. war
fileto/ usr/1i b/ oozi e/ oozi e-server (ifusingYARNor/ usr/|i b/ oozi e/ oozi e- server-0. 20
if using MRv1) because it does not automatically be expanded:

jar xvf oozie-Iogin.war
nkdi r oozie-1login

nmv/ META-1 NF oozi e-1 ogin/
mv VEEB- | NF oozi e- | ogi n/

Authenticating Kerberos Principals in Java Code

This topic provides an example of how to authenticate a Kerberos principal in a Java application using the
or g. apache. hadoop. security. User G oupl nf or mat i on class.

The following code snippet authenticates the cl ouder a principal using the cl ouder a. keyt ab file:

/1 Authenticating Kerberos principal
Systemout.println("Principal Authentication: ");

final String user = "cl ouder a@LOUDERA. COM';

final String keyPath = "cl oudera. keyt ab";

User Groupl nformati on. | ogi nUser FronKeyt ab(user, keyPat h);


https://archive.cloudera.com/cdh5/cdh/5/oozie/ENG_Custom_Authentication.html

Configuring Encryption

Encryption is a process that uses digital keys to encode various components—text, files, databases, passwords,
applications, or network packets, for example—so that only the appropriate entity (user, system process, and so on)
can decode (decrypt) the item and view, modify, or add to the data. For Cloudera CDH components, encryption can
be applied at various layers of the cluster, as shown in the table:

Layer Description

Application Applied by the HDFS client software, HDFS Transparent Encryption lets you encrypt specific
folders contained in HDFS. To securely store the required encryption keys, Cloudera
recommends using Cloudera Navigator Key Trustee Server in conjunction with HDFS
encryption. See Enabling HDFS Encryption Using Cloudera Navigator Key Trustee Server
on page 299 for details.

Data stored temporarily on the local filesystem outside HDFS by CDH components (including
Impala, MapReduce, YARN, or HBase) can also be encrypted. See Configuring Encryption
for Data Spills on page 330 for details.

Operating System At the Linux OS filesystem layer, encryption can be applied to an entire volume. For example,
Cloudera Navigator Encrypt can encrypt data inside and outside HDFS, such as temp/spill
files, configuration files, and databases that store metadata associated with a CDH cluster.
Navigator Encrypt requires a license for Cloudera Navigator and must be configured to use
Navigator Key Trustee Server.

Network Network communications between client processes and server processes (HTTP, RPC, or
TCP/IP services) can be encrypted using industry-standard TLS/SSL as detailed in Encrypting
Data in Transit on page 193. See Configuring TLS Encryption for Cloudera Manager on page
197 for a step-by-step configuration guide.

Generally, the mechanisms listed in the table above can be grouped into two broad types of encryption:

e Data in transit (also known as network encryption over TLS/SSL or 'wire' encryption)

e Data at rest encryption using two complementary mechanisms, HDFS Transparent Encryption and Cloudera
Navigator Encrypt

E,i Note: Forinformation about data at rest encryption for cloud-based storage such as Amazon S3, see
How to Configure Encryption for Amazon S3 in the Security How-To section of this guide.

To configure either type of encryption for your Cloudera cluster, continue reading:

Encrypting Data in Transit

Transport Layer Security (TLS) is an industry standard set of cryptographic protocols for securing communications over
a network. TLS evolved from Secure Sockets Layer (SSL). Because the SSL terminology is still widely used, Cloudera
software and documentation refer to TLS as TLS/SSL, but the actual protocol used is TLS. SSL is not used in Cloudera
software.

In addition to TLS/SSL encryption, HDFS and HBase transfer data using remote procedure calls (RPCs). To secure this
transfer, you must enable RPC encryption.

For instructions on enabling TLS/SSL and RPC encryption, see the following topics:



https://tools.ietf.org/html/rfc5246

TLS/SSL and Its Use of Certificates

TLS/SSL provides privacy and data integrity between applications communicating over a network by encrypting the
packets transmitted between endpoints (ports on a host, for example). Configuring TLS/SSL for any system typically
involves creating a private key and public key for use by server and client processes to negotiate an encrypted connection
at runtime. In addition, TLS/SSL can use certificates to verify the trustworthiness of keys presented during the negotiation
to prevent spoofing and mitigate other potential security issues.

Setting up Cloudera clusters to use TLS/SSL requires creating private key, public key, and storing these securely in a
keystore, among other tasks. Although adding a certificate to the keystore may be the last task in the process, the lead
time required to obtain a certificate depends on the type of certificate you plan to use for the cluster.

Certificates Overview

A certificate is digitally signed, typically by a certificate authority (CA) that indirectly (through a chain of trust) verifies
the authenticity of the public key presented during the negotiation. Certificates can be signed in one of the three
different ways shown in the table:

Type Usage Note

Public CA-signed Recommended. This type of certificate is signed by a public certificate authority (CA), such as
certificates Symantec or Comodo. Public CAs are trusted third-parties whose certificates can be verified
through publicly accessible chains of trust. Using this type of certificate can simplify deployment
because security infrastructure, such as root CAs, are already contained in the Java JDK and its
default truststore. See Generate TLS Certificates on page 198 for details.

Internal CA-signed | This type of certificate is signed by your organization's internal CA. Organizations using OpenSSL
certificates Certificate Authority, Microsoft Active Directory Certificate Service , or another internal CA
system can use this type of certificate. See How to Configure TLS Encryption for Cloudera
Manager for details about using internal CA-signed certificates for configuration.

Self-signed Not recommended for production deployments. Self-signed certificates are acceptable for use
certificates in non-production deployments, such as for proof-of-concept setups. See Using Self-signed

Certificates for TLS for details.

During the process of configuring TLS/SSL for the cluster, you typically obtain a certificate for each host in the cluster,
and re-use the certificate obtained in a given format (JKS, PEM) as needed for the various services (daemon roles)
supported by the host. For information about converting formats, see How to Convert Certificate Encodings (DER, JKS,
PEM) for TLS/SSL. As an alternative to creating discrete certificates for each host in the cluster, as of Cloudera
Manager/CDH 5.9, all Cloudera cluster components support wildcard domains and SubjectAlternateName certificates.

Wildcard Domain Certificates and SAN Certificates Support
Cloudera Manager and CDH (as of release 5.9) support use of wildcard domain certificates and SAN certificates.

A wildcard certificate—a certificate with the common name *, as in *. exanpl e. com rather than a specific host
name—can be used for any number of first level sub-domains within a single domain name. For example, a wildcard
certificate can be used with host - 1. exanpl e. com host - 2. exanpl e, host - 3. exanpl e. com and so on.

Certificates obtained from public CAs are not free, so using wildcard certificates can reduce costs. Using wildcard
certificates also makes it easier to enable encryption for transient clusters and for clusters that need to expand and
shrink, since the same certificate and keystore can be re-used.

Important: Be aware that using wildcard domain certificates has some security risks. Specifically,
because all nodes use the same certificate, a breach of any one machine