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About Cloudera Introduction

Important: As of February 1, 2021, all downloads of CDH and Cloudera Manager require a username
and password and use a modified URL. You must use the modified URL, including the username and
password when downloading the repository contents described below. You may need to upgrade
Cloudera Manager to a newer version that uses the modified URLs.

This can affect new installations, upgrades, adding new hosts to a cluster, and adding a new cluster.

For more information, see Updating an existing CDH/Cloudera Manager deployment to access
downloads with authentication.

Cloudera provides a scalable, flexible, integrated platform that makes it easy to manage rapidly increasing volumes
and varieties of data in your enterprise. Cloudera products and solutions enable you to deploy and manage Apache
Hadoop and related projects, manipulate and analyze your data, and keep that data secure and protected.

Cloudera provides the following products and tools:

e CDH—The Cloudera distribution of Apache Hadoop and other related open-source projects, including Impala and
Cloudera Search. CDH also provides security and integration with numerous hardware and software solutions.

loudera Impala—A massively parallel processing SQL engine for interactive analytics and business intelligence.
Its highly optimized architecture makes it ideally suited for traditional Bl-style queries with joins, aggregations,
and subqueries. It can query Hadoop data files from a variety of sources, including those produced by
MapReduce jobs or loaded into Hive tables. The YARN resource management component lets Impala coexist
on clusters running batch workloads concurrently with Impala SQL queries. You can manage Impala alongside
other Hadoop components through the Cloudera Manager user interface, and secure its data through the
Sentry authorization framework.
Cloudera Search—Provides near real-time access to data stored in or ingested into Hadoop and HBase. Search
provides near real-time indexing, batch indexing, full-text exploration and navigated drill-down, as well as a
simple, full-text interface that requires no SQL or programming skills. Fully integrated in the data-processing
platform, Search uses the flexible, scalable, and robust storage system included with CDH. This eliminates
the need to move large data sets across infrastructures to perform business tasks.

¢ Cloudera Manager—A sophisticated application used to deploy, manage, monitor, and diagnose issues with your

CDH deployments. Cloudera Manager provides the Admin Console, a web-based user interface that makes
administration of your enterprise data simple and straightforward. It also includes the Cloudera Manager AP,
which you can use to obtain cluster health information and metrics, as well as configure Cloudera Manager.

e Cloudera Navigator—An end-to-end data management and security tool for the CDH platform. Cloudera Navigator

enables administrators, data managers, and analysts to explore the large amounts of data in Hadoop, and simplifies
the storage and management of encryption keys. The robust auditing, data management, lineage management,
lifecycle management, and encryption key management in Cloudera Navigator allow enterprises to adhere to
stringent compliance and regulatory requirements.

This introductory guide provides a general overview of CDH, Cloudera Manager, and Cloudera Navigator. This guide
also includes frequently asked questions about Cloudera products and describes how to get support, report issues,
and receive information about updates and new releases.

Documentation Overview

The following guides are included in the Cloudera documentation set:


https://docs.cloudera.com/documentation/enterprise/release-notes/topics/cm-retrofit-auth-downloads.html#cm_retrofit_auth_downloads
https://docs.cloudera.com/documentation/enterprise/release-notes/topics/cm-retrofit-auth-downloads.html#cm_retrofit_auth_downloads

Guide

Description

Overview of Cloudera and
the Cloudera Documentation

Set

Cloudera provides a scalable, flexible, integrated platform
that makes it easy to manage rapidly increasing volumes
and varieties of data in your enterprise. Cloudera products
and solutions enable you to deploy and manage Apache
Hadoop and related projects, manipulate and analyze
your data, and keep that data secure and protected.

Cloudera Release Notes

This guide contains release and download information for
installers and administrators. It includes release notes as
well as information about versions and downloads. The
guide also provides a release matrix that shows which
major and minor release version of a product is supported
with which release version of Cloudera Manager, CDH
and, if applicable, Cloudera Impala.

Cloudera QuickStart

This guide describes how to quickly install Cloudera
software and create initial deployments for proof of
concept (POC) or development. It describes how to
download and use the QuickStart virtual machines, which
provide everything you need to start a basic installation.
It also shows you how to create a new installation of
Cloudera Manager 5, CDH 5, and managed services on a
cluster of four hosts. QuickStart installations should be
used for demonstrations and POC applications only and
are not recommended for production.

#unique_ 10

This guide provides Cloudera software requirements and
installation information for production deployments. This
guide also provides specific port information for Cloudera
software.

Cloudera Administration

This guide describes how to configure and administer a
Cloudera deployment. Administrators manage resources,
availability, and backup and recovery configurations. In
addition, this guide shows how to implement high
availability, and discusses integration.

Cloudera Data Management

This guide describes how to perform data management
using Cloudera Navigator. Data management activities
include auditing access to data residing in HDFS and Hive
metastores, reviewing and updating metadata, and
discovering the lineage of data objects.

Cloudera Operation

This guide shows how to monitor the health of a Cloudera
deployment and diagnose issues. You can obtain metrics
and usage information and view processing activities. This
guide also describes how to examine logs and reports to
troubleshoot issues with cluster configuration and
operation as well as monitor compliance.

Cloudera Security

This guide is intended for system administrators who want
to secure a cluster using data encryption, user

authentication, and authorization techniques. This topic
also provides information about Hadoop security programs
and shows you how to set up a gateway to restrict access.



http://www.cloudera.com/documentation/enterprise/release-notes/topics/rg_release_notes.html

Guide

Description

Apache Impala - Interactive

saL

This guide describes Impala, its features and benefits, and
how it works with CDH. This topic introduces Impala
concepts, describes how to plan your Impala deployment,
and provides tutorials for first-time users as well as more
advanced tutorials that describe scenarios and specialized
features. You will also find a language reference,
performance tuning, instructions for using the Impala
shell, troubleshooting information, and frequently asked
questions.

Cloudera Search Guide

Cloudera Search Guide

This guide provides
instructions for installing
Cloudera software.

Spark Guide

This guide describes Apache Spark, a general framework
for distributed computing that offers high performance
for both batch and interactive processing. The guide
provides tutorial Spark applications, how to develop and
run Spark applications, and how to use Spark with other
Hadoop components.

Cloudera Glossary

This guide contains a glossary of terms for Cloudera
components.




CDH Overview

CDH is the most complete, tested, and popular distribution of Apache Hadoop and related projects. CDH delivers the
core elements of Hadoop — scalable storage and distributed computing — along with a Web-based user interface and

vital enterprise capabilities. CDH is Apache-licensed open source and is the only Hadoop solution to offer unified batch
processing, interactive SQL and interactive search, and role-based access controls.

CDH provides:

¢ Flexibility—Store any type of data and manipulate it with a variety of different computation frameworks including
batch processing, interactive SQL, free text search, machine learning and statistical computation.

¢ Integration—Get up and running quickly on a complete Hadoop platform that works with a broad range of hardware
and software solutions.

e Security—Process and control sensitive data.

¢ Scalability—Enable a broad range of applications and scale and extend them to suit your requirements.

¢ High availability—Perform mission-critical business tasks with confidence.

e Compatibility—Leverage your existing IT infrastructure and investment.

CDH

BATCH ANALYTIC SEARCH MACHINE STREAM 3RD PARTY
PROCESSING SO ENGINE LEARNING PROCESSING APPS
{MapReduce, (Impala) (Cloudera Search) (Spark, MapReduce, (Spark) (Partriers)
Hive, Pig) Mahout)

WORKLOAD MANAGEMENT (varn)

STORAGE FOR ANY TYPE OF DATA
UNIFIED, ELASTIC, RESILIENT, SECURE (sentry)

DATA INTEGRATION (sqoop, Flume, NFS)

Apache Impala Overview

Impala provides fast, interactive SQL queries directly on your Apache Hadoop data stored in HDFS, HBase, or the
Amazon Simple Storage Service (S3). In addition to using the same unified storage platform, Impala also uses the same
metadata, SQL syntax (Hive SQL), ODBC driver, and user interface (Impala query Ul in Hue) as Apache Hive. This provides
a familiar and unified platform for real-time or batch-oriented queries.

Impala is an addition to tools available for querying big data. Impala does not replace the batch processing frameworks
built on MapReduce such as Hive. Hive and other frameworks built on MapReduce are best suited for long running
batch jobs, such as those involving batch processing of Extract, Transform, and Load (ETL) type jobs.

E,i Note: Impala graduated from the Apache Incubator on November 15, 2017. In places where the
documentation formerly referred to “Cloudera Impala”, now the official name is “Apache Impala”.



CDH Overview

Impala Benefits

Impala provides:

Familiar SQL interface that data scientists and analysts already know.

Ability to query high volumes of data (“big data”) in Apache Hadoop.

Distributed queries in a cluster environment, for convenient scaling and to make use of cost-effective commodity
hardware.

Ability to share data files between different components with no copy or export/import step; for example, to
write with Pig, transform with Hive and query with Impala. Impala can read from and write to Hive tables, enabling
simple data interchange using Impala for analytics on Hive-produced data.

Single system for big data processing and analytics, so customers can avoid costly modeling and ETL just for
analytics.

How Impala Works with CDH

The following graphic illustrates how Impala is positioned in the broader Cloudera environment:

JOBCS
ODBC Hue
Client
Hive
Metastore

Impala Shell

The Impala solution is composed of the following components:

Clients - Entities including Hue, ODBC clients, JDBC clients, and the Impala Shell can all interact with Impala. These
interfaces are typically used to issue queries or complete administrative tasks such as connecting to Impala.

Hive Metastore - Stores information about the data available to Impala. For example, the metastore lets Impala
know what databases are available and what the structure of those databases is. As you create, drop, and alter
schema objects, load data into tables, and so on through Impala SQL statements, the relevant metadata changes
are automatically broadcast to all Impala nodes by the dedicated catalog service introduced in Impala 1.2.
Impala - This process, which runs on DataNodes, coordinates and executes queries. Each instance of Impala can
receive, plan, and coordinate queries from Impala clients. Queries are distributed among Impala nodes, and these
nodes then act as workers, executing parallel query fragments.

HBase and HDFS - Storage for data to be queried.

Queries executed using Impala are handled as follows:

1.

User applications send SQL queries to Impala through ODBC or JDBC, which provide standardized querying
interfaces. The user application may connect to anyi npal ad in the cluster. Thisi npal ad becomes the coordinator
for the query.

. Impala parses the query and analyzes it to determine what tasks need to be performed by i npal ad instances

across the cluster. Execution is planned for optimal efficiency.

. Services such as HDFS and HBase are accessed by local i npal ad instances to provide data.
. Each i npal ad returns data to the coordinating i npal ad, which sends these results to the client.

Cloudera Introduction | 9



Primary Impala Features
Impala provides support for:

e Most common SQL-92 features of Hive Query Language (HiveQL) including SELECT, joins, and aggregate functions.
e HDFS, HBase, and Amazon Simple Storage System (S3) storage, including:

— HDEFS file formats: delimited text files, Parquet, Avro, SequenceFile, and RCFile.
— Compression codecs: Snappy, GZIP, Deflate, BZIP.

e Common data access interfaces including:

— JDBC driver.
— ODBCdriver.
— Hue Beeswax and the Impala Query Ul.

¢ impala-shell command-line interface.
e Kerberos authentication.

Cloudera Search Overview

Cloudera Search provides near real-time (NRT) access to data stored in or ingested into Hadoop and HBase. Search
provides near real-time indexing, batch indexing, full-text exploration and navigated drill-down, as well as a simple,
full-text interface that requires no SQL or programming skills.

Search is fully integrated in the data-processing platform and uses the flexible, scalable, and robust storage system
included with CDH. This eliminates the need to move large data sets across infrastructures to perform business tasks.

Cloudera Search incorporates Apache Solr, which includes Apache Lucene, SolrCloud, Apache Tika, and Solr Cell.
Cloudera Search is included with CDH 5.

Using Search with the CDH infrastructure provides:

e Simplified infrastructure

e Better production visibility

e Quicker insights across various data types

e Quicker problem resolution

¢ Simplified interaction and platform access for more users and use cases

e Scalability, flexibility, and reliability of search services on the same platform used to run other types of workloads
on the same data

The following table describes Cloudera Search features.

Table 1: Cloudera Search Features

Feature Description

Unified management and monitoring | Cloudera Manager provides unified and centralized management and

with Cloudera Manager monitoring for CDH and Cloudera Search. Cloudera Manager simplifies
deployment, configuration, and monitoring of your search services. Many
existing search solutions lack management and monitoring capabilities and
fail to provide deep insight into utilization, system health, trending, and other
supportability aspects.

Index storage in HDFS Cloudera Search is integrated with HDFS for index storage. Indexes created
by Solr/Lucene can be directly written in HDFS with the data, instead of to
local disk, thereby providing fault tolerance and redundancy.

Cloudera Search is optimized for fast read and write of indexes in HDFS while
indexes are served and queried through standard Solr mechanisms. Because



http://lucene.apache.org/solr/

Feature Description

data and indexes are co-located, data processing does not require transport
or separately managed storage.

Batch index creation through To facilitate index creation for large data sets, Cloudera Search has built-in
MapReduce MapReduce jobs for indexing data stored in HDFS. As a result, the linear
scalability of MapReduce is applied to the indexing pipeline.

Real-time and scalable indexing at data | Cloudera Search provides integration with Flume to support near real-time
ingest indexing. As new events pass through a Flume hierarchy and are written to
HDFS, those events can be written directly to Cloudera Search indexers.

In addition, Flume supports routing events, filtering, and annotation of data
passed to CDH. These features work with Cloudera Search for improved index
sharding, index separation, and document-level access control.

Easy interaction and data exploration | A Cloudera Search GUI is provided as a Hue plug-in, enabling users to
through Hue interactively query data, view result files, and do faceted exploration. Hue can
also schedule standing queries and explore index files. This GUI uses the
Cloudera Search API, which is based on the standard Solr API.

Simplified data processing for Search | Cloudera Search relies on Apache Tika for parsing and preparation of many
workloads of the standard file formats for indexing. Additionally, Cloudera Search supports
Avro, Hadoop Sequence, and Snappy file format mappings, as well as Log file
formats, JSON, XML, and HTML. Cloudera Search also provides data
preprocessing using Morphlines, which simplifies index configuration for these
formats. Users can use the configuration for other applications, such as
MapReduce jobs.

HBase search Cloudera Search integrates with HBase, enabling full-text search of stored
data without affecting HBase performance. A listener monitors the replication
event stream and captures each write or update-replicated event, enabling
extraction and mapping. The event is then sent directly to Solr indexers and
written to indexes in HDFS, using the same process as for other indexing
workloads of Cloudera Search. The indexes can be served immediately, enabling
near real-time search of HBase data.

How Cloudera Search Works

In a near real-time indexing use case, Cloudera Search indexes events that are streamed through Apache Flume to be
stored in CDH. Fields and events are mapped to standard Solr indexable schemas. Lucene indexes events, and integration
with Cloudera Search allows the index to be directly written and stored in standard Lucene index files in HDFS. Flume
event routing and storage of data in partitions in HDFS can also be applied. Events can be routed and streamed through
multiple Flume agents and written to separate Lucene indexers that can write into separate index shards, for better
scale when indexing and quicker responses when searching.

The indexes are loaded from HDFS to Solr cores, exactly like Solr would have read from local disk. The difference in
the design of Cloudera Search is the robust, distributed, and scalable storage layer of HDFS, which helps eliminate
costly downtime and allows for flexibility across workloads without having to move data. Search queries can then be
submitted to Solr through either the standard Solr API, or through a simple search GUI application, included in Cloudera
Search, which can be deployed in Hue.

Cloudera Search batch-oriented indexing capabilities can address needs for searching across batch uploaded files or
large data sets that are less frequently updated and less in need of near-real-time indexing. For such cases, Cloudera
Search includes a highly scalable indexing workflow based on MapReduce. A MapReduce workflow is launched onto
specified files or folders in HDFS, and the field extraction and Solr schema mapping is run during the mapping phase.
Reducers use Solr to write the data as a single index or as index shards, depending on your configuration and preferences.
Once the indexes are stored in HDFS, they can be queried using standard Solr mechanisms, as previously described
above for the near-real-time indexing use case.



The Lily HBase Indexer Service is a flexible, scalable, fault tolerant, transactional, near real-time oriented system for
processing a continuous stream of HBase cell updates into live search indexes. Typically, the time between data ingestion
using the Flume sink to that content potentially appearing in search results is measured in seconds, although this
duration is tunable. The Lily HBase Indexer uses Solr to index data stored in HBase. As HBase applies inserts, updates,
and deletes to HBase table cells, the indexer keeps Solr consistent with the HBase table contents, using standard HBase
replication features. The indexer supports flexible custom application-specific rules to extract, transform, and load
HBase data into Solr. Solr search results can contain col utmFami | y: qual i fi er links back to the data stored in
HBase. This way applications can use the Search result set to directly access matching raw HBase cells. Indexing and
searching do not affect operational stability or write throughput of HBase because the indexing and searching processes
are separate and asynchronous to HBase.

Understanding Cloudera Search

Cloudera Search fits into the broader set of solutions available for analyzing information in large data sets. With
especially large data sets, it is impossible to store all information reliably on a single machine and then query that data.
CDH provides both the means and the tools to store the data and run queries. You can explore data through:

e MapReduce jobs
e Impala queries
¢ Cloudera Search queries

CDH provides storage of and access to large data sets using MapReduce jobs, but creating these jobs requires technical
knowledge, and each job can take minutes or more to run. The longer run times associated with MapReduce jobs can
interrupt the process of exploring data.

To provide more immediate queries and responses and to eliminate the need to write MapReduce applications, Cloudera
offers Impala. Impala returns results in seconds instead of minutes.

Although Impala is a fast, powerful application, it uses SQL-based querying syntax. Using Impala can be challenging for
users who are not familiar with SQL. If you do not know SQL, you can use Cloudera Search. In addition, Impala, Hive,
and Pig all require a structure that is applied at query time, whereas Search supports free-text search on any data or
fields you have indexed.

How Search Uses Existing Infrastructure

Any data already in a CDH deployment can be indexed and made available for query by Cloudera Search. For data that
is not stored in CDH, Cloudera Search provides tools for loading data into the existing infrastructure, and for indexing
data as it is moved to HDFS or written to HBase.

By leveraging existing infrastructure, Cloudera Search eliminates the need to create new, redundant structures. In
addition, Cloudera Search uses services provided by CDH and Cloudera Manager in a way that does not interfere with
other tasks running in the same environment. This way, you can reuse existing infrastructure without the cost and
problems associated with running multiple services in the same set of systems.

Cloudera Search and Other Cloudera Components

Cloudera Search interacts with other Cloudera components to solve different problems. The following table lists
Cloudera components that contribute to the Search process and describes how they interact with Cloudera Search:

Component Contribution Applicable To

HDFS Stores source documents. Search indexes source documents to make | All cases
them searchable. Files that support Cloudera Search, such as Lucene
index files and write-ahead logs, are also stored in HDFS. Using HDFS
provides simpler provisioning on a larger base, redundancy, and fault
tolerance. With HDFS, Cloudera Search servers are essentially stateless,
so host failures have minimal consequences. HDFS also provides
snapshotting, inter-cluster replication, and disaster recovery.




Component

Contribution

Applicable To

MapReduce

Search includes a pre-built MapReduce-based job. This job can be
used for on-demand or scheduled indexing of any supported data set
stored in HDFS. This job uses cluster resources for scalable batch
indexing.

Many cases

Flume

Search includes a Flume sink that enables writing events directly to
indexers deployed on the cluster, allowing data indexing during
ingestion.

Many cases

Hue

Search includes a Hue front-end search application that uses standard
Solr APIs. The application can interact with data indexed in HDFS. The
application provides support for the Solr standard query language,
visualization of faceted search functionality, and a typical full text
search GUI-based.

Many cases

Morphlines

A morphline is a rich configuration file that defines an ETL
transformation chain. Morphlines can consume any kind of data from
any data source, process the data, and load the results into Cloudera
Search. Morphlines run in a small, embeddable Java runtime system,
and can be used for near real-time applications such as the flume
agent as well as batch processing applications such as a Spark job.

Many cases

ZooKeeper

Coordinates distribution of data and metadata, also known as shards.
It provides automatic failover to increase service resiliency.

Many cases

Spark

The CrunchindexerTool can use Spark to move data from HDFS files
into Apache Solr, and run the data through a morphline for extraction
and transformation.

Some cases

HBase

Supports indexing of stored data, extracting columns, column families,
and key information as fields. Because HBase does not use secondary
indexing, Cloudera Search can complete full-text searches of content
in rows and tables in HBase.

Some cases

Cloudera Manager

Deploys, configures, manages, and monitors Cloudera Search processes
and resource utilization across services on the cluster. Cloudera
Manager helps simplify Cloudera Search administration, but it is not
required.

Some cases

Cloudera Navigator

Cloudera Navigator provides governance for Hadoop systems including
support for auditing Search operations.

Some cases

Sentry

Sentry enables role-based, fine-grained authorization for Cloudera
Search. Sentry can apply a range of restrictions to various tasks, such
as accessing data, managing configurations through config objects, or
creating collections. Restrictions are consistently applied, regardless
of the way users attempt to complete actions. For example, restricting
access to data in a collection restricts that access whether queries
come from the command line, from a browser, Hue, or through the
admin console.

Some cases

Oozie

Automates scheduling and management of indexing jobs. Oozie can
check for new data and begin indexing jobs as required.

Some cases

Impala

Further analyzes search results.

Some cases

Hive

Further analyzes search results.

Some cases
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Component Contribution Applicable To

Parquet Provides a columnar storage format, enabling especially rapid result | Some cases
returns for structured workloads such as Impala or Hive. Morphlines
provide an efficient pipeline for extracting data from Parquet.

Avro Includes metadata that Cloudera Search can use for indexing. Some cases

Kafka Search uses this message broker project to increase throughput and | Some cases
decrease latency for handling real-time data.

Sqoop Ingests data in batch and enables data availability for batch indexing. | Some cases

Mahout Applies machine-learning processing to search results. Some cases

Cloudera Search Architecture

Cloudera Search runs as a distributed service on a set of servers, and each server is responsible for a portion of the
entire set of content to be searched. The entire set of content is split into smaller pieces, copies are made of these
pieces, and the pieces are distributed among the servers. This provides two main advantages:

¢ Dividing the content into smaller pieces distributes the task of indexing the content among the servers.

¢ Duplicating the pieces of the whole allows queries to be scaled more effectively and enables the system to provide
higher levels of availability.

/ o \
|
Replica 1 - | -

—————-

[
Shard 1 Shard 2

Each Cloudera Search server can handle requests for information. As a result, a client can send requests to index
documents or perform searches to any Search server, and that server routes the request to the correct server.

Each search deployment requires:

e ZooKeeper on one host. You can install ZooKeeper, Search, and HDFS on the same host.
e HDFS on at least one but as many as all hosts. HDFS is commonly installed on all hosts.
e Solr on at least one but as many as all hosts. Solr is commonly installed on all hosts.

More hosts with Solr and HDFS provides benefits of:

e More search host installations doing work.

e More search and HDFS collocation increasing the degree of data locality. More local data provides faster
performance and reduces network traffic.
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The following graphic illustrates some of the key elements in a typical deployment.
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This graphic illustrates:

1. A client submit a query over HTTP.

2. The response is received by the NameNode and then passed to a DataNode.
3. The DataNode distributes the request among other hosts with relevant shards.
4. The results of the query are gathered and returned to the client.

Also notice that the:

¢ Cloudera Manager provides client and server configuration files to other servers in the deployment.
e ZooKeeper server provides information about the state of the cluster and the other hosts running Solr.

The information a client must send to complete jobs varies:

e For queries, a client must have the hostname of the Solr server and the port to use.
e For actions related to collections, such as adding or deleting collections, the name of the collection is required as
well.

¢ Indexing jobs, such as MapReducelndexer jobs, use a MapReduce driver that starts a MapReduce job. These jobs
can also process morphlines, indexing the results to add to Solr.

Cloudera Search Configuration Files

Files on which the configuration of a Cloudera Search deployment are based include:



Solr files stored in ZooKeeper. Copies of these files exist on all Solr servers.

e sol rconfig. xml : Contains the parameters for configuring Solr.
e schenm. xnl : Contains all of the details about which fields your documents can contain, and how those fields
should be dealt with when adding documents to the index, or when querying those fields.

Files are copied from hadoop-conf in HDFS configurations to Solr servers:

e core-site.xn
e hdfs-site.xn
e ssl-client.xmn
¢ hadoop-env. sh
e topol ogy. map
* topol ogy. py
Cloudera Manager manages the following configuration files:

e cl oudera-nonitor.properties
e cl oudera-stack-nonitor.properties

The following files are used for logging and security configuration:

e | og4j.properties
e jaas.conf

e solr.keytab

e sentry-site.xm

Search can be deployed using parcels or packages. Some files are always installed to the sam