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About this Guide

This guide is intended for system administrators who want to secure a cluster using data encryption, user authentication,
and authorization techniques. This topic also provides information about Hadoop security programs and shows you
how to set up a gateway to restrict access.
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Security Overview for an Enterprise Data Hub

As the adoption of Hadoop increases, the volume of data and the types of data handled by Hadoop deployments have
also grown. For production deployments, a large amount of this data is generally sensitive, or subject to industry
regulations and governance controls. In order to be compliant with such regulations, Hadoop must offer strong
capabilities to thwart any attacks on the data it stores, and take measures to ensure proper security at all times. The
security landscape for Hadoop is changing rapidly. However, this rate of change is not consistent across all Hadoop
components, which is why the degree of security capability might appear uneven across the Hadoop ecosystem. That
is, some components might be compatible with stronger security technologies than others.

This topic describes the facets of Hadoop security and the different stages in which security can be added to a Hadoop
cluster:

The rest of this security overview outlines the various options organizations have for integrating Hadoop security
(authentication, authorization, data protection and governance) in enterprise environments. Its aim is to provide you
with enough information to make an informed decision as to how you would like to deploy Hadoop security in your
organization. In some cases, it also describes the architectural considerations for setting up, managing, and integrating
Hadoop security.

Facets of Hadoop Security

Hadoop security can be viewed as a series of business and operational capabilities, including:

¢ Perimeter Security, which focuses on guarding access to the cluster, its data, and its various services. In information
security, this translates to Authentication.

¢ Data Protection, which comprises the protection of data from unauthorized access, at rest and in transit. In
information security, this translates to Encryption.

¢ Entitlement, which includes the definition and enforcement of what users and applications can do with data. In
information security, this translates to Authorization.

¢ Transparency, which consists of the reporting and monitoring on the where, when, and how of data usage. In
information security, this translates to Auditing.

Perimeter Data Access

Guarding access to the Protecting data in the Defining what users
cluster itself cluster from and applications can do
unauthorized visibility with data

Visibility

Reporting on where
data came from and

how it's being used

Technical Concepts: Technical Concepts: Technical Concepts:
Authentication Encryption Permissions
Network isolation Data masking Authorization

Technical Concepts:
Auditing
Lineage

Application developers and IT teams can use security capabilities inherent in the security-related components of the
Hadoop cluster as well as leverage external tools to encompass all aspects of Hadoop security. The Hadoop ecosystem
covers a wide range of applications, datastores, and computing frameworks, and each of these security components
manifest these operational capabilities differently.

Levels of Hadoop Security

Security can typically be added to a Hadoop cluster in several stages:
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¢ Level 0: Cloudera recommends you first start with a fully-functional non-secure cluster before you begin adding
security to it. However, a non-secure cluster is very vulnerable to attacks and must never be used in production.

¢ Level 1: Start with the basics. First, set up authentication checks to prove that users/services accessing the cluster
are who they claim to be. You can then implement some simple authorization mechanisms that allow you to assign
access privileges to users and user groups. Auditing procedures to keep a check on who accesses the cluster and
how, can also be added in this step. However, these are still very basic security measures. If you do go to production
with only authentication, authorization and auditing enabled, make sure your cluster administrators are well
trained and that the security procedures in place have been certified by an expert.

¢ Level 2: For more robust security, cluster data, or at least sensitive data, must be encrypted. There should be
key-management systems in place for managing encrypted data and the associated encryption keys. Data
governance is an important aspect of security. Governance includes auditing accesses to data residing in metastores,
reviewing and updating metadata, and discovering the lineage of data objects.

¢ Level 3: At this level, all data on the cluster, at-rest and in-transit, must be encrypted, and the key management
system in use must be fault-tolerant. A completely secure enterprise data hub (EDH) is one that can stand up to
the audits required for compliance with PCI, HIPAA and other common industry standards. The regulations
associated with these standards do not apply just to the EDH storing this data. Any system that integrates with
the EDH in question is subject to scrutiny as well.

Leveraging all four levels of security, Cloudera’s EDH platform can pass technology reviews for most common
compliance regulations.

Achieve Scale and Cost Effectiveness via a Secure Data Vault

0 1 2 3
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Hadoop Security Architecture

What follows is a detailed depiction of the Hadoop ecosystem in particular as it shows the interactions between
different Cloudera Enterprise, security, and user management components. It also shows how a production environment
with a couple of datacenters and assorted users and data feeds, both internal and external, will need to deal with
receiving and authenticating so many insecure connections.

e As illustrated, external data streams can be authenticated by mechanisms in place for Flume and Kafka. Any data
from legacy databases is ingested using Sqoop. Users such as data scientists and analysts can interact directly with
the cluster using interfaces such as Hue or Cloudera Manager. Alternatively, they could be using a service like
Impala for creating and submitting jobs for data analysis. All of these interactions can be protected by an Active
Directory Kerberos deployment.
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e Encryption can be applied to data at-rest using transparent HDFS encryption with an enterprise-grade Key Trustee
Server. Cloudera also recommends using Navigator Encrypt to protect data on a cluster associated with the
Cloudera Manager, Cloudera Navigator, Hive and HBase metastores, and any log files or spills.

e Authorization policies can be enforced using Sentry (for services such as Hive, Impala and Search) as well as HDFS
Access Control Lists.

e Auditing capabilities can be provided by using Cloudera Navigator.

e
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Overview of Authentication Mechanisms for an Enterprise Data Hub

The purpose of authentication in Hadoop is simply to prove that users or services are who they claim to be. Typically,
authentication for CDH applications is handled using Kerberos, an enterprise-grade authentication protocol. Kerberos
provides strong security benefits including capabilities that render intercepted authentication packets unusable by an
attacker. It virtually eliminates the threat of impersonation by never sending a user's credentials in cleartext over the
network. Several components of the Hadoop ecosystem are converging to use Kerberos authentication with the option
to manage and store credentials in Active Directory (AD) or Lightweight Directory Access Protocol (LDAP). The rest of
this topic describes in detail some basic Kerberos concepts as they relate to Hadoop, and the different ways in which
Kerberos can be deployed on a CDH cluster.

For enterprise components such as Cloudera Manager, Cloudera Navigator, Hue, Hive, and Impala, that face external
clients, Cloudera also supports external authentication using services such as AD, LDAP, SAML, and so on. For instructions
on how to configure external authentication, refer the Cloudera Security Guide.
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Basic Kerberos Concepts

o Important: If you are not familiar with how the Kerberos authentication protocol works, make sure
you refer the following links before you proceed:

e MIT Kerberos Home
e MIT Kerberos Documentation

This section describes how Hadoop uses Kerberos principals and keytabs for user authentication. It also briefly describes
how Hadoop uses delegation tokens to authenticate jobs at execution time, to avoid overwhelming the KDC with
authentication requests for each job.

Kerberos Principals

A user in Kerberos is called a principal, which is made up of three distinct components: the primary, instance, and
realm. A Kerberos principal is used in a Kerberos-secured system to represent a unique identity. The first component
of the principal is called the primary, or sometimes the user component. The primary component is an arbitrary string
and may be the operating system username of the user or the name of a service. The primary component is followed
by an optional section called the instance, which is used to create principals that are used by users in special roles or
to define the host on which a service runs, for example. An instance, if it exists, is separated from the primary by a
slash and then the content is used to disambiguate multiple principals for a single user or service. The final component
of the principal is the realm. The realm is similar to a domain in DNS in that it logically defines a related group of objects,
although rather than hostnames as in DNS, the Kerberos realm defines a group of principals . Each realm can have its
own settings including the location of the KDC on the network and supported encryption algorithms. Large organizations
commonly create distinct realms to delegate administration of a realm to a group within the enterprise. Realms, by
convention, are written in uppercase characters.

Kerberos assigns tickets to Kerberos principals to enable them to access Kerberos-secured Hadoop services. For the
Hadoop daemon principals, the principal names should be of the format

usernanme/ ful l y. qual i fi ed. domai n. name @OUR- REALM COM In this guide, username in the

usernane/ ful l'y. qual i fi ed. donai n. nane @OUR- REALM COMprincipal refers to the username of an existing
Unix account that is used by Hadoop daemons, such as hdf s or mapr ed. Human users who want to access the Hadoop
cluster also need to have Kerberos principals; in this case, user name refers to the username of the user's Unix account,
such as j oe orj ane. Single-component principal names (such as j oe @OUR- REALM COM are acceptable for client
user accounts. Hadoop does not support more than two-component principal names.

Kerberos Keytabs

A keytab is a file containing pairs of Kerberos principals and an encrypted copy of that principal's key. A keytab file for
a Hadoop daemon is unique to each host since the principal names include the hostname. This file is used to authenticate
a principal on a host to Kerberos without human interaction or storing a password in a plain text file. Because having
access to the keytab file for a principal allows one to act as that principal, access to the keytab files should be tightly
secured. They should be readable by a minimal set of users, should be stored on local disk, and should not be included
in host backups, unless access to those backups is as secure as access to the local host.

Delegation Tokens

Users in a Hadoop cluster authenticate themselves to the NameNode using their Kerberos credentials. However, once
the user is authenticated, each job subsequently submitted must also be checked to ensure it comes from an
authenticated user. Since there could be a time gap between a job being submitted and the job being executed, during
which the user could have logged off, user credentials are passed to the NameNode using delegation tokens that can
be used for authentication in the future.

Delegation tokens are a secret key shared with the NameNode, that can be used to impersonate a user to get a job
executed. While these tokens can be renewed, new tokens can only be obtained by clients authenticating to the
NameNode using Kerberos credentials. By default, delegation tokens are only valid for a day. However, since jobs can
last longer than a day, each token specifies a JobTracker as a renewer which is allowed to renew the delegation token


http://web.mit.edu/Kerberos
http://web.mit.edu/Kerberos/krb5-1.8/

once a day, until the job completes, or for a maximum period of 7 days. When the job is complete, the JobTracker
requests the NameNode to cancel the delegation token.

Token Format

The NameNode uses a random nast er Key to generate delegation tokens. All active tokens are stored in memory with
their expiry date (maxDat e). Delegation tokens can either expire when the current time exceeds the expiry date, or,
they can be canceled by the owner of the token. Expired or canceled tokens are then deleted from memory. The
sequenceNunber serves as a unique ID for the tokens. The following section describes how the Delegation Token is
used for authentication.

Tokenl D = {ownerI D, renewerl D, issueDate, nmaxDate, sequenceNumnber}
TokenAut henti cat or = HVAC- SHA1( mast er Key, Tokenl D)
Del egati on Token = {Tokenl D, TokenAut henti cator}

Authentication Process

To begin the authentication process, the client first sends the TokenID to the NameNode. The NameNode uses this
TokenID and the mast er Key to once again generate the corresponding TokenAuthenticator, and consequently, the
Delegation Token. If the NameNode finds that the token already exists in memory, and that the current time is less
than the expiry date (maxDat e) of the token, then the token is considered valid. If valid, the client and the NameNode
will then authenticate each other by using the TokenAuthenticator that they possess as the secret key, and MD5 as
the protocol. Since the client and NameNode do not actually exchange TokenAuthenticators during the process, even
if authentication fails, the tokens are not compromised.

Token Renewal

Delegation tokens must be renewed periodically by the designated renewer (r enewer | D). For example, if a JobTracker
is the designated renewer, the JobTracker will first authenticate itself to the NameNode. It will then send the token
to be authenticated to the NameNode. The NameNode verifies the following information before renewing the token:

e The JobTracker requesting renewal is the same as the one identified in the token by r enewer | D.

¢ The TokenAuthenticator generated by the NameNode using the Tokenl Dand the mast er Key matches the one
previously stored by the NameNode.
e The current time must be less than the time specified by naxDat e.

If the token renewal request is successful, the NameNode sets the new expiry date tomi n(current tine+renew
period, maxDat e).If the NameNode was restarted at any time, it will have lost all previous tokens from memory.
In this case, the token will be saved to memory once again, this time with a new expiry date. Hence, designated renewers
must renew all tokens with the NameNode after a restart, and before relaunching any failed tasks.

A designated renewer can also revive an expired or canceled token as long as the current time does not exceed naxDat e.
The NameNode cannot tell the difference between a token that was canceled, or has expired, and one that was erased
from memory due to a restart, since only the mast er Key persists in memory. The nast er Key must be updated
regularly.

Types of Kerberos Deployments

Kerberos provides strong security benefits including capabilities that render intercepted authentication packets unusable
by an attacker. It virtually eliminates the threat of impersonation by never sending a user's credentials in cleartext
over the network. Several components of the Hadoop ecosystem are converging to use Kerberos authentication with
the option to manage and store credentials in LDAP or AD. Microsoft's Active Directory (AD) is an LDAP directory that
also provides Kerberos authentication for added security. Before you configure Kerberos on your cluster, ensure you
have a working KDC (MIT KDC or Active Directory), set up. You can then use Cloudera Manager's Kerberos wizard to
automate several aspects of configuring Kerberos authentication on your cluster.

Without Kerberos enabled, Hadoop only checks to ensure that a user and their group membership is valid in the context
of HDFS. However, it makes no effort to verify that the user is who they say they are.
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With Kerberos enabled, users must first authenticate themselves to a Kerberos Key Distribution Centre (KDC) to obtain
a valid Ticket-Granting-Ticket (TGT). The TGT is then used by Hadoop services to verify the user's identity. With Kerberos,
a user is not only authenticated on the system they are logged into, but they are also authenticated to the network.
Any subsequent interactions with other services that have been configured to allow Kerberos authentication for user
access, are also secured.

This section describes the architectural options that are available for deploying Hadoop security in enterprise
environments. Each option includes a high-level description of the approach along with a list of pros and cons. There
are three options currently available:

Local MIT KDC

This approach uses an MIT KDC that is local to the cluster. Users and services will have to authenticate with this local
KDC before they can interact with the CDH components on the cluster.

Architecture Summary:

e An MIT KDC and a distinct Kerberos realm is deployed locally to the CDH cluster. The local MIT KDC is typically
deployed on a Utility host. Additional replicated MIT KDCs for high-availability are optional.

e All cluster hosts must be configured to use the local MIT Kerberos realm using the kr b5. conf file.

¢ All service and user principals must be created in the local MIT KDC and Kerberos realm.

e The local MIT KDC will authenticate both the service principals (using keytab files) and user principals (using
passwords).

¢ Cloudera Manager connects to the local MIT KDC to create and manage the principals for the CDH services running
on the cluster. To do this Cloudera Manager uses an admin principal and keytab that is created during the security
setup. This step has been automated by the Kerberos wizard. Instructions for manually creating the Cloudera
Manager admin principal are provided in the Cloudera Manager security documentation.

e Typically, the local MIT KDC administrator is responsible for creating all other user principals. If you use the Kerberos
wizard, Cloudera Manager will create these principals and associated keytab files for you.
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Pros

Cons

The authentication mechanism is isolated from the rest
of the enterprise.

This mechanism is not integrated with central
authentication system.

This is fairly easy to setup, especially if you use the
Cloudera Manager Kerberos wizard that automates

User and service principals must be created in the local
MIT KDC, which can be time-consuming.

creation and distribution of service principals and keytab
files.

The local MIT KDC can be a single point of failure for the
cluster unless replicated KDCs can be configured for
high-availability.

The local MIT KDC is yet another authentication system
to manage.

Local MIT KDC with Active Directory Integration

This approach uses an MIT KDC and Kerberos realm that is local to the cluster. However, Active Directory stores the
user principals that will access the cluster in a central realm. Users will have to authenticate with this central AD realm
to obtain TGTs before they can interact with CDH services on the cluster. Note that CDH service principals reside only
in the local KDC realm.

Architecture Summary:

e An MIT KDC and a distinct Kerberos realm is deployed locally to the CDH cluster. The local MIT KDC is typically
deployed on a Utility host and additional replicated MIT KDCs for high-availability are optional.

e All cluster hosts are configured with both Kerberos realms (local and central AD) using the kr b5. conf file. The
default realm should be the local MIT Kerberos realm.

¢ Service principals should be created in the local MIT KDC and the local Kerberos realm. Cloudera Manager connects
to the local MIT KDC to create and manage the principals for the CDH services running on the cluster. To do this,
Cloudera Manager uses an admin principal and keytab that is created during the security setup. This step has been
automated by the Kerberos wizard. Instructions for manually creating the Cloudera Manager admin principal are
provided in the Cloudera Manager security documentation.

e A one-way, cross-realm trust must be set up from the local Kerberos realm to the central AD realm containing the
user principals that require access to the CDH cluster. There is no need to create the service principals in the
central AD realm and no need to create user principals in the local realm.
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The local MIT KDC serves as a shield for the central Active
Directory from the many hosts and services in a CDH
cluster. Service restarts in a large cluster create many
simultaneous authentication requests. If Active Directory
is unable to handle the spike in load, then the cluster can
effectively cause a distributed denial of service (DDOS)
attack.

The local MIT KDC can be a single point of failure (SPOF)
for the cluster. Replicated KDCs can be configured for
high-availability.

This is fairly easy to setup, especially if you use the
Cloudera Manager Kerberos wizard that automates
creation and distribution of service principals and keytab
files.

Active Directory administrators will only need to be
involved to configure the cross-realm trust during setup.

The local MIT KDC is yet another authentication system
to manage.
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Pros Cons

Integration with central Active Directory for user principal
authentication results in a more complete authentication
solution.

Allows for incremental configuration. Hadoop security can
be configured and verified using local MIT KDC
independently of integrating with Active Directory.

Direct to Active Directory

This approach uses the central Active Directory as the KDC. No local KDC is required. Before you decide upon an AD
KDC deployment, make sure you are aware of the following possible ramifications of that decision.

Considerations when using an Active Directory KDC
Performance:

As your cluster grows, so will the volume of Authentication Service (AS) and Ticket Granting Service (TGS) interaction
between the services on each cluster server. Consider evaluating the volume of this interaction against the Active
Directory domain controllers you have configured for the cluster before rolling this feature out to a production
environment. If cluster performance suffers, over time it might become necessary to dedicate a set of AD domain
controllers to larger deployments.

The central Active Directory KDC is not shielded from the CDH cluster. Service restarts in a large cluster create many
simultaneous authentication requests. If Active Directory is unable to handle the spike in load, then the cluster can
effectively cause a distributed denial of service (DDOS) attack.

Network Proximity:

By default, Kerberos uses UDP for client/server communication. Often, AD services are in a different network than
project application services such as Hadoop. If the domain controllers supporting a cluster for Kerberos are not in the
same subnet, or they're separated by a firewall, consider using the udp_preference_linit = 1 settinginthe

[1i bdef aul t s] section of the kr b5. conf used by cluster services. Cloudera strongly recommends against using AD
domain controller (KDC) servers that are separated from the cluster by a WAN connection, as latency in this service
will significantly impact cluster performance.

Process:

Troubleshooting the cluster's operations, especially for Kerberos-enabled services, will need to include AD administration
resources. Evaluate your organizational processes for engaging the AD administration team, and how to escalate in
case a cluster outage occurs due to issues with Kerberos authentication against AD services. In some situations it might
be necessary to enable Kerberos event logging to address desktop and KDC issues within windows environments.

Also note that if you decommission any Cloudera Manager roles or nodes, the related AD accounts will need to be
deleted manually. This is required because Cloudera Manager will not delete existing entries in Active Directory.

Architecture Summary

¢ All service and user principals are created in the Active Directory KDC.

e All cluster hosts are configured with the central AD Kerberos realm using kr b5. conf .

¢ Cloudera Manager connects to the Active Directory KDC to create and manage the principals for the CDH services
running on the cluster. To do this, Cloudera Manager uses a principal that has the privileges to create other
accounts within the given Organisational Unit (OU). This step has been automated by the Kerberos wizard.
Instructions for manually creating the Cloudera Manager admin principal are provided in the Cloudera Manager
security documentation.

e All service and user principals are authenticated by the Active Directory KDC.



https://support.microsoft.com/en-us/kb/262177?wa=wsignin1.0
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E,i Note: Ifitis not possible to create the Cloudera Manager admin principal with the required privileges

in the Active Directory KDC, then the CDH services principals will need to be created manually. The
corresponding keytab files should then be stored securely on the Cloudera Manager Server host.
Cloudera Manager's Custom Kerberos Keytab Retrieval script can be used to retrieve the keytab files
from the local filesystem.

Identity Integration with Active Directory

A core requirement for enabling Kerberos security in the platform is that users have accounts on all cluster processing
nodes. Commercial products such as Centrify or Quest Authentication Services (QAS) provide integration of all cluster
hosts for user and group resolution to Active Directory. These tools support automated Kerberos authentication on
login by users to a Linux host with AD. For sites not using Active Directory, or sites wanting to use an open source
solution, the Site Security Services Daemon (SSSD) can be used with either AD or OpenLDAP compatible directory
services and MIT Kerberos for the same needs.

For third-party providers, you may have to purchase licenses from the respective vendors. This procedure requires
some planning as it takes time to procure these licenses and deploy these products on a cluster. Care should be taken
to ensure that the identity management product does not associate the service principal names (SPNs) with the host
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principals when the computers are joined to the AD domain. For example, Centrify by default associates the HTTP SPN
with the host principal. So the HTTP SPN should be specifically excluded when the hosts are joined to the domain.

You will also need to complete the following setup tasks in AD:

¢ Active Directory Organizational Unit (OU) and OU user - A separate OU in Active Directory should be created
along with an account that has privileges to create additional accounts in that OU.

e Enable SSL for AD - Cloudera Manager should be able to connect to AD on the LDAPS (TCP 636) port.

¢ Principals and Keytabs - In a direct-to-AD deployment that is set up using the Kerberos wizard, by default, all

required principals and keytabs will be created, deployed and managed by Cloudera Manager. However, if for
some reason you cannot allow Cloudera Manager to manage your direct-to-AD deployment, then unique accounts
should be manually created in AD for each service running on each host and keytab files must be provided for the
same. These accounts should have the AD User Principal Name (UPN) set to ser vi ce/ f qdn@REALM and the
Service Principal Name (SPN) set to ser vi ce/ f gdn. The principal name in the keytab files should be the UPN of
the account. The keytab files should follow the naming convention: ser vi cenane_f qdn. keyt ab. The following
principals and keytab files must be created for each host they run on: Hadoop Users in Cloudera Manager and
CDH on page 176.

e AD Bind Account - Create an AD account that will be used for LDAP bindings in Hue, Cloudera Manager and
Cloudera Navigator.

¢ AD Groups for Privileged Users - Create AD groups and add members for the authorized users, HDFS admins and
HDFS superuser groups.

e Authorized users — A group consisting of all users that need access to the cluster
e HDFS admins — Groups of users that will run HDFS administrative commands

e HDFS super users — Group of users that require superuser privilege, that is, read/wwrite access to all data
and directories in HDFS

Putting regular users into the HDFS superuser group is not recommended. Instead, an account that
administrators escalate issues to, should be part of the HDFS superuser group.

¢ AD Groups for Role-Based Access to Cloudera Manager and Cloudera Navigator - Create AD groups and add
members to these groups so you can later configure role-based access to Cloudera Manager and Cloudera Navigator.

Cloudera Manager roles and their definitions are available here: Cloudera Manager User Roles on page 356. Cloudera
Navigator roles and their definitions are available here: Cloudera Navigator Data Management Component User
Roles on page 359

e AD Test Users and Groups - At least one existing AD user and the group that the user belongs to should be provided
to test whether authorization rules work as expected.

TLS/SSL Requirements for Secure Distribution of Kerberos Keytabs

Communication between Cloudera Manager Server and Cloudera Manager Agents must be encrypted so that sensitive
information such as Kerberos keytabs are not distributed from the Server to Agents in cleartext.

Cloudera Manager supports three levels of TLS security.

e Level 1 (Good) - This level encrypts communication between the browser and Cloudera Manager, and between
Agents and the Cloudera Manager Server. See Configuring TLS Encryption Only for Cloudera Manager on page 215
followed by Level 1: Configuring TLS Encryption for Cloudera Manager Agents on page 219 for instructions. Level
1 encryption prevents snooping of commands and controls ongoing communication between Agents and Cloudera
Manager.

e Level 2 (Better) - This level encrypts communication between the Agents and the Server, and provides strong
verification of the Cloudera Manager Server certificate by Agents. See Level 2: Configuring TLS Verification of
Cloudera Manager Server by the Agents on page 220. Level 2 provides Agents with additional security by verifying
trust for the certificate presented by the Cloudera Manager Server.




e Level 3 (Best) - This includes encrypted communication between the Agents and the Server, strong verification of
the Cloudera Manager Server certificate by the Agents, and authentication of Agents to the Cloudera Manager
Server using self-signed or CA-signed certs. See Level 3: Configuring TLS Authentication of Agents to the Cloudera
Manager Server on page 222. Level 3 TLS prevents cluster Servers from being spoofed by untrusted Agents running
on a host. Cloudera recommends that you configure Level 3 TLS encryption for untrusted network environments
before enabling Kerberos authentication. This provides secure communication of keytabs between the Cloudera
Manager Server and verified Agents across the cluster.

This means, if you want to implement Level 3 TLS, you will need to provide TLS certificates for every host in the cluster.
For minimal security, that is, Level 1 TLS, you will at least need to provide a certificate for the Cloudera Manager Server
host, and a certificate for each of the gateway nodes to secure the web consoles.

If the CA that signs these certificates is an internal CA, then you will also need to provide the complete certificate chain
of the CA that signed these certificates. The same certificates can be used to encrypt Cloudera Manager, Hue, HiveServer2
& Impala JDBC/ODBC interfaces, and for encrypted shuffle. If any external services such as LDAPS or SAML use certificates
signed by an internal CA, then the public certificate of the Root CA and any intermediate CA in the chain should be
provided.

Configuring Kerberos Authentication on a Cluster

Before you use the following sections to configure Kerberos on your cluster, ensure you have a working KDC (MIT KDC
or Active Directory), set up.

You can use one of the following ways to set up Kerberos authentication on your cluster using Cloudera Manager:

¢ Cloudera Manager 5.1 introduced a new wizard to automate the procedure to set up Kerberos on a cluster. Using
the KDC information you enter, the wizard will create new principals and keytab files for your CDH services. The
wizard can be used to deploy the kr b5. conf file cluster-wide, and automate other manual tasks such as stopping
all services, deploying client configuration and restarting all services on the cluster.

If you want to use the Kerberos wizard, follow the instructions at Enabling Kerberos Authentication Using the
Wizard on page 59.

¢ Ifyou do not want to use the Kerberos wizard, follow the instructions at Enabling Kerberos Authentication Without
the Wizard on page 75.

Authentication Mechanisms used by Hadoop Projects

Project Authentication Capabilities

HDFS Kerberos, SPNEGO (HttpFS)

MapReduce Kerberos (also see HDFS)

YARN Kerberos (also see HDFS)

Accumulo Kerberos (partial)

Flume Kerberos (starting CDH 5.4)

HBase Kerberos (HBase Thrift and REST clients must perform their own user
authentication)

HiveServer None

HiveServer2

Kerberos, LDAP, Custom/pluggable authentication

Hive Metastore

Kerberos

Hue Kerberos, LDAP, SAML, Custom/pluggable authentication
Impala Kerberos, LDAP, SPNEGO (Impala Web Console)
Oozie Kerberos, SPNEGO




Project Authentication Capabilities
Pig Kerberos

Search Kerberos, SPNEGO

Sentry Kerberos

Spark Kerberos

Sqoop Kerberos

Sqoop2 Kerberos (starting CDH 5.4)
Zookeeper Kerberos

Cloudera Manager Kerberos, LDAP, SAML
Cloudera Navigator See Cloudera Manager
Backup and Disaster Recovery See Cloudera Manager

Overview of Data Protection Mechanisms for an Enterprise Data Hub

The goal of data protection is to ensure that only authorized users can view, use, or contribute to a data set. These
security controls add another layer of protection against potential threats by end-users, administrators and any other
potentially-malicious actors on the network. The means to achieving this goal consists of two parts: protecting data
when it is persisted to disk or other storage mediums, commonly called data-at-rest, and protecting data while it moves
from one process or system to another, that is, data in transit.

Several common compliance regulations call for data protection in addition to the other security controls discussed in
this paper. Cloudera provides security for data in transit, through TLS and other mechanisms - centrally deployed
through Cloudera Manager. Transparent data-at-rest protection is provided through the combination of transparent
HDFS encryption, Navigator Encrypt, and Navigator Key Trustee.

Protecting Data At-Rest

For data-at-rest, there are several risk avenues that may lead to unprivileged access, such as exposed data on a hard
drive after a mechanical failure, or, data being accessed by previously-compromised accounts. Data-at-rest is also
complicated by longevity; where and how does one store the keys to decrypt data throughout an arbitrary period of
retention. Key management issues, such as mitigating compromised keys and the re-encryption of data, also complicate
the process.

However, in some cases, you might find that relying on encryption to protect your data is not sufficient. With encryption,
sensitive data may still be exposed to an administrator who has complete access to the cluster. Even users with
appropriate ACLs on the data could have access to logs and queries where sensitive data might have leaked. To prevent
such leaks, Cloudera now allows you to mask personally identifiable information (PIl) from log files, audit data and SQL
queries.

Encryption Options Available with Hadoop

Hadoop, as a central data hub for many kinds of data within an organization, naturally has different needs for data
protection depending on the audience and processes while using a given data set. CDH provides transparent HDFS
encryption, ensuring that all sensitive data is encrypted before being stored on disk. This capability, together with
enterprise-grade encryption key management with Navigator Key Trustee, delivers the necessary protection to meet
regulatory compliance for most enterprises. HDFS Encryption together with Navigator Encrypt (available with Cloudera
Enterprise) provides transparent encryption for Hadoop, for both data and metadata. These solutions automatically
encrypt data while the cluster continues to run as usual, with a very low performance impact. It is massively scalable,
allowing encryption to happen in parallel against all the data nodes - as the cluster grows, encryption grows with it.
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Additionally, this transparent encryption is optimized for the Intel chipset for high performance. Intel chipsets include

AES-
AES-

NI co-processors, which provide special capabilities that make encryption workloads run extremely fast. Not all
Nl is equal, and Cloudera is able to take advantage of the latest Intel advances for even faster performance.

As an example, the figure below shows a sample deployment that uses CDH's transparent HDFS encryption to protect
the data stored in HDFS, while Navigator Encrypt is being used to protect all other data on the cluster associated with
the Cloudera Manager, Cloudera Navigator, Hive and HBase metadata stores, along with any logs or spills. Navigator
Key Trustee is being used to provide robust and fault-tolerant key management.
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Encryption can be applied at a number of levels within Hadoop:

OS Filesystem-level - Encryption can be applied at the Linux operating system filesystem level to cover all files in
a volume. An example of this approach is Cloudera Navigator Encrypt on page 327 (formerly Gazzang zNcrypt)
which is available for Cloudera customers licensed for Cloudera Navigator. Navigator Encrypt operates at the Linux
volume level, so it can encrypt cluster data inside and outside HDFS, such as temp/spill files, configuration files
and metadata databases (to be used only for data related to a CDH cluster). Navigator Encrypt must be used with
Cloudera Navigator Key Trustee Server on page 303 (formerly Gazzang zTrustee).

CDH components, such as Impala, MapReduce, YARN, or HBase, also have the ability to encrypt data that lives
temporarily on the local filesystem outside HDFS. To enable this feature, see Configuring Encryption for Data Spills
on page 349.

Network-level - Encryption can be applied to encrypt data just before it gets sent across a network and to decrypt
it just after receipt. In Hadoop, this means coverage for data sent from client user interfaces as well as
service-to-service communication like remote procedure calls (RPCs). This protection uses industry-standard
protocols such as TLS/SSL.

E,’ Note: Cloudera Manager and CDH components support either TLS 1.0, TLS 1.1, or TLS 1.2, but
not SSL 3.0. References to SSL continue only because of its widespread use in technical jargon.

HDFS-level - Encryption applied by the HDFS client software. HDFS Transparent Encryption on page 267 operates
at the HDFS folder level, allowing you to encrypt some folders and leave others unencrypted. HDFS transparent
encryption cannot encrypt any data outside HDFS. To ensure reliable key storage (so that data is not lost), use
Cloudera Navigator Key Trustee Server; the default Java keystore can be used for test purposes. For more
information, see Enabling HDFS Encryption Using Cloudera Navigator Key Trustee Server on page 272.




Unlike OS and network-level encryption, HDFS transparent encryption is end-to-end. That is, it protects data at
rest and in transit, which makes it more efficient than implementing a combination of OS-level and network-level
encryption.

Data Redaction with Hadoop

Data redaction is the suppression of sensitive data, such as any personally identifiable information (PIl). Pll can be used
on its own or with other information to identify or locate a single person, or to identify an individual in context. Enabling
redaction allow you to transform PIl to a pattern that does not contain any identifiable information. For example, you
could replace all Social Security numbers (SSN) like 123- 45- 6789with an unintelligible pattern like XXX- XX- XXXX, or
replace only part of the SSN (XXX- XX- 6789).

Although encryption technigues are available to protect Hadoop data, the underlying problem with using encryption
is that an admin who has complete access to the cluster also access to unencrypted sensitive user data. Even users
with appropriate ACLs on the data could have access to logs and queries where sensitive data might have leaked.

Data redaction provides compliance with industry regulations such as PCl and HIPAA, which require that access to Pl
be restricted to only those users whose jobs require such access. Pll or other sensitive data must not be available
through any other channels to users like cluster administrators or data analysts. However, if you already have permissions
to access Pll through queries, the query results will not be redacted. Redaction only applies to any incidental leak of
data. Queries and query results must not show up in cleartext in logs, configuration files, Uls, or other unprotected
areas.

Scope:

Data redaction in CDH targets sensitive SQL data and log files. Currently, you can enable or disable redaction for the
whole cluster with a simple HDFS service-wide configuration change. Redaction is implemented with the assumption
that sensitive information resides in the data itself, not the metadata. If you enable redaction for a file, only sensitive
data inside the file is redacted. Metadata such as the name of the file or file owner is not redacted.

When data redaction is enabled, the following data is redacted:

e Logs in HDFS and any dependent cluster services. Log redaction is not available in Isilon-based clusters.
¢ Audit data sent to Cloudera Navigator
e SQL query strings displayed by Hue, Hive, and Impala.

For more information on enabling this feature, see Sensitive Data Redaction on page 448.

Password Redaction

Starting with Cloudera Manager and CDH 5.5, passwords will no longer be accessible in cleartext through the Cloudera
Manager Ul or in the configuration files stored on disk. For components such as HDFS, HBase, Hive, and so on, that
use core Hadoop, the feature has been implemented by using Hadoop's Cr edent i al Pr ovi der interface to encrypt
and store passwords inside a secure cr eds. j ceks keystore file. For components such as Hue and Impala, that do not
use core Hadoop, instead of the password, we use a passwor d_scri pt =

/path/to/script/that/wll/em t/password.sh parameter that, when run, writes the password to st dout .
Passwords contained within Cloudera Manager and Cloudera Navigator properties have been redacted internally in
Cloudera Manager.

However, the database password contained in Cloudera Manager Server's

/ etc/cl oudera-scm server/ db. properti es file has not been redacted. The db. properti es file is managed
by customers and is populated manually when the Cloudera Manager Server database is being set up for the first time.
Since this occurs before the Cloudera Manager Server has even started, encrypting the contents of this file is a completely
different challenge as compared to that of redacting configuration files.

Password redaction (not including log and query redaction) is enabled by default for deployments with Cloudera
Manager 5.5 (or higher) managing CDH 5.5 (or higher). There are no user-visible controls to enable or disable this
feature. It is expected to work out of the box. The primary places where you will encounter the effects of password
redaction are:



¢ Inthe Cloudera Manager Admin Console, on the Processes page for a given role instance, passwords in the linked
configuration files have been replaced by * * ****x

¢ On the Cloudera Manager Server and Agent hosts, all configuration files in the
/'var/run/cl ouder a- scm agent / pr ocess directory will have their passwords replaced by ******x

Exception: The database password contained in Cloudera Manager Server's
/etc/cl oudera-scm server/ db. properti es file has not been redacted.

Protecting Data In-Transit

For data-in-transit, implementing data protection and encryption is relatively easy. Wire encryption is built into the
Hadoop stack, such as SSL, and typically does not require external systems. This data-in-transit encryption is built using
session-level, one-time keys, by means of a session handshake with immediate and subsequent transmission. Thus,
data-in-transit avoids much of the key management issues associated with data-at-rest due the temporal nature of
the keys, but it does rely on proper authentication; a certificate compromise is an issue with authentication, but can
compromise wire encryption. As the name implies, data-in-transit covers the secure transfer and intermediate storage
of data. This applies to all process-to-process communication, within the same node or between nodes. There are
three primary communication channels:

e HDFS Transparent Encryption: Data encrypted using HDFS Transparent Encryption on page 267 is protected
end-to-end. Any data written to and from HDFS can only be encrypted or decrypted by the client. HDFS does not
have access to the unencrypted data or the encryption keys. This supports both, at-rest encryption as well as
in-transit encryption.

e Data Transfer: The first channel is data transfer, including the reading and writing of data blocks to HDFS. Hadoop
uses a SASL-enabled wrapper around its native direct TCP/IP-based transport, called Dat aTr anspor t Pr ot ocol ,
to secure the 1/0O streams within an DIGEST-MD5 envelope (For steps, see Configuring Encrypted HDFS Data
Transport on page 353). This procedure also employs secured HadoopRPC (see Remote Procedure Calls) for the
key exchange. The HttpFS REST interface, however, does not provide secure communication between the client
and HDFS, only secured authentication using SPNEGO.

For the transfer of data between DataNodes during the shuffle phase of a MapReduce job (that is, moving
intermediate results between the Map and Reduce portions of the job), Hadoop secures the communication
channel with HTTP Secure (HTTPS) using Transport Layer Security (TLS). See Encrypted Shuffle and Encrypted Web
Uls on page 255.

¢ Remote Procedure Calls: The second channel is system calls to remote procedures (RPC) to the various systems
and frameworks within a Hadoop cluster. Like data transfer activities, Hadoop has its own native protocol for RPC,
called HadoopRPC, which is used for Hadoop API client communication, intra-Hadoop services communication,
as well as monitoring, heartbeats, and other non-data, non-user activity. HadoopRPC is SASL-enabled for secured
transport and defaults to Kerberos and DIGEST-MD5 depending on the type of communication and security settings.
For steps, see Configuring Encrypted HDFS Data Transport on page 353.

e User Interfaces: The third channel includes the various web-based user interfaces within a Hadoop cluster. For
secured transport, the solution is straightforward; these interfaces employ HTTPS.

SSL/TLS Certificates Overview

Certificates can be signed in one three different ways:

Type Usage Note
Public CA-signed Recommended. Using certificates signed by a trusted public CA simplifies deployment because
certificates the default Java client already trusts most public CAs. Obtain certificates from one of the

trusted well-known (public) CAs, such as Symantec and Comodo, as detailed in Generate TLS
Certificates on page 40

Internal CA-signed Obtain certificates from your organization's internal CA if your organization has its own.
certificates Using an internal CA can reduce costs (although cluster configuration may require establishing
the trust chain for certificates signed by an internal CA, depending on your IT infrastructure).
See How to Configure TLS Encryption for Cloudera Manager on page 40 for information
about establishing trust as part of configuring a Cloudera Manager cluster.




Type Usage Note

Self-signed certificates | Not recommended for production deployments. Using self-signed certificates requires
configuring each client to trust the specific certificate, in addition to generating and
distributing the certificates. However, to use self-signed certificates in a non-production
(test, lab, proof-of-concept) deployment, see Using Self-Signed Certificates for TLS on page
231.

E,i Note: Wildcard domain certificates and certificates using the SubjectAlternativeName extension are
not supported at this time.

For more information on setting up SSL/TLS certificates, continue reading the topics at TLS/SSL Certificates Overview
on page 208.

TLS Encryption Levels for Cloudera Manager

Transport Layer Security (TLS) provides encryption and authentication in communication between the Cloudera Manager
Server and Agents. Encryption prevents snooping, and authentication helps prevent problems caused by malicious
servers or agents.

Cloudera Manager supports three levels of TLS security.

e Level 1 (Good) - This level encrypts communication between the browser and Cloudera Manager, and between
Agents and the Cloudera Manager Server. See Configuring TLS Encryption Only for Cloudera Manager on page 215
followed by Level 1: Configuring TLS Encryption for Cloudera Manager Agents on page 219 for instructions. Level
1 encryption prevents snooping of commands and controls ongoing communication between Agents and Cloudera
Manager.

e Level 2 (Better) - This level encrypts communication between the Agents and the Server, and provides strong
verification of the Cloudera Manager Server certificate by Agents. See Level 2: Configuring TLS Verification of
Cloudera Manager Server by the Agents on page 220. Level 2 provides Agents with additional security by verifying
trust for the certificate presented by the Cloudera Manager Server.

e Level 3 (Best) - This includes encrypted communication between the Agents and the Server, strong verification of
the Cloudera Manager Server certificate by the Agents, and authentication of Agents to the Cloudera Manager
Server using self-signed or CA-signed certs. See Level 3: Configuring TLS Authentication of Agents to the Cloudera
Manager Server on page 222. Level 3 TLS prevents cluster Servers from being spoofed by untrusted Agents running
on a host. Cloudera recommends that you configure Level 3 TLS encryption for untrusted network environments
before enabling Kerberos authentication. This provides secure communication of keytabs between the Cloudera
Manager Server and verified Agents across the cluster.

TLS/SSL Encryption for CDH Components

Cloudera recommends securing a cluster using Kerberos authentication before enabling encryption such as SSLon a
cluster. If you enable SSL for a cluster that does not already have Kerberos authentication configured, a warning will
be displayed.

Hadoop services differ in their use of SSL as follows:

e HDFS, MapReduce, and YARN daemons act as both SSL servers and clients.
e HBase daemons act as SSL servers only.

e QOozie daemons act as SSL servers only.

e Hue acts as an SSL client to all of the above.

Daemons that act as SSL servers load the keystores when starting up. When a client connects to an SSL server daemon,
the server transmits the certificate loaded at startup time to the client, which then uses its truststore to validate the
server’s certificate.

For information on setting up SSL/TLS for CDH services, see Configuring TLS/SSL Encryption for CDH Services on page
233.




Security Overview for an Enterprise Data Hub

Data Protection within Hadoop Projects

The table below lists the various encryption capabilities that can be leveraged by CDH components and Cloudera
Manager.

HDFS SASL (RPC), SASL (DataTransferProtocol) Yes

MapReduce SASL (RPC), HTTPS (encrypted shuffle) Yes

YARN SASL (RPC) Yes

Accumulo Partial - Only for RPCs and Web Ul (Not directly | Yes
configurable in Cloudera Manager)

Flume TLS (Avro RPC) Yes

HBase SASL - For web interfaces, inter-component Yes

replication, the HBase shell and the REST, Thrift
1 and Thrift 2 interfaces

HiveServer2 SASL (Thrift), SASL (JDBC), TLS (JDBC, ODBC) | Yes
Hue TLS Yes
Impala TLS or SASL between impalad and clients, but
not between daemons
Oozie TLS Yes
Pig N/A Yes
Search TLS Yes
Sentry SASL (RPC) Yes
Spark None Yes
Sqoop Partial - Depends on the RDBMS database driver | Yes
in use
Sqoop2 Partial - You can encrypt the JDBC connection |Yes

depending on the RDBMS database driver

ZooKeeper SASL (RPC) No
Cloudera Manager |TLS - Does not include monitoring Yes
Cloudera Navigator |TLS - Also see Cloudera Manager Yes
Backup and Disaster | TLS - Also see Cloudera Manager Yes
Recovery

Overview of Authorization Mechanisms for an Enterprise Data Hub

Authorization is concerned with who or what has access or control over a given resource or service. Within Hadoop,
there are many resources and services ranging from computing frameworks to client applications and, of course, an
unbounded amount and number of types of data, given the flexibility and scalability of the underlying HDFS storage
system. However, the authorization risks facing enterprises stems directly from Hadoop’s storage and computing
breadth and richness. Many audiences can and want to use, contribute, and view the data within Hadoop, and this
trend will accelerate within organizations as Hadoop becomes critical to the data management infrastructure. Initially,
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an IT organization might employ a Hadoop cluster for ETL processing with only a handful of developers within the
organization requesting access to the data and services. Yet as other teams, like line-of-business analysts, recognize
the utility of Hadoop and its data, they may demand new computing needs, like interactive SQL or search, as well as
request the addition of business-sensitive data within Hadoop. Since Hadoop merges together the capabilities of
multiple varied, and previously separate IT systems as an enterprise data hub that stores and works on all data within
an organization, it requires multiple authorization controls with varying granularities. In such cases, Hadoop management
tools simplify setup and maintenance by:

e Tying all users to groups, which can be specified in existing LDAP or AD directories.

e Providing role-based access control for similar interaction methods, like batch and interactive SQL queries. For
example, Apache Sentry permissions apply to Hive (HiveServer2) and Impala.

Authorization Mechanisms in Hadoop
Authorization for data access in Hadoop typically manifests in three forms:

e POSIX-style permissions on files and directories
e Access Control Lists (ACL) for management of services and resources
¢ Role-Based Access Control (RBAC) for certain services with advanced access controls to data.

Accordingly, CDH currently provides the following forms of access control:

e Traditional POSIX-style permissions for directories and files, where each directory and file is assigned a single
owner and group. Each assignment has a basic set of permissions available; file permissions are simply read, write,
and execute, and directories have an additional permission to determine access to child directories. (LINKTO)

e Extended Access Control Lists (ACLs) for HDFS that provide fine-grained control of permissions for HDFS files by
allowing you to set different permissions for specific named users or named groups.

e Apache HBase uses ACLs to authorize various operations (READ, WRI TE, CREATE, ADM N) by column, column
family, and column family qualifier. HBase ACLs are granted and revoked to both users and groups.

¢ Role-based access control with Apache Sentry.As of Cloudera Manager 5.1.x, Sentry permissions can be configured
using either policy files or the database-backed Sentry service.

— The Sentry service is the preferred way to set up Sentry permissions. See The Sentry Service on page 371 for
more information.

— For the policy file approach to configuring Sentry, see Sentry Policy File Authorization on page 403.

Important: Cloudera does not support Apache Ranger or Hive's native authorization frameworks
for configuring access control in Hive. Use the Cloudera-supported Apache Sentry instead.

POSIX Permissions

The majority of services within the Hadoop ecosystem, from client applications like the CLI shell to tools written to use
the Hadoop API, directly access data stored within HDFS. HDFS uses POSIX-style permissions for directories and files;

each directory and file is assigned a single owner and group. Each assignment has a basic set of permissions available;
file permissions are simply read, write, and execute, and directories have an additional permission to determine access
to child directories.

Ownership and group membership for a given HDFS asset determines a user’s privileges. If a given user fails either of
these criteria, they are denied access. For services that may attempt to access more than one file, such as MapReduce,
Cloudera Search, and others, data access is determined separately for each file access attempt. File permissions in
HDFS are managed by the NameNode.

Access Control Lists

Hadoop also maintains general access controls for the services themselves in addition to the data within each service
and in HDFS. Service access control lists (ACL) are typically defined within the global hadoop-policy.xml file and range
from NameNode access to client-to-DataNode communication. In the context of MapReduce and YARN, user and group
identifiers form the basis for determining permission for job submission or modification.



In addition, with MapReduce and YARN, jobs can be submitted using queues controlled by a scheduler, which is one
of the components comprising the resource management capabilities within the cluster. Administrators define
permissions to individual queues using ACLs. ACLs can also be defined on a job-by-job basis. Like HDFS permissions,
local user accounts and groups must exist on each executing server, otherwise the queues will be unusable except by
superuser accounts.

Apache HBase also uses ACLs for data-level authorization. HBase ACLs authorize various operations (READ, WRITE,
CREATE, ADMIN) by column, column family, and column family qualifier. HBase ACLs are granted and revoked to both
users and groups. Local user accounts are required for proper authorization, similar to HDFS permissions.

Apache ZooKeeper also maintains ACLs to the information stored within the DataNodes of a ZooKeeper data tree.

Role-Based Access Control with Apache Sentry

For finer-grained access to data accessible using schema -- that is, data structures described by the Apache Hive
Metastore and used by computing engines like Hive and Impala, as well as collections and indices within Cloudera
Search -- CDH supports Apache Sentry, which offers a role-based privilege model for this data and its given schema.
Apache Sentry is a granular, role-based authorization module for Hadoop. Sentry provides the ability to control and
enforce precise levels of privileges on data for authenticated users and applications on a Hadoop cluster. Sentry
currently works out of the box with Apache Hive, Hive Metastore/HCatalog, Apache Solr, Cloudera Impala and HDFS
(limited to Hive table data).

Sentry is designed to be a pluggable authorization engine for Hadoop components. It allows you to define authorization
rules to validate a user or application’s access requests for Hadoop resources. Sentry is highly modular and can support
authorization for a wide variety of data models in Hadoop.

Architecture Overview

Sentry Components

Data
Engine

Sentry
Plugin

There are three components involved in the authorization process:
e Sentry Server

The Sentry RPC server manages the authorization metadata. It supports interfaces to securely retrieve and
manipulate the metadata.

e Data Engine

This is a data processing application such as Hive or Impala that needs to authorize access to data or metadata
resources. The data engine loads the Sentry plugin and all client requests for accessing resources are intercepted
and routed to the Sentry plugin for validation.

¢ Sentry Plugin

The Sentry plugin runs in the data engine. It offers interfaces to manipulate authorization metadata stored in the
Sentry server, and includes the authorization policy engine that evaluates access requests using the authorization
metadata retrieved from the server.

Key Concepts

e Authentication - Verifying credentials to reliably identify a user
e Authorization - Limiting the user’s access to a given resource
e User - Individual identified by underlying authentication system



e Group - A set of users, maintained by the authentication system

e Privilege - An instruction or rule that allows access to an object

* Role - A set of privileges; a template to combine multiple access rules

e Authorization models - Defines the objects to be subject to authorization rules and the granularity of actions
allowed. For example, in the SQL model, the objects can be databases or tables, and the actions are SELECT,
| NSERT, CREATE and so on. For the Search model, the objects are indexes, collections and documents; the
access modes are query, update and so on.

User Identity and Group Mapping

Sentry relies on underlying authentication systems such as Kerberos or LDAP to identify the user. It also uses the group
mapping mechanism configured in Hadoop to ensure that Sentry sees the same group mapping as other components
of the Hadoop ecosystem.

Consider users Alice and Bob who belong to an Active Directory (AD) group called f i nance- depart ment . Bob also
belongs to a group called f i nance- manager s. In Sentry, you first create roles and then grant privileges to these roles.
For example, you can create a role called Analyst and grant SELECT on tables Customer and Sales to this role.

The next step is to join these authentication entities (users and groups) to authorization entities (roles). This can be
done by granting the Analyst role to the f i nance- depart ment group. Now Bob and Alice who are members of the
finance- depart ment group get SELECT privilege to the Customer and Sales tables.

Role-based access control (RBAC) is a powerful mechanism to manage authorization for a large set of users and data
objects in a typical enterprise. New data objects get added or removed, users join, move, or leave organisations all the
time. RBAC makes managing this a lot easier. Hence, as an extension of the discussed previously, if Carol joins the
Finance Department, all you need to do is add her to the f i nance- depar t ment group in AD. This will give Carol
access to data from the Sales and Customer tables.

Unified Authorization

Another important aspect of Sentry is the unified authorization. The access control rules once defined, work across
multiple data access tools. For example, being granted the Analyst role in the previous example will allow Bob, Alice,
and others in the f i nance- depart ment group to access table data from SQL engines such as Hive and Impala, as
well as using MapReduce, Pig applications or metadata access using HCatalog.
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Sentry Integration with the Hadoop Ecosystem
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As illustrated above, Apache Sentry works with multiple Hadoop components. At the heart you have the Sentry Server
which stores authorization metadata and provides APIs for tools to retrieve and modify this metadata securely.

Note that the Sentry server only facilitates the metadata. The actual authorization decision is made by a policy engine
which runs in data processing applications such as Hive or Impala. Each component loads the Sentry plugin which
includes the service client for dealing with the Sentry service and the policy engine to validate the authorization request.

Hive and Sentry

Consider an example where Hive gets a request to access an object in a certain mode by a client. If Bob submits the
following Hive query:

select * from production. sal es
Hive will identify that user Bob is requesting SELECT access to the Sales table. At this point Hive will ask the Sentry

plugin to validate Bob’s access request. The plugin will retrieve Bob’s privileges related to the Sales table and the policy
engine will determine if the request is valid.
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Hive works with both, the Sentry service and policy files. Cloudera recommends you use the Sentry service which makes
it easier to manage user privileges. For more details and instructions, see The Sentry Service on page 371 or Sentry
Policy File Authorization on page 403.

Impala and Sentry

Authorization processing in Impala is similar to that in Hive. The main difference is caching of privileges. Impala’s
Catalog server manages caching schema metadata and propagating it to all Impala server nodes. This Catalog server
caches Sentry metadata as well. As a result, authorization validation in Impala happens locally and much faster.

Impala Q}

For detailed documentation, see Enabling Sentry Authorization for Impala on page 422.

Sentry-HDFS Synchronization

Sentry-HDFS authorization is focused on Hive warehouse data - that is, any data that is part of a table in Hive or Impala.
The real objective of this integration is to expand the same authorization checks to Hive warehouse data being accessed
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from any other components such as Pig, MapReduce or Spark. At this point, this feature does not replace HDFS ACLs.
Tables that are not associated with Sentry will retain their old ACLs.
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The mapping of Sentry privileges to HDFS ACL permissions is as follows:

e SELECT privilege -> Read access on the file.
e INSERT privilege -> Write access on the file.
e ALL privilege -> Read and Write access on the file.

The NameNode loads a Sentry plugin that caches Sentry privileges as well Hive metadata. This helps HDFS to keep file
permissions and Hive tables privileges in sync. The Sentry plugin periodically polls the Sentry and Metastore to keep
the metadata changes in sync.

For example, if Bob runs a Pig job that is reading from the Sales table data files, Pig will try to get the file handle from
HDFS. At that point the Sentry plugin on the NameNode will figure out that the file is part of Hive data and overlay
Sentry privileges on top of the file ACLs. As a result, HDFS will enforce the same privileges for this Pig client that Hive
would apply for a SQL query.

For HDFS-Sentry synchronization to work, you must use the Sentry service, not policy file authorization. See Synchronizing
HDFS ACLs and Sentry Permissions on page 397, for more details.

Search and Sentry

Sentry can apply a range of restrictions to various Search tasks, such accessing data or creating collections. These
restrictions are consistently applied, regardless of the way users attempt to complete actions. For example, restricting
access to data in a collection restricts that access whether queries come from the command line, from a browser, or
through the admin console.

With Search, Sentry stores its privilege policies in a policy file (for example, sentry-provider.ini) which is stored in an
HDFS location such as hdf s: // ha-nn-uri/user/sol r/sentry/ sentry-provider.ini.

Sentry with Search does not support multiple policy files for multiple databases. However, you must use a separate
policy file for each Sentry-enabled service. For example, Hive and Search were using policy file authorization, using a
combined Hive and Search policy file would result in an invalid configuration and failed authorization on both services.

E’; Note: While Hive and Impala are compatible with the database-backed Sentry service, Search still
uses Sentry’s policy file authorization. Note that it is possible for a single cluster to use both, the Sentry
service (for Hive and Impala as described above) and Sentry policy files (for Solr).

For detailed documentation, see Enabling Sentry Authorization for Search using the Command Line on page 432.

Authorization Administration

The Sentry server supports APIs to securely manipulate roles and privileges. Both Hive and Impala support SQL statements
to manage privileges natively. Sentry assumes that HiveServer2 and Impala run as superusers, usually called hi ve and



i mpal a. To initiate top-level permissions for Sentry, an admin must login as a superuser.You can use either Beeline
or the Impala shell to execute the following sample statement:

GRANT ROLE Anal yst TO GROUP fi nance- managers

Using Hue to Manage Sentry Permissions

Hue supports a Security app to manage Sentry authorization. This allows users to explore and change table permissions.
Here is a video blog that demonstrates its functionality.

Integration with Authentication Mechanisms for Identity Management

Like many distributed systems, Hadoop projects and workloads often consist of a collection of processes working in
concert. In some instances, the initial user process conducts authorization throughout the entirety of the workload or
job’s lifecycle. But for processes that spawn additional processes, authorization can pose challenges. In this case, the
spawned processes are set to execute as if they were the authenticated user, that is, setuid, and thus only have the
privileges of that user. The overarching system requires a mapping to the authenticated principal and the user account
must exist on the local host system for the setuid to succeed.

o Important:

¢ Cloudera strongly recommends against using Hadoop's LdapGr oupsMappi ng provider.
LdapG oupsMappi ng should only be used in cases where OS-level integration is not possible.
Production clusters require an identity provider that works well with all applications, not just
Hadoop. Hence, often the preferred mechanism is to use tools such as SSSD, VAS or Centrify to
replicate LDAP groups.

e Cloudera does not support the use of Winbind in production environments. Winbind uses an
inefficient approach to user/group mapping, which may lead to low performance or cluster failures
as the size of the cluster, and the number of users and groups increases.

Irrespective of the mechanism used, user/group mappings must be applied consistently across all
cluster hosts for ease with maintenance.

System and Service Authorization - Several Hadoop services are limited to inter-service interactions and are not
intended for end-user access. These services do support authentication to protect against unauthorized or malicious
users. However, any user or, more typically, another service that has login credentials and can authenticate to the
service is authorized to perform all actions allowed by the target service. Examples include ZooKeeper, which is used
by internal systems such as YARN, Cloudera Search, and HBase, and Flume, which is configured directly by Hadoop
administrators and thus offers no user controls.

The authenticated Kerberos principals for these “system” services are checked each time they access other services
such as HDFS, HBase, and MapReduce, and therefore must be authorized to use those resources. Thus, the fact that
Flume does not have an explicit authorization model does not imply that Flume has unrestricted access to HDFS and
other services; the Flume service principals still must be authorized for specific locations of the HDFS file system.
Hadoop administrators can establish separate system users for a services such as Flume to segment and impose access
rights to only the parts of the file system for a specific Flume application.

Authorization within Hadoop Projects

Project Authorization Capabilities
HDFS File Permissions, Sentry*
MapReduce File Permissions, Sentry*
YARN File Permissions, Sentry*
Accumulo
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Project Authorization Capabilities
Flume None
HBase HBase ACLs

HiveServer2

File Permissions, Sentry

Hue Hue authorization mechanisms (assigning permissions to Hue apps)
Impala Sentry

Oozie ACLs

Pig File Permissions, Sentry*

Search File Permissions, Sentry

Sentry N/A

Spark File Permissions, Sentry*

Sqoop N/A

Sqoop2 None

ZooKeeper ACLs

Cloudera Manager

Cloudera Manager roles

Cloudera Navigator

Cloudera Navigator roles

Backup and Disaster Recovery

N/A

* Sentry HDFS plug-in; when enabled, Sentry enforces its own access permissions over files that are part of tables

defined in the Hive Metastore.

Overview of Data Management Mechanisms for an Enterprise Data Hub

For the data in the cluster, it is critical to understand where the data is coming from and how it's being used. The goal
of auditing is to capture a complete and immutable record of all activity within a system. Auditing plays a central role

in three key activities within the enterprise:

e First, auditing is part of a system’s security regime and can explain what happened, when, and to whom or what

in case of a breach or other malicious intent. For example, if a rogue administrator deletes a user’s data set,
auditing provides the details of this action, and the correct data may be retrieved from backup.

The second activity is compliance, and auditing participates in satisfying the core requirements of regulations
associated with sensitive or personally identifiable data (PIl), such as the Health Insurance Portability and
Accountability Act (HIPAA) or the Payment Card Industry (PCl) Data Security Standard. Auditing provides the
touchpoints necessary to construct the trail of who, how, when, and how often data is produced, viewed, and
manipulated.

Lastly, auditing provides the historical data and context for data forensics. Audit information leads to the
understanding of how various populations use different data sets and can help establish the access patterns of
these data sets. This examination, such as trend analysis, is broader in scope than compliance and can assist
content and system owners in their data optimization efforts.

The risks facing auditing are the reliable, timely, and tamper-proof capture of all activity, including administrative
actions. Until recently, the native Hadoop ecosystem has relied primarily on using log files. Log files are unacceptable
for most audit use cases in the enterprise as real-time monitoring is impossible, and log mechanics can be unreliable
- a system crash before or during a write commit can compromise integrity and lead to data loss.



Cloudera Navigator is a fully integrated data management and security tool for the Hadoop platform. Data management
and security capabilities are critical for enterprise customers that are in highly regulated industries and have stringent
compliance requirements. This topic only provides an overview of some of the auditing and metadata management
capabilities that Cloudera Navigator offers. For complete details, see Cloudera Data Management.

Cloudera Navigator

The following sections describe some of the categories of functionalities Cloudera Navigator provides for auditing,
metadata management and lineage.

Auditing

While Hadoop has historically lacked centralized cross-component audit capabilities, products such as Cloudera Navigator
add secured, real-time audit components to key data and access frameworks. Cloudera Navigator allows administrators
to configure, collect, and view audit events, to understand who accessed what data and how. Cloudera Navigator also
allows administrators to generate reports that list the HDFS access permissions granted to groups.Cloudera Navigator
tracks access permissions and actual accesses to all entities in HDFS, Hive, HBase, Impala, Sentry, and Solr, and the
Cloudera Navigator Metadata Server itself to help answer questions such as - who has access to which entities, which
entities were accessed by a user, when was an entity accessed and by whom, what entities were accessed using a
service, which device was used to access, and so on. Cloudera Navigator auditing supports tracking access to:

e HDFS entities accessed by HDFS, Hive, HBase, Impala, and Solr services
e HBase and Impala

¢ Hive metadata

e Sentry

e Solr

¢ Cloudera Navigator Metadata Server

Data collected from these services also provides visibility into usage patterns for users, ability to see point-in-time
permissions and how they have changed (leveraging Sentry), and review and verify HDFS permissions. Cloudera
Navigator also provides out-of-the-box integration with leading enterprise metadata, lineage, and SIEM applications.
For details on how Cloudera Navigator handles auditing, see Cloudera Navigator Auditing Architecture.

CIOUdera' Search Analytics ~ Policies ~ Administration ~ admin
Audit Events save A5 Report
Audit Events Filters Nov 17 2015 8:32 AM - Nov 17 2015 9:32 AM
Recent Denied Accesses Export 1-50
Timestamp Username IP Address Service Name Operation Resource
Nov 17 2015 9:32 AM admin Navigator savedSearch
admin Navigator authentication
admin
accumulo HDFS-1 getfileinfo faccumulofrecovery/a7578891-c9a1-4b08-87e2-06dcc833692d/Minished
oozie HDFS-1 listStatus /user/oozie/share/lib
accumulo HDFS-1 getfileinfo /accumulofrecovery/a757889f-c9a1-4b08-87e2-d6dcc833692d/finished
admin
oozie HDFS-1 listStatus luser/oozie/share/lib
accumulo HDFS-1 getfileinfo faccumulofrecoveryfa757889f-c9a1-4b08-87e2-d6dcc833692d/finished
oozie HDFS-1 listStatus luser/oozie/share/lib
accumulo HDFS-1 getfileinfo ‘accumulo/tables/+r/root_tablet/F00000d6.rM_tmp
accumulo HDFS-1 getfileinfo faccumulofrecovery/a7578891-c9a1-4b08-87e2-d6dcc833692d/finished
oozie HDFS-1 listStatus 'user/oozie/share/lib
accumulo HDFS-1 getfileinfo [accumulofrecovery/a757889f-c9a1-4b08-87e2-d6dcc833692d/finished
oozie HDFS-1 listStatus /user/oozie/share/lib
accumulo HDFS-1 getfileinfo faccumulofrecovery/a7578891-c9a1-4b08-87e2-d6dcc833692d/finished
oozie HDFS-1 listStatus user/oozie/share/liy
accumulo HDFS-1 geffileinfo faccumulo/recovery/a757889f-c9a1-4b08-57e2-d6dcc833692d/Mnished
Nov 17 2015 9:26 AM oozie ¥ 17228195196 7 HDFS-17 listStatus v [user/oozie/share/lib hd

Metadata Management

For metadata and data discovery, Cloudera Navigator features complete metadata storage. First, it consolidates the
technical metadata for all data inside Hadoop into a single, searchable interface and allows for automatic tagging of



data based on the external sources entering the cluster. For example, if there is an external ETL process, data can be
automatically tagged as such when it enters Hadoop. Second, it supports user-based tagging to augment files, tables,
and individual columns with custom business context, tags, and key/value pairs. Combined, this allows data to be easily
discovered, classified, and located to not only support governance and compliance, but also user discovery within
Hadoop.

Cloudera Navigator also includes metadata policy management that can trigger actions (such as the autoclassification
of metadata) for specific datasets based on arrival or scheduled intervals. This allows users to easily set, monitor, and
enforce data management policies, while also integrating with common third-party tools.

For details on how Cloudera Navigator handles metatdata, see Cloudera Navigator Metadata Architecture.

Lineage

Cloudera Navigator provides an automatic collection and easy visualization of upstream and downstream data lineage
to verify reliability. For each data source, it shows, down to the column-level within that data source, what the precise
upstream data sources were, the transforms performed to produce it, and the impact that data has on downstream
artifacts. Cloudera Navigator supports tracking the lineage of HDFS files, datasets, and directories, Hive tables and
columns, MapReduce and YARN jobs, Hive queries, Impala queries, Pig scripts, Oozie workflows, Spark jobs, and Sqoop
jobs. For details, see Cloudera Navigator Lineage Diagrams.

cloudera navigalor
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Integration within an EDH

The monitoring and reporting of Hadoop systems, while critical elements to its enterprise usage, are only a part of an
enterprise’s complete audit infrastructure and data policy. Often these enterprise tools and policies require that all
audit information route through a central interface to aid comprehensive reporting, and Hadoop-specific audit data
can be integrated with these existing enterprise SIEM applications and other tools. For example, Cloudera Navigator
exposes Hadoop audit data through several delivery methods:

¢ Using syslog, thus acting as a mediator between the raw event streams in Hadoop and the SIEM tools.
e Using a REST API for custom enterprise tools.
¢ You can also simply export the data to a file, such as a comma-delimited text file.

Auditing in Hadoop Projects

The table below depicts the auditing capabilities of Cloudera Manager and CDH components.



Security Overview for an Enterprise Data Hub

HDFS Events captured by Cloudera Navigator (including security events*)
MapReduce Inferred through HDFS

YARN Inferred through HDFS

Accumulo Log Files - Partial inclusion of security events; does not include non-bulk writes
Flume Log Files

HBase Audit events captured by Cloudera Navigator (including security events*)

HiveServer2

Audit events captured by Cloudera Navigator

Hue Inferred through underlying components
Impala Audit events captured by Cloudera Navigator
Oozie Log Files

Pig Inferred through HDFS

Search Log Files

Sentry Audit events captured by Cloudera Navigator
Spark Inferred through HDFS

Sqoop Log Files

Sqoop2 Log Files (including security events*)
ZooKeeper Log Files

Cloudera Manager

Audit events captured by Cloudera Navigator (partial capture of security events*)

Cloudera Navigator

Audit events captured by Cloudera Navigator itself

Backup and Disaster Recovery

None

* - Security events include a machine readable log of the following activities:

e User data read

e User data written

e Permission changes

e Configuration changes

e Login attempts

e Escalation of privileges

e Session Tracking

e Key Operations (Key Trustee)

Cloudera Security | 39



How to Configure TLS Encryption for Cloudera Manager

When you configure authentication and authorization on a cluster, Cloudera Manager Server sends sensitive information
over the network to cluster hosts, such as Kerberos keytabs and configuration files that contain passwords. To secure
this transfer, you must configure TLS encryption between Cloudera Manager Server and all cluster hosts.

TLS encryption is also used to secure client connections to the Cloudera Manager Admin Interface, using HTTPS.

Cloudera Manager also supports TLS authentication. Without certificate authentication, a malicious user can add a
host to Cloudera Manager by installing the Cloudera Manager Agent software and configuring it to communicate with
Cloudera Manager Server. To prevent this, you must install certificates on each agent host and configure Cloudera
Manager Server to trust those certificates.

This guide shows how to configure and enable TLS encryption and certificate authentication for Cloudera Manager.
The provided examples use an internal certificate authority (CA) to sign all TLS certificates, so this guide also shows
you how to establish trust with the CA. (For certificates signed by a trusted public CA, establishing trust is not necessary,
because the Java Development Kit (JDK) already trusts them.)

Use this guide to enable TLS encryption and certificate authentication for Cloudera Manager:

Generate TLS Certificates

o Important:

¢ You must use the Oracle JDK keyt ool utility. Do not use other JDK (such as OpenJDK) command
line tools for this procedure. If you have multiple JDKs, set the PATHvariable such that the Oracle
JDK is first. For example:

$ export JAVA HOVE=/usr/javaljdkl.7.0_67-cl oudera
$ export PATH=$JAVA HOVE/ bi n: $PATH

e Use the same password for the - keypass and - st or epass values. Cloudera Manager does not
support using different passwords for the key and keystore.

Before configuring Cloudera Manager Server and all Cloudera Manager Agents to use TLS encryption, generate the
server and agent certificates:

Generate the Cloudera Manager Server Certificate

The following procedure assumes that an internal certificate authority (CA) is used, and shows how to establish trust
for that internal CA. If you are using a trusted public CA (such as Symantec, GeoTrust, Comodo, and others), you do
not need to explicitly establish trust for the issued certificates, unless you are using an older JDK and a newer public
CA. Older JDKs might not trust newer public CAs by default.

1. On the Cloudera Manager Server host, create the / opt / cl ouder a/ securi ty/ pki directory:
$ sudo nkdir -p /opt/clouderalsecurity/pki

If you choose to use a different directory, make sure you use the same directory on all cluster hosts to simplify
management and maintenance.

2. Use the keyt ool utility to generate a Java keystore and certificate signing request (CSR). Replace the QU, O L,
ST, and Centries with the values for your environment. When prompted, use the same password for the keyst or e



passwor d and key passwor d. Cloudera Manager does not support using different passwords for the key and
keystore.

$JAVA HOVE/ bi n/ keyt ool -genkeypair -alias $(hostname -f) -keyalg RSA -keystore
/ opt/cl ouderal/ security/pki/$(hostname -f).jks -keysize 2048 -dnane "CN=$(host nane
-f), OU=Engi neeri ng, O=Cl ouder a, L=Pal o Al'to, ST=Cal i f orni a, C=US" -ext san=dns: $(host nane

-f)

$JAVA HOWE/ bi n/ keyt ool -certreq -alias $(hostnane -f) -keystore
/ opt/cl oudera/ security/pki/$(hostname -f).jks -file /opt/clouderalsecurity/pki/$(hostnanme
-f).csr -ext san=dns: $(hostnanme -f)

3. Submit the CSR file (for example, cnD1. exanpl e. com server. csr) to your certificate authority to obtain a
server certificate. If possible, obtain the certificate in PEM (Base64 ASCII) format. The certificate file is in PEM
format if it looks like this:

----- BEG N CERTI FI CATE- - - - -
M | DAz CCAe's CAQAW YOX Cz AJBgNVBAYTA VTVRMAVEQYDVQQ EwpDYWkpZdybnd h
MRl WEAYDVQOHEW QYW v EFsdG8x ETAPBgNVBA0 TCENs b3Vk ZXJ hMRQWEG YDVQQL

t udYOC32Lj G WOg5ALI i N9Oy1u2x RKGAVF apbzAZ2r cht | CZc7nt aT6BXgW8S+Db
OHhuCbn1/ 8TL4H09G+KI JB3MN k20EbOv QX Or Bi dM 9gaNX86nDi 7pouXZel Z5c5
UnDPt r hWB A==

----- END CERTI FI CATE- - - - -

If your issued certificate is in binary (DER) format, convert it to PEM format.

4. After you receive the signed certificate, copy it to/ opt / cl ouder a/ securi ty/ pki / $( host narme
-f)-server.cert. pem

5. Copy the root and intermediate CA certificates to/ opt / cl ouder a/ securi ty/ pki/rootca. cert. pemand
/ opt/ cl ouder a/ security/pki/intca.cert.pemon the Cloudera Manager Server host. If you have a
concatenated file containing the root CA and an intermediate CA certificate, split the file along the END
CERTI FI CATE/BEG N CERTI FI CATE boundary into individual files. If there are multiple intermediate CA
certificates, use unique file names such asi ntca- 1. cert. pemintca-1. cert. pemandsoon.

6. On the Cloudera Manager Server host, copy the JDK cacert s filetoj ssecacerts:

$ sudo cp $JAVA HOWE/ jrel/lib/security/cacerts $JAVA HOWE/ jre/lib/security/jssecacerts

If you do not have the $JAVA HOVE variable set, replace it with the path to the Oracle JDK (for example,
/usr/javaljdkl.7.0_67-cl oudera/).

E’; Note: The Oracle JDK uses the j ssecacert s file for its default truststore if it exists. Otherwise,
it usesthecacert s file. Creating the j ssecacert s file allows you to trust an internal CA without
modifying the cacer t s file that is included with the JDK.

7. Import the root CA certificate into the JDK truststore. If you do not have the $JAVA HOVE variable set, replace it
with the path to the Oracle JDK.

$ sudo keytool -inportcert -alias rootca -keystore $JAVA HOWE jre/lib/security/jssecacerts
\

-file /opt/clouderal/security/pki/rootca.cert.pem -storepass changeit
The default password for the cacer t s fileis changei t . Cloudera recommends changing this password by running:

keyt ool -storepasswd -keystore $JAVA HOVE jre/lib/security/cacerts

8. Copy thej ssecacert s file from the Cloudera Manager Server host to all other cluster hosts. Make sure you copy
the file to the correct location (JJAVA HOVE/jre/lib/security/jssecacerts), because the Oracle JDK
expects it there.



9. On the Cloudera Manager Server host, append the intermediate CA certificate to the signed server certificate,
and then import it into the keystore. Make sure that you use the append operator (>>) and not the overwrite
operator (>):

$ sudo cat /opt/clouderal/security/pki/intca.cert.pem >>

/ opt/cl ouderal/ security/pki/$(hostname -f)-server.cert.pem

$ sudo keytool -inportcert -alias $(hostname -f)-server \

-file /opt/clouderalsecurity/pki/$(hostname -f)-server.cert.pem\
-keystore /opt/clouderal/security/pki/$(hostnane -f)-server.jks

If you see a message like the following, enter yes to continue:
is not trusted. Install reply anyway? [no]: yes

You must see the following response verifying that the certificate has been properly imported against its private
key.

Certificate reply was installed in keystore

If you do not see this response, contact Cloudera Support.

Generate the Cloudera Manager Agent Certificates

Complete the following procedure on each Cloudera Manager Agent host. The provided examples continue to use an
internal certificate authority (CA) to sign the agent certificates.

1. On all Cloudera Manager Agent hosts, create the / opt / cl ouder a/ securi ty/ pki directory:

$ sudo nkdir -p /opt/clouderal/security/ pki

If you choose to use a different directory, make sure you use the same directory on all cluster hosts to simplify
management and maintenance.

2. On all Cloudera Manager Agent hosts, create a Java Keystore and private key as follows:

$ keytool -genkeypair -alias $(hostnane -f)-agent -keyal g RSA -keystore \

/ opt/ cl ouder al/ security/pki/$(hostname -f)-keystore.jks -keysize 2048 -dnane \
"CN=$( host name -f), OU=Engi neeri ng, O=Cl ouder a, L=Pal o Al to, ST=Cal i forni a, C=US" \
-storepass password -keypass password

Use the same password for the - keypass and - st or epass values. Cloudera Manager does not support using
different passwords for the key and keystore.

3. On all Cloudera Manager Agent hosts, generate the certificate signing request (CSR) and submit it to a CA. Use
the keyt ool extended attributes to specify both ser ver Aut h and cl i ent Aut h options:

$ keytool -certreq -alias $(hostname -f)-agent \

-keystore /opt/clouderal/security/pki/$(hostnane -f)-agent.jks \
-file /opt/clouderal/security/pki/$(hostnane -f)-agent.csr \
-ext EKU=serverAuth,clientAuth \

-storepass password -keypass password

For security purposes, many commercial CAs ignore requested extensions in a CSR. Make sure that you inform
the CA that you require certificates with both server and client authentication options.

4. For each signed certificate you receive, copy it to/ opt / cl ouder a/ securi ty/ pki / $( host nane
-f)-agent. cert. pemon the correct host.

5. Inspect the certificates to verify that both server and client authentication options are present:

$ openssl x509 -in /opt/clouderal/security/pki/$(hostname -f)-agent.cert.pem-noout -text



Look for output similar to the following:

X509v3 Ext ended Key Usage:
TLS Web Server Authentication, TLS Web Cient Authentication
X509v3 Subject Alternative Name:
DNS: your . host s. nane. com
If the certificate does not have the DNS field, re-subnit the CSRto the CA, and request
that they generate a certificate that keeps the Subject Alternative Nane field intact.

If the certificate does not have both TLS Web Server Aut henticationandTLS Wb C i ent
Aut henti cati on listedinthe X509v3 Ext ended Key Usage section, re-submit the CSR to the CA, and request
that they generate a certificate that can be used for both server and client authentication.

6. Copy the root and intermediate CA certificates to/ opt/ cl ouder a/ securi ty/ pki /root ca. cert. pemand
/ opt/ cl ouder a/ security/pki/intca.cert.pemon each Cloudera Manager Agent host. If you have a
concatenated file containing the root CA and an intermediate CA certificate, split the file along the END
CERTI FI CATE/BEG N CERTI FI CATE boundary into individual files. If there are multiple intermediate CA
certificates, use unique file names such asi ntca- 1. cert. pemintca-1. cert. pemandsoon.

7. On each Cloudera Manager Agent host, append the intermediate CA certificate to the signed certificate, and then
import it into the keystore. Make sure that you use the append operator (>>) and not the overwrite operator (>):

$ sudo cat /opt/clouderal/security/pki/intca.cert.pem >>

/ opt/ cl ouderal/ security/pki/$(hostname -f)-agent.cert.pem

$ sudo keytool -inportcert -alias $(hostname -f)-agent \

-file /opt/clouderal/security/pki/$(hostnane -f)-agent.cert.pem\
-keystore /opt/clouderal/security/pki/$(hostnane -f)-agent.jks

If you see a message like the following, enter yes to continue:
is not trusted. Install reply anyway? [no]: yes

You must see the following response verifying that the certificate has been properly imported against its private
key.

Certificate reply was installed in keystore

If you do not see this response, contact Cloudera Support.

8. On each Cloudera Manager Agent host, create symbolic links (symlink) for the certificate and keystore files:

$ In -s /opt/clouderal/security/pki/$(hostnanme -f)-agent.cert.pem
/opt/cl ouderal security/pki/agent.cert.pem

$ In -s /opt/clouderal/security/pki/$(hostname -f)-agent.jks
/opt/cl ouderal/ security/ pki/agent.jks

This allows you to use the same / et ¢/ cl ouder a- scm agent/ confi g.i ni file on all agent hosts rather than
maintaining a file for each agent.

Configuring TLS Encryption for the Cloudera Manager Admin Console
Minimum Required Role: Cluster Administrator (also provided by Full Administrator)

Use the following procedure to enable TLS encryption for the Cloudera Manager Server admin interface. Make sure
you have generated the server certificate as described in Generate the Cloudera Manager Server Certificate on page
40.

Step 1: Enable HTTPS for the Cloudera Manager Admin Console

1. Log in to the Cloudera Manager Admin Console.
2. Select Administration > Settings.



3. Select the Security category.
4. Configure the following TLS settings:

Property Description

Cloudera Manager TLS/SSL | The complete path to the keystore file. In this example, the path is
Server JKS Keystore File |/ opt/cl oudera/ security/ pki/cnDl. exanpl e. com server. j ks. Replace
Location cmO01.example.com with the Cloudera Manager Server hostname.

Cloudera Manager TLS/SSL | The password for the
Server JKS Keystore File |/ opt/cl oudera/security/jks/cnDl. exanpl e. com server. j ks keystore.
Password

Use TLS Encryption for Check this box to enable TLS encryption for Cloudera Manager.
Admin Console

5. Click Save Changes to save the settings.

Step 2: Specify SSL Truststore Properties for Cloudera Management Services

When enabling TLS for the Cloudera Manager Server admin interface, you must set the Java truststore location and
password in the Cloudera Management Services configuration. Otherwise, roles such as Host Monitor and Service
Monitor cannot connect to Cloudera Manager Server and will not start.

Configure the path and password for the $JAVA HOVE/ jre/ | i b/ security/jssecacerts truststore that you
created earlier. Make sure that you copied this file to all cluster hosts, including the Cloudera Management Service
hosts.

1. Open the Cloudera Manager Administration Console and go to the Cloudera Management Service service.
. Click the Configuration tab.

. Select Scope > Cloudera Management Service (Service-Wide).

. Select Category > Security.

. Edit the following TLS/SSL properties according to your cluster configuration.

v A WN

Property Description

TLS/SSL Client Truststore File | The path to the client truststore file used in HTTPS communication. This truststore
Location contains certificates of trusted servers, or of Certificate Authorities trusted to
identify servers. For this example, set the value to

$JAVA HOVE/jrel/libl/security/jssecacerts.Replace $JAVA HOVEwith
the path to the Oracle JDK.

TLS/SSL Client Truststore File | The password for the truststore file.
Password

6. Click Save Changes to commit the changes.

Step 3: Restart Cloudera Manager and Services

You must restart both Cloudera Manager Server and the Cloudera Management Service for TLS encryption to work.
Otherwise, the Cloudera Management Services (such as Host Monitor and Service Monitor) cannot communicate with
Cloudera Manager Server.

1. Restart the Cloudera Manager Server by running servi ce cl ouder a-scm server restart onthe Cloudera
Manager Server host.

2. After the restart completes, connect to the Cloudera Manager Admin Console using the HTTPS URL (for example:
https://cnDl. exanpl e. com 7183). If you used an internal CA-signed certificate, you must configure your
browser to trust the certificate. Otherwise, you will see a warning in your browser any time you access the Cloudera
Manager Administration Console. By default, certificates issued by public commercial CAs are trusted by most
browsers, and no additional configuration is necessary if your certificate is signed by one of them.



3. Restart the Cloudera Management Service (Cloudera Management Service > Actions > Restart).

Configuring TLS Encryption for Cloudera Manager Agents

Minimum Required Role: Cluster Administrator (also provided by Full Administrator)

Use the following procedure to encrypt the communication between Cloudera Manager Server and Cloudera Manager
Agents:

Step 1: Enable TLS Encryption for Agents in Cloudera Manager
Configure the TLS properties for Cloudera Manager Agents.

1. Log in to the Cloudera Manager Admin Console.
2. Select Administration > Settings.

3. Select the Security category.

4. Select the Use TLS Encryption for Agents option.
5. Click Save Changes.

Step 2: Enable TLS on Cloudera Manager Agent Hosts

To enable TLS between the Cloudera Manager agents and Cloudera Manager, you must specify values for the TLS
properties in the / et ¢/ cl ouder a- scm agent/ confi g. i ni configuration file on all agent hosts.

1. Oneach agent host, openthe/ et c/ cl ouder a- scm agent/ confi g. i ni configuration fileand settheuse_tls
parameter in the [ Securi t y] section as follows:

use_tls=1

Alternatively, you can edit the conf i g. i ni file on one host, and then copy it to the other hosts because this file
by default does not contain host-specific information. If you have modified properties such as
|'i stening_hostnanmeorlistening_ ip addressinconfig.ini,youmusteditthe file individually on each

host.

Step 3: Restart Cloudera Manager Server and Agents

Restart the Cloudera Manager Server with the following command to activate the TLS configuration settings.
$ sudo service cloudera-scmserver restart
On each agent host, restart the Cloudera Manager agent service:

$ sudo service cloudera-scmagent restart

Step 4: Verify that the Cloudera Manager Server and Agents are Communicating

In the Cloudera Manager Admin Console, go to Hosts > All Hosts. If you see successful heartbeats reported in the Last
Heartbeat column after restarting the agents, TLS encryption is working properly.

Enabling Server Certificate Verification on Cloudera Manager Agents

Minimum Required Role: Cluster Administrator (also provided by Full Administrator)

If you have completed the previous sections, communication between Cloudera Manager server and the agents is
encrypted, but the certificate authenticity is not verified. For full security, you must configure the agents to verify the
Cloudera Manager server certificate. If you are using a server certificate signed by an internal certificate authority (CA),
you must configure the agents to trust that CA:



1. Oneach agent host, openthe/ et c/ cl ouder a- scm agent/ confi g. i ni configuration file, and then uncomment
and set the following property:

verify_cert_file=/opt/clouderal/security/pki/rootca.cert.pem

Alternatively, you can edit the confi g. i ni file on one host, and then copy it to the other hosts because this file
by default does not contain host-specific information. If you have modified properties such as

l'i stening_hostnaneorlistening ip addressinconfig.ini,youmusteditthe file individually on each
host.

2. Restart the Cloudera Manager agents. On each agent host, run the following command:

$ sudo service cloudera-scmagent restart

3. Restart the Cloudera Management Service. On the Home > Status tab, click

-

to the right of the Cloudera Management Service and select Restart.

4. Verify that the Cloudera Manager server and agents are communicating. In the Cloudera Manager Admin Console,
go to Hosts > All Hosts. If you see successful heartbeats reported in the Last Heartbeat column after restarting
the agents and management service, TLS verification is working properly. If not, check the agent log
(/ var /1 og/ cl ouder a- scm agent/ cl ouder a- scm agent . | og) for errors.

Configuring Agent Certificate Authentication

o Important: Repeat this procedure on each agent host.

Without certificate authentication, a malicious user can add a host to Cloudera Manager by installing the Cloudera
Manager agent software and configuring it to communicate with Cloudera Manager Server. To prevent this, you must
configure Cloudera Manager to trust the agent certificates.

Step 1: Export the Private Key to a File

On each Cloudera Manager Agent host, use the keyt ool utility to export the private key and certificate to a PKCS12
file, which can then be split up into individual key and certificate files using the openssl command:

1. Export the private key and certificate:

$ keytool -inportkeystore -srckeystore /opt/clouderal/security/pki/$(hostname -f)-agent.jks
\

-srcstorepass password -srckeypass password -destkeystore
/opt/cl ouderal security/ pki/$(hostnane -f)-agent.pl2 \

-dest storetype PKCS12 -srcalias $(hostnanme -f)-agent -deststorepass password -dest keypass
password

2. Use the openssl command to export the private key into its own file:

$ openssl pkcsl2 -in /opt/clouderal/security/pki/$(hostnane -f)-agent.pl2 -passin
pass: password -nocerts \

-out /opt/clouderal/security/pki/$(hostnane -f)-agent.key -passout pass: password
3. Create a symbolic link for the . key file:

$ In -s /opt/clouderalsecurity/pki/$(hostname -f)-agent. key
/opt/cl ouderal security/pki/agent.key



This allows you to use the same / et ¢/ cl ouder a- scm agent / confi g. i ni file on all agent hosts rather than
maintaining a file for each agent.

Step 2: Create a Password File

The Cloudera Manager agent obtains the password from a text file, not from a command line parameter or environment
variable. The password file allows you to use file permissions to protect the password. For example, run the following
commands on each Cloudera Manager Agent host, or run them on one host and copy the file to the other hosts:

$ echo "password" > /etc/cl oudera-scm agent/agentkey. pw
$ sudo chown root:root /etc/cloudera-scm agent/agentkey. pw
$ sudo chnod 440 /etc/cl oudera-scm agent/ agent key. pw

Replace password with the password you created in Step 1: Export the Private Key to a File on page 46.

Step 3: Configure the Agent to Use Private Keys and Certificates

On a Cloudera Manager Agent, open the / et c/ cl ouder a- scm agent/ conf i g. i ni configuration file and edit the
following properties.

Property Example Value Description

client_key file |/qi/dadedsmrityi/apt.lg/| Path to the private key file.

client_keypw fil e |/dddadrasivagt/agtie gy Path to the private key password file.

client _cert _file |/q/dodrdsmitydi/apt.at. @ Path to the client certificate file.

Copy the file to all other cluster hosts. If you have modified propertiessuchas| i st eni ng_host naneorli stening_ip
addr ess in confi g. i ni , you must edit the file individually on each host.

Step 4: Enable Agent Certificate Authentication

1. Log in to the Cloudera Manager Admin Console.
2. Select Administration > Settings.

3. Click the Security category.

4. Configure the following TLS settings:

Setting Description

Use TLS Authentication of Agents | Select this option to enable TLS authentication of agents to the server.

to Server

Cloudera Manager TLS/SSL Specify the full filesystem path to the j ssecacert s file located on the

Certificate Trust Store File Cloudera Manager Server host. For example,
lusr/javaljdkl.7.0_67-cloudera/jre/lib/security/jssecacerts.

Cloudera Manager TLS/SSL Specify the password for the j ssecacert s truststore.

Certificate Trust Store Password

5. Click Save Changes to save the settings.

Step 5: Restart Cloudera Manager Server and Agents

1. On the Cloudera Manager server host, restart the Cloudera Manager server:

$ sudo service cloudera-scmserver restart




2. On every agent host, restart the Cloudera Manager agent:

$ sudo service cloudera-scmagent restart

Step 6: Verify that Cloudera Manager Server and Agents are Communicating

In the Cloudera Manager Admin Console, go to Hosts > All Hosts. If you see successful heartbeats reported in the Last
Heartbeat column after restarting the agents and server, TLS certificate authentication is working properly. If not,
check the agent log (/ var /| og/ cl ouder a- scm agent / cl ouder a- scm agent . | og) for errors.



Configuring Authentication

The purpose of authentication in Hadoop, as in other systems, is simply to prove that a user or service is who he or
she claims to be.

Typically, authentication in enterprises is managed through a single distributed system, such as a Lightweight Directory
Access Protocol (LDAP) directory. LDAP authentication consists of straightforward username/password services backed
by a variety of storage systems, ranging from file to database.

A common enterprise-grade authentication system is Kerberos. Kerberos provides strong security benefits including
capabilities that render intercepted authentication packets unusable by an attacker. It virtually eliminates the threat
of impersonation by never sending a user's credentials in cleartext over the network.

Several components of the Hadoop ecosystem are converging to use Kerberos authentication with the option to manage
and store credentials in LDAP or AD. For example, Microsoft's Active Directory (AD) is an LDAP directory that also
provides Kerberos authentication for added security.

Before you use this guide to configure Kerberos on your cluster, ensure you have a working KDC (MIT KDC or Active
Directory), set up. You can then use Cloudera Manager's Kerberos wizard to automate several aspects of Kerberos
configuration on your cluster.

o Important:

* You can use either Cloudera Manager or the following command-line instructions to complete
this configuration.

¢ This information applies specifically to CDH 5.7.x. If you use an earlier version of CDH, see the
documentation for that version located at Cloudera Documentation.

Configuring Authentication in Cloudera Manager

Before You Begin

When you configure authentication and authorization on a cluster, Cloudera Manager Server sends sensitive information
over the network to cluster hosts, such as Kerberos keytabs and configuration files that contain passwords. To secure
this transfer, you must configure TLS encryption between Cloudera Manager Server and all cluster hosts. For instruction
on enabling TLS encryption for Cloudera Manager, see How to Configure TLS Encryption for Cloudera Manager on page
40.

Why Use Cloudera Manager to Implement Kerberos Authentication?

If you do not use Cloudera Manager to implement Hadoop security, you must manually create and deploy the Kerberos
principals and keytabs on every host in your cluster. If you have a large number of hosts, this can be a time-consuming
and error-prone process. After creating and deploying the keytabs, you must also manually configure properties in the
core-site.xnl ,hdfs-site.xm ,mapred-site.xm ,andtaskcontroll er. cfgfilesoneveryhostinthe cluster
to enable and configure Hadoop security in HDFS and MapReduce. You must also manually configure properties in the
oozi e-si te.xm andhue. i ni files on certain cluster hosts in order to enable and configure Hadoop security in
Oozie and Hue.

Cloudera Manager enables you to automate all of those manual tasks. Cloudera Manager can automatically create
and deploy a keytab file for the hdf s user and a keytab file for the mapr ed user on every host in your cluster, as well
as keytab files for the oozi e and hue users on select hosts. The hdf s keytab file contains entries for the hdf s principal
and a host principal, and the mapr ed keytab file contains entries for the mapr ed principal and a host principal. The
host principal will be the same in both keytab files. The oozi e keytab file contains entries for the 0ozi e principal
and a HTTP principal. The hue keytab file contains an entry for the hue principal. Cloudera Manager can also
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automatically configure the appropriate properties in the core-site. xm , hdf s-site. xm , mapred-site. xnl,
andtaskcontrol | er. cf g files on every host in the cluster, and the appropriate properties in oozi e- si t e. xm
and hue. i ni forselect hosts. Lastly, Cloudera Manager can automatically start up the NameNode, DataNode, Secondary
NameNode, JobTracker, TaskTracker, Oozie Server, and Hue roles once all the appropriate configuration changes have
been made.

Ways to Configure Kerberos Authentication Using Cloudera Manager
You can use one of the following ways to set up Kerberos authentication on your cluster using Cloudera Manager:

¢ Cloudera Manager 5.1 introduced a new wizard to automate the procedure to set up Kerberos on a cluster. Using
the KDC information you enter, the wizard will create new principals and keytab files for your CDH services. The
wizard can be used to deploy the kr b5. conf file cluster-wide, and automate other manual tasks such as stopping
all services, deploying client configuration and restarting all services on the cluster.

If you want to use the Kerberos wizard, follow the instructions at Enabling Kerberos Authentication Using the
Wizard on page 59.

¢ Ifyou do not want to use the Kerberos wizard, follow the instructions at Enabling Kerberos Authentication Without
the Wizard on page 75.

Cloudera Manager User Accounts
Minimum Required Role: User Administrator (also provided by Full Administrator)

Access to Cloudera Manager features is controlled by user accounts. A user account identifies how a user is authenticated
and determines what privileges are granted to the user.

When you are logged in to the Cloudera Manager Admin Console, the username you are logged in as is located at the
far right of the top navigation bar—for example, if you are logged in as admin you will see m

A user with the User Administrator or Full Administrator role manages user accounts through the Administration >
Users page. View active user sessions on the User Sessions tab.

User Authentication

Cloudera Manager provides several mechanisms for authenticating users. You can configure Cloudera Manager to
authenticate users against the Cloudera Manager database or against an external authentication service. The external
authentication service can be an LDAP server (Active Directory or an OpenLDAP compatible directory), or you can
specify another external service. Cloudera Manager also supports using the Security Assertion Markup Language (SAML)
to enable single sign-on.

If you are using LDAP or another external service, you can configure Cloudera Manager so that it can use both methods
of authentication (internal database and external service), and you can determine the order in which it performs these
searches. If you select an external authentication mechanism, Full Administrator users can always authenticate against
the Cloudera Manager database. This prevents locking everyone out if the authentication settings are misconfigured,
such as with a bad LDAP URL.

With external authentication, you can restrict login access to members of specific groups, and can specify groups whose
members are automatically given Full Administrator access to Cloudera Manager.

Users accounts in the Cloudera Manager database page show Cloudera Manager in the User Type column. User
accounts in an LDAP directory or other external authentication mechanism show External in the User Type column.

User Roles

User accounts include the user's role, which determines the Cloudera Manager features visible to the user and the
actions the user can perform. All tasks in the Cloudera Manager documentation indicate which role is required to
perform the task. For more information about user roles, see Cloudera Manager User Roles on page 356.




Determining the Role of the Currently Logged in User

1. Click the logged-in username at the far right of the top navigation bar. The role displays under the username. For
example:

Support~ A admin -

Full Administrator

Changing the Logged-In Internal User Password

1. Click the logged-in username at the far right of the top navigation bar and select Change Password.
2. Enter the current password and a new password twice, and then click OK.

Adding an Internal User Account

1. Select Administration > Users.

. Click the Add User button.

. Enter a username and password.

. In the Role drop-down menu, select a role for the new user.
. Click Add.

v b WN

Assigning User Roles

1. Select Administration > Users.

. Check the checkbox next to one or more usernames.
. Select Actions for Selected > Assign User Roles.

. In the drop-down menu, select the role.

. Click the Assign Role button.

u b WN

Changing an Internal User Account Password

1. Select Administration > Users.

2. Click the Change Password button next to a username with User Type Cloudera Manager.
3. Type the new password and repeat it to confirm.

4. Click the Update button to make the change.

Deleting Internal User Accounts

1. Select Administration > Users.

2. Check the checkbox next to one or more usernames with User Type Cloudera Manager.
3. Select Actions for Selected > Delete.

4. Click the OK button. (There is no confirmation of the action.)

Viewing User Sessions

1. Select Administration > Users.
2. Click the tab User Sessions.

Configuring External Authentication for Cloudera Manager

Minimum Required Role: User Administrator (also provided by Full Administrator)

Important: This feature is available only with a Cloudera Enterprise license; it is not available in
Cloudera Express. For information on Cloudera Enterprise licenses, see Managing Licenses.

Cloudera Manager supports user authentication against an internal database and against an external service. The
following sections describe how to configure the supported external services.



Configuring Authentication Using Active Directory

(52}

9.

. Select Administration > Settings.
. In the left-hand column, select the External Authentication category.
. In the Authentication Backend Order field, select the order in which Cloudera Manager should attempt its

authentication. You can choose to authenticate users using just one of the methods (using Cloudera Manager's
own database is the default), or you can set it so that if the user cannot be authenticated by the first method, it
will attempt using the second method.

. For External Authentication Type, select Active Directory.
. In the LDAP URL property, provide the URL of the Active Directory server.
. In the Active Directory NT Domain property, provide the NT domain to authenticate against.

LDAP URL and Active Directory NT Domain are the only settings required to allow anyone in AD to log in to
Cloudera Manager. For example, if you set LDAP URLto | dap:// adserver. exanpl e. comand the Active
Directory NT Domain to ADREALM EXANMPLE. COM AD users should now be able to log into Cloudera Manager
using just their username, such as sanpl euser . They no longer require the complete string:

sanpl euser GADREALM EXAMPLE. COM

. Inthe LDAP User Groups property, optionally provide a comma-separated list of case-sensitive LDAP group names.

If this list is provided, only users who are members of one or more of the groups in the list will be allowed to log
into Cloudera Manager. If this property is left empty, all authenticated LDAP users will be able to log into Cloudera
Manager. For example, if there is a group called CN=Cl ouder aManager User s, OU=Gr oups, DC=cor p, DC=com
add the group name  ouder aManager User s to the LDAP User Groups list to allow members of that group to
log in to Cloudera Manager.

. To automatically assign a role to users when they log in, provide a comma-separated list of LDAP group names in

the following properties:

e LDAP Full Administrator Groups

e LDAP User Administrator Groups

e LDAP Cluster Administrator Groups

e LDAP BDR Administrator Groups

e LDAP Configurator Groups

e LDAP Navigator Administrator Groups
e LDAP Operator Groups

e LDAP Limited Operator Groups

e LDAP Auditor Groups

If you specify groups in these properties, users must also be a member of at least one of the groups specified in
the LDAP User Groups property or they will not be allowed to log in. If these properties are left empty, users will
be assigned to the Read-Only role and any other role assignment must be performed manually by an Administrator.

E,i Note: A user thatis added to an LDAP group will not automatically be assigned the corresponding

role in the internal Cloudera Manager database. Hence, the Users page in Cloudera Manager will
display such users' roles as Read-Only, as this page only queries the Cloudera Manager database,
and not LDAP.

Restart the Cloudera Manager Server.

Configuring Authentication Using an OpenLDAP-compatible Server

For an OpenLDAP-compatible directory, you have several options for searching for users and groups:

You can specify a single base Distinguished Name (DN) and then provide a "Distinguished Name Pattern" to use
to match a specific user in the LDAP directory.

Search filter options let you search for a particular user based on somewhat broader search criteria — for example
Cloudera Manager users could be members of different groups or organizational units (OUs), so a single pattern



won't find all those users. Search filter options also let you find all the groups to which a user belongs, to help
determine if that user should have login or admin access.

1. Select Administration > Settings.
2. In the left-hand column, select the External Authentication category.

3. In the Authentication Backend Order field, select the order in which Cloudera Manager should attempt its
authentication. You can choose to authenticate users using just one of the methods (using Cloudera Manager's
own database is the default), or you can set it so that if the user cannot be authenticated by the first method, it
will attempt using the second method.

4. For External Authentication Type, select LDAP.

5. In the LDAP URL property, provide the URL of the LDAP server and (optionally) the base Distinguished Name (DN)
(the search base) as part of the URL — for example | dap: // | dap- server. cor p. coni dc=cor p, dc=com

6. If your server does not allow anonymous binding, provide the user DN and password to be used to bind to the
directory. These are the LDAP Bind User Distinguished Name and LDAP Bind Password properties. By default,
Cloudera Manager assumes anonymous binding.

7. Use one of the following methods to search for users and groups:

¢ You can search using User or Group search filters, using the LDAP User Search Base, LDAP User Search Filter,
LDAP Group Search Base and LDAP Group Search Filter settings. These allow you to combine a base DN with
a search filter to allow a greater range of search targets.

For example, if you want to authenticate users who may be in one of multiple OUs, the search filter mechanism
will allow this. You can specify the User Search Base DN as dc=cor p, dc=comand the user search filter as
ui d={ 0} . Then Cloudera Manager will search for the user anywhere in the tree starting from the Base DN.
Suppose you have two OUs—ou=Engi neer i ng and ou=Cper at i ons —Cloudera Manager will find User
"foo" if it exists in either of these OUs, that is, ui d=f oo, ou=Engi neeri ng, dc=cor p, dc=comor

ui d=f 0o, ou=Oper ati ons, dc=cor p, dc=com

You can use a user search filter along with a DN pattern, so that the search filter provides a fallback if the DN
pattern search fails.

The Groups filters let you search to determine if a DN or username is a member of a target group. In this
case, the filter you provide can be something like mermber ={ 0} where { 0} will be replaced with the DN of
the user you are authenticating. For a filter requiring the username, { 1} may be used, as nenber Ui d={ 1} .
This will return a list of groups the user belongs to, which will be compared to the list in the group properties
discussed in step 8 of Configuring Authentication Using Active Directory on page 52.

OR

¢ Alternatively, specify a single base Distinguished Name (DN) and then provide a "Distinguished Name Pattern"
in the LDAP Distinguished Name Pattern property.

Use { 0} in the pattern to indicate where the username should go. For example, to search for a distinguished
name where the ui d attribute is the username, you might provide a pattern similar to

ui d={ 0}, ou=Peopl e, dc=cor p, dc=com Cloudera Manager substitutes the name provided at login into
this pattern and performs a search for that specific user. So if a user provides the username "foo" at the
Cloudera Manager login page, Cloudera Manager will search for the DN

ui d=f 0o, ou=Peopl e, dc=cor p, dc=com

If you provided a base DN along with the URL, the pattern only needs to specify the rest of the DN pattern.
For example, if the URL you provide is | dap: / /| dap- server. corp. com dc=cor p, dc=com and the
pattern is ui d={ 0}, ou=Peopl e, then the search DN will be ui d=f oo, ou=Peopl e, dc=cor p, dc=com

8. Restart the Cloudera Manager Server.

Configuring Cloudera Manager to Use LDAPS

If the LDAP server certificate has been signed by a trusted Certificate Authority (that is, VeriSign, GeoTrust, and so on),
steps 1 and 2 below may not be necessary.



1. Copy the CA certificate file to the Cloudera Manager Server host.

2. Import the CA certificate(s) from the CA certificate file to the local truststore. The default truststore is located in
the $JAVA HOWE/ jrel/ li b/ security/ cacerts file. This contains the default CA information shipped with the
JDK. Create an alternate default file called j ssecacert s in the same location as the cacert s file. You can now
safely append CA certificates for any private or public CAs not present in the default cacert s file, while keeping
the original file intact.

For our example, we will follow this recommendation by copying the default cacert s file into the new
j ssecacert s file, and then importing the CA certificate to this alternate truststore.

$ cp $JAVA HOVE/ jrel/libl/security/cacerts \
$JAVA HOVE/ jre/lib/jssecacerts

$ /usr/javallatest/bin/keytool -inport -alias nt_domain_nane \
-keystore /usr/javallatest/jre/lib/security/jssecacerts -file path_to_cert

E,i Note:

¢ The default password for the cacerts store is changeit.
¢ The alias can be any name (not just the domain name).

3. Configure the LDAP URL property to use | daps: // | dap_ser ver instead of | dap://| dap_server.
4. Restart the Cloudera Manager Server.

Configuring Authentication Using an External Program

You can configure Cloudera Manager to use an external authentication program of your own choosing. Typically, this
may be a custom script that interacts with a custom authentication service. Cloudera Manager will call the external
program with the username as the first command line argument. The password is passed over st di n. Cloudera Manager
assumes the program will return the following exit codes identifying the user role for a successful authentication:

e 0-Read-Only

e 1 - Full Administrator

e 2 - Limited Operator

e 3 - Operator

e 4 - Configurator

e 5 - Cluster Administrator
e 6- BDR Administrator

e 7 - Navigator Administrator
e 8- User Administrator

e 9- Auditor

e 10 - Key Administrator

and a negative value is returned for a failure to authenticate.
To configure authentication using an external program:

1. Select Administration > Settings.

2. In the left-hand column, select the External Authentication category.

3. In the Authentication Backend Order field, select the order in which Cloudera Manager should attempt its
authentication. You can choose to authenticate users using just one of the methods (using Cloudera Manager's
own database is the default), or you can set it so that if the user cannot be authenticated by the first method, it
will attempt using the second method.

4. For External Authentication Type, select External Program.

5. Provide a path to the external program in the External Authentication Program Path property.



Configuring Authentication Using SAML

Cloudera Manager supports the Security Assertion Markup Language (SAML), an XML-based open standard data format
for exchanging authentication and authorization data between parties, in particular, between an identity provider
(IDP) and a service provider (SP). The SAML specification defines three roles: the principal (typically a user), the IDP,
and the SP. In the use case addressed by SAML, the principal (user agent) requests a service from the service provider.
The service provider requests and obtains an identity assertion from the IDP. On the basis of this assertion, the SP can
make an access control decision—in other words it can decide whether to perform some service for the connected
principal.

The primary SAML use case is called web browser single sign-on (SSO). A user wielding a user agent (usually a web
browser) requests a web resource protected by a SAML SP. The SP, wishing to know the identity of the requesting
user, issues an authentication request to a SAML IDP through the user agent. In the context of this terminology, Cloudera
Manager operates as a SP. This topic discusses the Cloudera Manager part of the configuration process; it assumes
that you are familiar with SAML and SAML configuration in a general sense, and that you have a functioning IDP already
deployed.

E,i Note:

¢ Cloudera Manager supports both SP- and IDP-initiated SSO.

¢ The logout action in Cloudera Manager will send a single-logout request to the IDP.

e SAML authentication has been tested with specific configurations of CA Single Sign-On (formerly
SiteMinder) and Shibboleth. While SAML is a standard, there is a great deal of variability in
configuration between different IDP products, so it is possible that other IDP implementations,
or other configurations of CA Single Sign-On and Shibboleth, may not interoperate with Cloudera
Manager.

¢ To bypass SSO if SAML configuration is incorrect or not working, you can login using a Cloudera
Manager local account using the URL: htt p: // cm_host: 7180/ cnf /| ocal Logi n

Setting up Cloudera Manager to use SAML requires the following steps.
Preparing Files
You will need to prepare the following files and information, and provide these to Cloudera Manager:

e AlJavakeystore containing a private key for Cloudera Manager to use to sign/encrypt SAML messages. For guidance
on creating Java keystores, see Creating Java Keystores and Truststores on page 210.

e The SAML metadata XML file from your IDP. This file must contain the public certificates needed to verify the
sign/encrypt key used by your IDP per the SAML Metadata Interoperability Profile. For example, if you are using
the Shibboleth IdP, the metadata file is available at: ht t ps: / / <I dPHOST>: 8080/ i dp/ shi bbol et h.

E,i Note: For guidance on how to obtain the metadata XML file from your IDP, either contact your
IDP administrator or consult the documentation for the version of the IDP you are using.

¢ The entity ID that should be used to identify the Cloudera Manager instance
e How the user ID is passed in the SAML authentication response:

— As an attribute. If so, what identifier is used.
— As the NamelD.

¢ The method by which the Cloudera Manager role will be established:
— From an attribute in the authentication response:

— What identifier will be used for the attribute
— What values will be passed to indicate each role

— From an external script that will be called for each use:



— The script takes user ID as $1
— The script sets an exit code to reflect successful authentication of the assigned role:

— 0 - Full Administrator

— 1-Read-Only

— 2 - Limited Operator

— 3 - Operator

— 4 - Configurator

— 5 - Cluster Administrator
— 6-BDR Administrator

— 7 - Navigator Administrator
— 8- User Administrator

— 9- Auditor

— 10 - Key Administrator

and a negative value is returned for a failure to authenticate.

Configuring Cloudera Manager

1. Select Administration > Settings.
2. In the left-hand column, select the External Authentication category.

3. Set the External Authentication Type property to SAML (the Authentication Backend Order property is ignored
for SAML).

. Set the Path to SAML IDP Metadata File property to point to the IDP metadata file.
. Set the Path to SAML Keystore File property to point to the Java keystore prepared earlier.
. In the SAML Keystore Password property, set the keystore password.

. In the Alias of SAML Sign/Encrypt Private Key property, set the alias used to identify the private key for Cloudera
Manager to use.

. In the SAML Sign/Encrypt Private Key Password property, set the private key password.
9. Set the SAML Entity ID property if:

N o u b
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¢ There is more than one Cloudera Manager instance being used with the same IDP (each instance needs a
different entity ID).

e Entity IDs are assigned by organizational policy.

10 In the Source of User ID in SAML Response property, set whether the user ID will be obtained from an attribute
or the NamelD.

If an attribute will be used, set the attribute name in the SAML attribute identifier for user ID property. The
default value is the normal OID used for user IDs and so may not need to be changed.

1. In the SAML Role assignment mechanism property, set whether the role assignment will be done from an attribute
or an external script.

e |f an attribute will be used:

— In the SAML attribute identifier for user role property, set the attribute name if necessary. The default
value is the normal OID used for OrganizationalUnits and so may not need to be changed.

— In the SAML Attribute Values for Roles property, set which attribute values will be used to indicate the
user role.

o If an external script will be used, set the path to that script in the Path to SAML Role Assignment Script
property. Make sure that the script is executable (an executable binary is fine - it doesn’t need to be a shell
script).

12 Save the changes. Cloudera Manager will run a set of validations that ensure it can find the metadata XML and
the keystore, and that the passwords are correct. If you see a validation error, correct the problem before
proceeding.



1 Restart the Cloudera Manager Server.
Configuring the IDP

After the Cloudera Manager Server is restarted, it will attempt to redirect to the IDP login page instead of showing the
normal CM page. This may or may not succeed, depending on how the IDP is configured. In either case, the IDP will
need to be configured to recognize CM before authentication will actually succeed. The details of this process are
specific to each IDP implementation - refer to your IDP documentation for details. If you are using the Shibboleth IdP,
information on configuring the IdP to communicate with a Service Provider is available here.

1. Download the Cloudera Manager’s SAML metadata XML file from ht t p: / / host name: 7180/ sam / net adat a.

2. Inspect the metadata file and ensure that any URLs contained in the file can be resolved by users’ web browsers.
The IDP will redirect web browsers to these URLs at various points in the process. If the browser cannot resolve
them, authentication will fail. If the URLs are incorrect, you can manually fix the XML file or set the Entity Base
URL in the CM configuration to the right value, and then re-download the file.

3. Provide this metadata file to your IDP using whatever mechanism your IDP provides.

4. Ensure that the IDP has access to whatever public certificates are necessary to validate the private key that was
provided to Cloudera Manager earlier.

5. Ensure that the IDP is configured to provide the User ID and Role using the attribute names that Cloudera Manager
was configured to expect, if relevant.

6. Ensure the changes to the IDP configuration have taken effect (a restart may be necessary).

Verifying Authentication and Authorization

1. Return to the Cloudera Manager Admin Console and refresh the login page.

2. Attempt to log in with credentials for a user that is entitled. The authentication should complete and you should
see the Home > Status tab.

3. If authentication fails, you will see an IDP provided error message. Cloudera Manager is not involved in this part
of the process, and you must ensure the IDP is working correctly to complete the authentication.

4. If authentication succeeds but the user is not authorized to use Cloudera Manager, they will be taken to an error
page by Cloudera Manager that explains the situation. If an user who should be authorized sees this error, then
you will need to verify their role configuration, and ensure that it is being properly communicated to Cloudera
Manager, whether by attribute or external script. The Cloudera Manager log will provide details on failures to
establish a user’s role. If any errors occur during role mapping, Cloudera Manager will assume the user is
unauthorized.

Kerberos Concepts - Principals, Keytabs and Delegation Tokens

This section describes how Hadoop uses Kerberos principals and keytabs for user authentication. It also briefly describes
how Hadoop uses delegation tokens to authenticate jobs at execution time, to avoid overwhelming the KDC with
authentication requests for each job.

Kerberos Principals

A user in Kerberos is called a principal, which is made up of three distinct components: the primary, instance, and
realm. A Kerberos principal is used in a Kerberos-secured system to represent a unique identity. The first component
of the principal is called the primary, or sometimes the user component. The primary component is an arbitrary string
and may be the operating system username of the user or the name of a service. The primary component is followed
by an optional section called the instance, which is used to create principals that are used by users in special roles or
to define the host on which a service runs, for example. An instance, if it exists, is separated from the primary by a
slash and then the content is used to disambiguate multiple principals for a single user or service. The final component
of the principal is the realm. The realm is similar to a domain in DNS in that it logically defines a related group of objects,
although rather than hostnames as in DNS, the Kerberos realm defines a group of principals . Each realm can have its
own settings including the location of the KDC on the network and supported encryption algorithms. Large organizations
commonly create distinct realms to delegate administration of a realm to a group within the enterprise. Realms, by
convention, are written in uppercase characters.

Kerberos assigns tickets to Kerberos principals to enable them to access Kerberos-secured Hadoop services. For the
Hadoop daemon principals, the principal names should be of the format
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servicel/fully.qualified. domai n. nane @OUR- REALM COM Here, service in the
servicel/fully.qualified. domai n. nanme @OUR- REALM COMprincipal refers to the username of an existing Unix
account that is used by Hadoop daemons, such as hdf s or napr ed.

Human users who want to access the Hadoop cluster also need to have Kerberos principals of the format,

user name @OUR- REALM CQM in this case, user nane refers to the username of the user's Unix account, such as j oe
or j ane. Single-component principal names (such as j oe @OUR- REALM COM are typical for client user accounts.
Hadoop does not support more than two-component principal names.

Kerberos Keytabs

A keytab is a file containing pairs of Kerberos principals and an encrypted copy of that principal's key. A keytab file for
a Hadoop daemon is unique to each host since the principal names include the hostname. This file is used to authenticate
a principal on a host to Kerberos without human interaction or storing a password in a plain text file. Because having
access to the keytab file for a principal allows one to act as that principal, access to the keytab files should be tightly
secured. They should be readable by a minimal set of users, should be stored on local disk, and should not be included
in host backups, unless access to those backups is as secure as access to the local host.

Delegation Tokens

Users in a Hadoop cluster authenticate themselves to the NameNode using their Kerberos credentials. However, once
the user is authenticated, each job subsequently submitted must also be checked to ensure it comes from an
authenticated user. Since there could be a time gap between a job being submitted and the job being executed, during
which the user could have logged off, user credentials are passed to the NameNode using delegation tokens that can
be used for authentication in the future.

Delegation tokens are a secret key shared with the NameNode, that can be used to impersonate a user to get a job
executed. While these tokens can be renewed, new tokens can only be obtained by clients authenticating to the
NameNode using Kerberos credentials. By default, delegation tokens are only valid for a day. However, since jobs can
last longer than a day, each token specifies a NodeManager as a renewer which is allowed to renew the delegation
token once a day, until the job completes, or for a maximum period of 7 days. When the job is complete, the
NodeManager requests the NameNode to cancel the delegation token.

Token Format

The NameNode uses a random nast er Key to generate delegation tokens. All active tokens are stored in memory with
their expiry date (maxDat e). Delegation tokens can either expire when the current time exceeds the expiry date, or,
they can be canceled by the owner of the token. Expired or canceled tokens are then deleted from memory. The
sequenceNunber serves as a unique ID for the tokens. The following section describes how the Delegation Token is
used for authentication.

Tokenl D = {owner|I D, renewerl D, issueDate, maxDate, sequenceNunber}
TokenAut henti cat or = HVAC- SHAL( mast er Key, Tokenl D)
Del egati on Token = {Tokenl D, TokenAut henti cator}

Authentication Process

To begin the authentication process, the client first sends the TokenID to the NameNode. The NameNode uses this
TokenID and the mast er Key to once again generate the corresponding TokenAuthenticator, and consequently, the
Delegation Token. If the NameNode finds that the token already exists in memory, and that the current time is less
than the expiry date (maxDat e) of the token, then the token is considered valid. If valid, the client and the NameNode
will then authenticate each other by using the TokenAuthenticator that they possess as the secret key, and MD5 as
the protocol. Since the client and NameNode do not actually exchange TokenAuthenticators during the process, even
if authentication fails, the tokens are not compromised.

Token Renewal

Delegation tokens must be renewed periodically by the designated renewer (r enewer | D). For example, if a
NodeManager is the designated renewer, the NodeManager will first authenticate itself to the NameNode. It will then



send the token to be authenticated to the NameNode. The NameNode verifies the following information before
renewing the token:

¢ The NodeManager requesting renewal is the same as the one identified in the token by r enewer | D.

¢ The TokenAuthenticator generated by the NameNode using the Tokenl Dand the mast er Key matches the one
previously stored by the NameNode.

e The current time must be less than the time specified by naxDat e.

If the token renewal request is successful, the NameNode sets the new expiry date tomi n(current ti nme+renew
peri od, maxDate). If the NameNode was restarted at any time, it will have lost all previous tokens from memory.
In this case, the token will be saved to memory once again, this time with a new expiry date. Hence, designated renewers
must renew all tokens with the NameNode after a restart, and before relaunching any failed tasks.

A designated renewer can also revive an expired or canceled token as long as the current time does not exceed naxDat e.
The NameNode cannot tell the difference between a token that was canceled, or has expired, and one that was erased
from memory due to a restart, since only the mast er Key persists in memory. The nast er Key must be updated
regularly.

Enabling Kerberos Authentication Using the Wizard

Minimum Required Role: Cluster Administrator (also provided by Full Administrator)

Important: Ensure you have secured communication between the Cloudera Manager Server and
Agents before you enable Kerberos on your cluster. Kerberos keytabs are sent from the Cloudera
Manager Server to the Agents, and must be encrypted to prevent potential misuse of leaked keytabs.
For instructions on securing this transfer with TLS encryption, see How to Configure TLS Encryption
for Cloudera Manager on page 40.

This guide describes how to use Cloudera Manager and the Kerberos wizard (introduced in Cloudera Manager 5.1.0)
to automate many of the manual tasks of implementing Kerberos security on your CDH cluster.

¢ Prerequisites - These instructions assume you know how to install and configure Kerberos, you already have a
working Kerberos key distribution center (KDC) and realm setup, and that you've installed the following Kerberos
client packages on all cluster hosts and hosts that will be used to access the cluster, depending on the OS in use.

(o} Packages Required

RHEL 7 Compatible, RHEL e openl dap-cli ent s on the Cloudera Manager Server host
6 Compatible, RHEL 5 e krb5-workstation, krb5-1ibs onALL hosts
Compatible

SLES e openl dap2-cli ent on the Cloudera Manager Server host

e krb5-client onALL hosts

Ubuntu or Debian e | dap-util s onthe Cloudera Manager Server host
e krb5-user onALL hosts

Windows e krb5-workstation,krb5-1ibs onALL hosts

Furthermore, Oozie and Hue require that the realm support renewable tickets. Cloudera Manager supports setting
up kerberized clusters with MIT KDC and Active Directory.

o Important: If you want to integrate Kerberos directly with Active Directory, ensure you have

support from your AD administration team to do so. This includes any future support required
to troubleshoot issues such as Kerberos TGT/TGS ticket renewal, access to KDC logs for debugging
and so on.
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For more information about using Active Directory, refer the section below on Considerations when using an
Active Directory KDC and the Microsoft AD documentation.

For more information about installing and configuring MIT KDC, see:

e MIT Kerberos Home

e MIT Kerberos Documentation

e Support

— Cloudera supports the version of Kerberos that ships with each supported operating system.

Considerations when using an Active Directory KDC
Performance:

As your cluster grows, so will the volume of Authentication Service (AS) and Ticket Granting Service (TGS) interaction
between the services on each cluster server. Consider evaluating the volume of this interaction against the Active
Directory domain controllers you have configured for the cluster before rolling this feature out to a production
environment. If cluster performance suffers, over time it might become necessary to dedicate a set of AD domain
controllers to larger deployments.

Network Proximity:

By default, Kerberos uses UDP for client/server communication. Often, AD services are in a different network than
project application services such as Hadoop. If the domain controllers supporting a cluster for Kerberos are not in the
same subnet, or they're separated by a firewall, consider using the udp_preference_linmt = 1 settinginthe

[1i bdef aul t s] section of the kr b5. conf used by cluster services. Cloudera strongly recommends against using AD
domain controller (KDC) servers that are separated from the cluster by a WAN connection, as latency in this service
will significantly impact cluster performance.

Process:

Troubleshooting the cluster's operations, especially for Kerberos-enabled services, will need to include AD administration
resources. Evaluate your organizational processes for engaging the AD administration team, and how to escalate in
case a cluster outage occurs due to issues with Kerberos authentication against AD services. In some situations it might
be necessary to enable Kerberos event logging to address desktop and KDC issues within windows environments.

Also note that if you decommission any Cloudera Manager roles or nodes, the related AD accounts will need to be
deleted manually. This is required because Cloudera Manager will not delete existing entries in Active Directory.

Step 1: Install Cloudera Manager and CDH

If you have not already done so, Cloudera strongly recommends that you install and configure the Cloudera Manager
Server and Cloudera Manager Agents and CDH to set up a fully-functional CDH cluster before you begin doing the
following steps to implement Hadoop security features.

Overview of the User Accounts and Groups in CDH and Cloudera Manager to Support Security
User Accounts and Groups in CDH and Cloudera Manager Required to Support Security:

When you install the CDH packages and the Cloudera Manager Agents on your cluster hosts, Cloudera Manager takes
some steps to provide system security such as creating the following Unix accounts and setting directory permissions
as shown in the following table. These Unix accounts and directory permissions work with the Hadoop Kerberos security
requirements.

E,’ Note: Cloudera Manager 5.3 introduces a new single user mode. In single user mode, the Cloudera
Manager Agent and all the processes run by services managed by Cloudera Manager are started as a
single configured user and group. See Configuring Single User Mode for more information.

This User Runs These Roles

hdf s NameNode, DataNodes, and Secondary Node
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This User Runs These Roles

mapr ed JobTracker and TaskTrackers (MR1) and Job History Server (YARN)
yarn ResourceManager and NodeManagers (YARN)

oozi e Oozie Server

hue Hue Server, Beeswax Server, Authorization Manager, and Job Designer

The hdf s user also acts as the HDFS superuser.

When you install the Cloudera Manager Server on the server host, a new Unix user account called cl ouder a- scmis
created automatically to support security. The Cloudera Manager Server uses this account to create host principals
and deploy the keytabs on your cluster.

Depending on whether you installed CDH and Cloudera Manager at the same time or not, use one of the following
sections for information on configuring directory ownerships on cluster hosts:

If you installed CDH and Cloudera Manager at the Same Time

If you have a new installation and you installed CDH and Cloudera Manager at the same time, when you started the
Cloudera Manager Agents on your cluster hosts, the Cloudera Manager Agent on each host automatically configured
the directory owners shown in the following table to support security. Assuming the owners are configured as shown,
the Hadoop daemons can then automatically set the permissions for each of the directories specified by the properties
shown below to make sure they are properly restricted. It's critical that the owners are configured exactly as shown
below, so do not change them:

Directory Specified in this Property Owner

df s. name. dir hdf s: hadoop
dfs.data.dir hdf s: hadoop
mapred. | ocal . dir mapr ed: hadoop
mapr ed. system di r in HDFS mapr ed: hadoop
yarn. nodenmanager . | ocal -dirs yarn:yarn

yar n. nodemanager. |l og-dirs yarn:yarn

oozi e. service. StoreService. jdbc. url (ifusing |oozie: oozie
Derby)

[[ dat abase]] nane hue: hue

j avax. j do. opti on. Connecti onURL hue: hue

If you Installed and Used CDH Before Installing Cloudera Manager

If you have been using HDFS and running MapReduce jobs in an existing installation of CDH before you installed Cloudera
Manager, you must manually configure the owners of the directories shown in the table above. Doing so enables the
Hadoop daemons to automatically set the permissions for each of the directories. It's critical that you manually configure
the owners exactly as shown above.

Step 2: If You are Using AES-256 Encryption, Install the JCE Policy File

If you are using CentOS or Red Hat Enterprise Linux 5.5 or higher, which use AES-256 encryption by default for tickets,
you must install the Java Cryptography Extension (JCE) Unlimited Strength Jurisdiction Policy File on all cluster and
Hadoop user hosts. There are 2 ways to do this:
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¢ Inthe Cloudera Manager Admin Console, navigate to the Hosts page. Both, the Add New Hosts to Cluster wizard
and the Re-run Upgrade Wizard will give you the option to have Cloudera Manager install the JCE Policy file for
you.

¢ You can follow the JCE Policy File installation instructions in the READVME. t xt file included in the
j ce_policy-x. zipfile.

Alternatively, you can configure Kerberos to not use AES-256 by removing aes256- ct s: nor mal from the

support ed_enct ypes field of the kdc. conf or kr b5. conf file. Note that after changing the kdc. conf file, you'll
need to restart both the KDC and the kadmin server for those changes to take affect. You may also need to recreate
or change the password of the relevant principals, including potentially the Ticket Granting Ticket principal
(krbtgt/REALM@REALM). If AES-256 is still used after all of those steps, it's because the aes256- ct s: nor nal setting
existed when the Kerberos database was created. To fix this, create a new Kerberos database and then restart both
the KDC and the kadmin server.

To verify the type of encryption used in your cluster:
1. For MIT KDC: On the local KDC host, type this command in the kadmin.local or kadmin shell to create a test
principal:

kadnmi n: addprinc test

For Active Directory: Create a new AD account with the name, t est .

2. On a cluster host, type this command to start a Kerberos session as test:

$ kinit test

3. On acluster host, type this command to view the encryption type in use:
$ klist -e

If AES is being used, output like the following is displayed after you type the kl i st command (note that AES- 256
is included in the output):

Ti cket cache: FILE: /tnp/krb5cc_0
Default principal: test@d oudera Manager
Valid starting Expires Servi ce princi pal
05/19/11 13:25:04 05/20/11 13:25:04 Kkrbtgt/C oudera Manager @l oudera Manager
Etype (skey, tkt): AES-256 CTS node with 96-bit SHA-1 HVAC, AES-256 CTS nbde with
96-bit SHA-1 HVAC

Step 3: Get or Create a Kerberos Principal for the Cloudera Manager Server

In order to create and deploy the host principals and keytabs on your cluster, the Cloudera Manager Server must have
the correct Kerberos principal. Specifically, the Cloudera Manager Server must have a Kerberos principal that has
privileges to create other accounts.

To get or create the Kerberos principal for the Cloudera Manager Server, you can do either of the following:

e Ask your Kerberos administrator to create a Kerberos administrator principal for the Cloudera Manager Server.
e Create the Kerberos principal for the Cloudera Manager Server yourself by using the following instructions in this
step.

If for some reason, you cannot create a Cloudera Manager administrator principal on your KDC with the privileges to
create other principals and keytabs for CDH services, then these will need to be created manually, and then retrieved
by Cloudera Manager. See, Using a Custom Kerberos Keytab Retrieval Script on page 72.

Creating the Cloudera Manager Principal

The following instructions illustrate an example of creating the Cloudera Manager Server principal for MIT KDC and
Active Directory KDC. (If you are using another version of Kerberos, refer to your Kerberos documentation for
instructions.)



If you are using Active Directory:

1. Create an Organizational Unit (OU) in your AD setup where all the principals used by your CDH cluster will reside.

2. Add a new user account to Active Directory, for example, <user name>@/OUR- REALM COM The password for this
user should be set to never expire.

3. Use AD's Delegate Control wizard to allow this new user to Create, Delete and Manage User Accounts.

If you are using MIT KDC:

Typically, principals with the second component of adni n in the principal name (for example,

user name/ adm n@/OUR- LOCAL- REALM com) have administrator privileges. This is why adni n is shown in the
following example.

E,’ Note: If you are running kadmi n and the Kerberos Key Distribution Center (KDC) on the same host,
use kadmi n. I ocal inthe following steps. If the Kerberos KDC is running on a remote host, you must
use kadmi n instead of kadni n. | ocal .

Inthe kadmi n. | ocal orkadmi n shell, type the following command to create the Cloudera Manager Server principal,
replacing YOUR- LOCAL- REALM COMwith the name of your realm:

kadnmi n: addprinc -pw <Passwor d> cl ouder a- scm adm n@OUR- LOCAL- REALM COM

Step 4: Enabling Kerberos Using the Wizard
Minimum Required Role: Full Administrator

To start the Kerberos wizard:

" Go to the Cloudera Manager Admin Console and click Y to the right of the cluster for which you want to enable
Kerberos authentication.

2. Select Enable Kerberos.
Before you Begin Using the Wizard

The Welcome page lists the following action items that you should complete before you begin to secure the cluster
using this wizard:

e Set up a working KDC. Cloudera Manager supports authentication with MIT KDC and Active Directory.
e Configure the KDC to allow renewable tickets with non-zero ticket lifetimes.

Active Directory allows renewable tickets with non-zero lifetimes by default. You can verify this by checking Domain
Security Settings > Account Policies > Kerberos Policy in Active Directory.

For MIT KDC, make sure you have the following lines in the kdc. conf .

max_life = 1d
max_renewabl e_|life = 7d

¢ If you are using Active Directory, make sure LDAP over TLS/SSL (LDAPS) is enabled for the Domain Controllers.
¢ Install the following packages on your cluster depending on the OS in use.

(o} Packages Required

RHEL 7 Compatible, RHEL e openl dap-cl i ent s on the Cloudera Manager Server host
6 Compatible, RHEL 5 e krb5-workstation, krb5-1ibs onALL hosts
Compatible

SLES e openl dap2-cli ent on the Cloudera Manager Server host

e krb5-client onALLhosts

Ubuntu or Debian e | dap-util s onthe Cloudera Manager Server host
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(0} Packages Required
e krb5-user on ALL hosts

Windows e krb5-workstation, krb5-1ibs onALL hosts

e Create an account for Cloudera Manager that has the permissions to create other accounts in the KDC. This should
have been completed as part of Step 3: Get or Create a Kerberos Principal for the Cloudera Manager Server on
page 62.

o Important:

If you have enabled YARN Resource Manager HA in your non-secure cluster, you should clear the
StateStore znode in ZooKeeper before enabling Kerberos. To do this:

1. Go to the Cloudera Manager Admin Console home page, click to the right of the YARN service
and select Stop.

2. When you see a Finished status, the service has stopped.

. Go to the YARN service and select Actions > Format State Store.

4. When the command completes, click Close.

w

Once you are able to check all the items on this list, click Continue.
KDC Information

On this page, select the KDC type you are using, MIT KDC or Active Directory, and complete the fields as applicable to
enable Cloudera Manager to generate principals/accounts for the CDH services running on the cluster.

E’; Note:

¢ Ifyou are using AD and have multiple Domain Controllers behind a Load Balancer, enter the name
of the Load Balancer in the KDC Server Host field and any one of the Domain Controllers in Active
Directory Domain Controller Override. Hadoop daemons will use the Load Balancer for
authentication, but Cloudera Manager will use the override for creating accounts.

¢ If you have multiple Domain Controllers (in case of AD) or MIT KDC servers, only enter the name
of any one of them in the KDC Server Host field. Cloudera Manager will use that server only for
creating accounts. If you choose to use Cloudera Manager to manage kr b5. conf , you can specify
the rest of the Domain Controllers using Safety Valve as explained below.

e Make sure the entries for the Kerberos Encryption Types field matches what your KDC supports.

Click Continue to proceed.
KRB5 Configuration

Manage krb5.conf through Cloudera Manager allows you to choose whether Cloudera Manager should deploy the
kr b5. conf on your cluster or not. If left unchecked, you must ensure that the kr b5. conf is deployed on all hosts in
the cluster, including the Cloudera Manager Server's host.

If you check Manage krb5.conf through Cloudera Manager, this page will let you configure the properties that will be
emitted in it. In particular, the safety valves on this page can be used to configure cross-realm authentication. More
information can be found at Configuring a Cluster-dedicated MIT KDC with Cross-Realm Trust on page 182.

E,’ Note: Cloudera Manager is unable to use a non-default realm. You must specify the default realm.

Click Continue to proceed.
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Import KDC Account Manager Credentials

Enter the username and password for the user that can create principals for CDH cluster in the KDC. This is the
user/principal you created in Step 3: Get or Create a Kerberos Principal for the Cloudera Manager Server on page 62.
Cloudera Manager encrypts the username and password into a keytab and uses it as needed to create new principals.

E,i Note: The username entered should have the realm portion in upper-case only as shown in the
example in the Ul.

Click Continue to proceed.
(Optional) Configuring Custom Kerberos Principals

Starting with Cloudera Manager 5.4, you can configure custom service principals for CDH services. Before you begin
making configuration changes, see Configuring a Cluster with Custom Kerberos Principals on page 70 for some additional
configuration changes required and limitations.

Configure HDFS DataNode Ports

On this page, specify the privileged ports needed by the DataNode's Transceiver Protocol and the HTTP Web Ul in a
secure cluster.

Use the checkbox to confirm you are ready to restart the cluster. Click Continue.
Enabling Kerberos

This page lets you track the progress made by the wizard as it first stops all services on your cluster, deploys the
kr b5. conf, generates keytabs for other CDH services, deploys client configuration and finally restarts all services.
Click Continue.

Congratulations

The final page lists the cluster(s) for which Kerberos has been successfully enabled. Click Finish to return to the Cloudera
Manager Admin Console home page.

Step 5: Create the HDFS Superuser

To be able to create home directories for users, you will need access to the HDFS superuser account. (CDH automatically
created the HDFS superuser account on each cluster host during CDH installation.) When you enabled Kerberos for
the HDFS service, you lost access to the default HDFS superuser account using sudo -u hdf s commands. Cloudera
recommends you use a different user account as the superuser, not the default hdf s account.

Designating a Non-Default Superuser Group

To designate a different group of superusers instead of using the default hdf s account, follow these steps:

1. Go to the Cloudera Manager Admin Console and navigate to the HDFS service.

2. Click the Configuration tab.

3. Select Scope > HDFS (Service-Wide).

4. Select Category > Security.

5. Locate the Superuser Group property and change the value to the appropriate group name for your environment.
For example, <superuser>.

6. Click Save Changes to commit the changes.

7. Restart the HDFS service.

To enable your access to the superuser account now that Kerberos is enabled, you must now create a Kerberos
principal or an Active Directory user whose first component is <superuser>:

If you are using Active Directory
Add a new user account to Active Directory, <super user >@OUR- REALM COM The password for this account should
be set to never expire.



If you are using MIT KDC

1. Inthe kadmi n. | ocal or kadmi n shell, type the following command to create a Kerberos principal called
<superuser>:

kadmi n:  addprinc <superuser>@OUR- LOCAL- REALM COM

This command prompts you to create a password for the <superuser> principal. You should use a strong password
because having access to this principal provides superuser access to all of the files in HDFS.

2. To run commands as the HDFS superuser, you must obtain Kerberos credentials for the <superuser> principal. To
do so, run the following command and provide the appropriate password when prompted.

$ kinit <superuser>@OUR- LOCAL- REALM COM

Step 6: Get or Create a Kerberos Principal for Each User Account

Now that Kerberos is configured and enabled on your cluster, you and every other Hadoop user must have a Kerberos
principal or keytab to obtain Kerberos credentials to be allowed to access the cluster and use the Hadoop services. In
the next step of this procedure, you will need to create your own Kerberos principals in order to verify that Kerberos

security is working on your cluster. If you and the other Hadoop users already have a Kerberos principal or keytab, or

if your Kerberos administrator can provide them, you can skip ahead to the next step.

The following instructions explain how to create a Kerberos principal for a user account.

If you are using Active Directory

Add a new AD user account for each new user that should have access to the cluster. You do not need to make any
changes to existing user accounts.

If you are using MIT KDC

1. Inthe kadmi n. | ocal or kadmi n shell, use the following command to create user principals by replacing
YOUR- LOCAL- REALM COMwith the name of your realm, and replacing USERNAME with a username:

kadnmi n:  addpri nc USERNAVE@'OUR- LOCAL- REALM COM

2. Enter and re-enter a password when prompted.

Step 7: Prepare the Cluster for Each User

Before you and other users can access the cluster, there are a few tasks you must do to prepare the hosts for each
user.

1. Make sure all hosts in the cluster have a Linux user account with the same name as the first component of that
user's principal name. For example, the Linux account j oe should exist on every box if the user's principal name
is j 0e@OUR- REALM COM You can use LDAP for this step if it is available in your organization.

E’; Note: Each account must have a user ID that is greater than or equal to 1000. In the

/ et c/ hadoop/ conf/taskcontrol |l er. cf g file, the default setting for the banned. user s
property is mapr ed, hdf s, and bi n to prevent jobs from being submitted using those user
accounts. The default setting for the mi n. user. i d property is 1000 to prevent jobs from being
submitted with a user ID less than 1000, which are conventionally Unix super users.

2. Create a subdirectory under/ user on HDFS for each user account (for example, / user/ j oe). Change the owner
and group of that directory to be the user.

$ hadoop fs -nkdir /user/joe
$ hadoop fs -chown joe /user/joe



E,i Note: sudo -u hdf s is notincluded in the commands above. This is because it is not required if
Kerberos is enabled on your cluster. You will, however, need to have Kerberos credentials for the
HDFS super user in order to successfully run these commands. For information on gaining access to
the HDFS super user account, see Step 13: Create the HDFS Superuser Principal on page 83

Step 8: Verify that Kerberos Security is Working

After you have Kerberos credentials, you can verify that Kerberos security is working on your cluster by trying to run
MapReduce jobs. To confirm, try launching a sleep or a pi job from the provided Hadoop examples
(/usr/1ib/ hadoop/ hadoop- exanpl es. j ar).

E’; Note:

This section assumes you have a fully-functional CDH cluster and you have been able to access HDFS
and run MapReduce jobs before you followed these instructions to configure and enable Kerberos
on your cluster. If you have not already done so, you should at a minimum use the Cloudera Manager
Admin Console to generate a client configuration file to enable you to access the cluster. For
instructions, see Deploying Client Configuration Files.

To verify that Kerberos security is working:

1. Acquire Kerberos credentials for your user account.

$ ki nit USERNAME@OUR- LOCAL- REALM COM

2. Enter a password when prompted.
3. Submit a sample pi calculation as a test MapReduce job. Use the following command if you use a package-based
setup for Cloudera Manager:

$ hadoop jar /usr/lib/hadoop-0.20-mapreduce/ hadoop-exanpl es.jar pi 10 10000
Nurmber of Maps = 10
Sanpl es per Map = 10000

Job Fi ni shed in 38.572 seconds
Estimated value of Pi is 3.14120000000000000000

If you have a parcel-based setup, use the following command instead:

$ hadoop jar /opt/clouderalparcel s/ COH | i b/ hadoop- 0. 20- mapr educe/ hadoop- exanpl es. j ar pi
10 10000

Nurmber of Maps = 10

Sanpl es per Map = 10000

jbb Fi ni shed in 30.958 seconds
Esti mated value of Pi is 3.14120000000000000000

You have now verified that Kerberos security is working on your cluster.



o Important:

Running a MapReduce job will fail if you do not have a valid Kerberos ticket in your credentials cache.
You can examine the Kerberos tickets currently in your credentials cache by running the kl i st
command. You can obtain a ticket by running the ki ni t command and either specifying a keytab file
containing credentials, or entering the password for your principal. If you do not have a valid ticket,
you will receive an error such as:

11/01/04 12:08:12 WARN i pc. Client:

Exception encountered while connecting to the server

javax. security.sasl. Sasl Exception: GSS initiate fail ed

[ Caused by GSSException: No valid credentials provided (Mechani smlevel:
Failed to find any

Kerberos tgt)]

Bad connection to FS. conmand aborted. exception: Call to

nn- host/10. 0. 0. 2: 8020 failed on | ocal exception:

java.io.| OException:javax. security.sasl. Sasl Exception: GSS initiate

failed

[ Caused by GSSException: No valid credentials provided

(Mechanismlevel: Failed to find any Kerberos tgt)]

Step 9: (Optional) Enable Authentication for HTTP Web Consoles for Hadoop Roles
Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)

Authentication for access to the HDFS, MapReduce, and YARN roles' web consoles can be enabled using a configuration
option for the appropriate service. To enable this authentication:

1. From the Clusters tab, select the service (HDFS, MapReduce, or YARN) for which you want to enable authentication.
. Click the Configuration tab.

. Select Scope > service name Service-Wide.

. Select Category > Security.

. Type Enabl e Ker ber os in the Search box.

. Select Enable Kerberos Authentication for HTTP Web-Consoles.

. Click Save Changes to commit the changes.

. When the command finishes, restart all roles of that service.
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Enabling SPNEGO as an Authentication Backend for Hue
1. In Cloudera Manager, set the authentication backend to SpnegoDj angoBackend.

. Go to the Cloudera Manager Admin Console. From the Clusters tab, select the Hue service.

. Click the Configuration tab.

Select Scope > Service-Wide.

. Select Category > Security.

. Locate the Authentication Backend property and select deskt op. aut h. backend. SpnegoDj angoBackend.
Click Save Changes.
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2. Restart the Hue service.
3. On the host running the Hue Kerberos Ticket Renewer, switch to the KT _RENEVER process directory. For example:

cd /var/run/cl oudera-scmagent/process/ Is -lrt /var/run/cl oudera-scm agent/process/
\
| awk '{print $9}' |grep KT_RENEVER tail -1"/
4. Verify that the Hue keytab includes the HTTP principal.

klist -kte ./hue. keytab



Keyt ab nane: FILE:./hue. keytab
KVNO Ti nestanp Pri nci pal

1 03/09/15 20: 20: 35 hue/ host - 10- 16- 8- 168. openst ackl ocal @GEXAMPLE. CLOUDERA. COM
(aes128- ct s- hnmac- shal- 96)

1 03/09/15 20:20: 36 HTTP/ host - 10- 16- 8- 168. openst ackl ocal @EXAMPLE. CLOUDERA. COM
(aes128- ct s- hnac- shal- 96)

5. Copy the hue. keyt ab file to/ var/ | i b/ hue and change ownership to the hue user and group.

$ cp ./hue. keytab /var/lib/hue/
$ chown hue: hue /var/lib/hue/hue. keyt ab

6. Go to the Cloudera Manager Admin Console. From the Clusters tab, select the Hue service.
7. Click the Configuration tab.

8. Select Scope > Service-Wide.

9. Select Category > Advanced.

10 Locate the Hue Service Environment Advanced Configuration Snippet (Safety Valve) property and add the
following line:

KRB5_KTNAME=/ var/ | i b/ hue/ hue. keyt ab

11 Click Save Changes to commit the changes.
12 Restart the Hue service.

Enabling Kerberos Authentication for Single User Mode or Non-Default Users
The steps described in this topic are only applicable in the following cases:

¢ You are running the Cloudera Manager in the single user mode. In this case, configure all the services described
in the table below.

OR

* You are running one or more CDH services with non-default users. This means if you have modified the default
value for the System User property for any service in Cloudera Manager, you must only perform the command
(as described below) corresponding to that service, to be able to successfully run jobs with the non-default user.

MapReduce Configure the mapr ed. syst em di r directory to be owned by the mapr ed user.

sudo -u hdfs hadoop fs -chown napred: hadoop
${ mapred. systemdir} |

By default, mapr ed. system di r is/t np/ mapr ed/ syst em

HBase Give the hbase user ownership of the HBase root directory:
sudo -u hdfs hadoop fs -chown -R hbase ${hbase.rootdir}

By default, hbase. r oot di r is/ hbase.

Hive Give the hi ve user ownership of the / user/ hi ve directory.

sudo -u hdfs hadoop fs -chown hive /user/hive

YARN For every NodeManager host, for each path inyar n. nodemanager . | ocal - di rs, run:
rm-rf ${yarn. nodenanager. | ocal -dirs}/usercache/*

This removes the / user cache directory that contains intermediate data stored for
previous jobs.




Configuring a Cluster with Custom Kerberos Principals

By default, the Cloudera Manager Kerberos wizard configures CDH services to use the same Kerberos principals as the
default process users. For example, the hdf s principal for the HDFS service, hi ve principal for the Hive service, and
so on. The advantage to this is that when Kerberos is enabled, no HDFS directory permissions need to be changed for
the new principals. However, starting with Cloudera Manager 5.4, you can configure custom service principals for CDH
services.

Important Considerations

e Using different Kerberos principals for different services will make it easier to track the HDFS directories being
accessed by each service.

¢ If you are using Shel | BasedUni xGr oupsMappi ng to obtain user-group mappings, ensure you have the UNIX
accounts for the principals present on all hosts of the cluster.

Configuring Directory Permissions
Configure the following HDFS directories to give their corresponding custom service principalsread, write and
execut e permissions.

Service HDFS Directory

Accumulo e HDFS Directory
e /user/principal

HBase HBase Root Directory

Hive ¢ Hive Warehouse Directory
e /user/principal

Impala [ user/ princi pal
MapReduce v1 / t np/ mapr ed

Oozie Oozie Sharelib Root Directory
Solr HDFS Data Directory

Spark on YARN e /[user/principal

e Spark History Location
e Spark Jar Location

Sqoop2 [ user/ princi pal

Configuring CDH Services
The following services will require additional settings if you are using custom principals:

e HDFS - If you have enabled synchronization of HDFS and Sentry permissions, add the Hive and Impala principals
to the Sentry Authorization Provider Group property.

. Go to the HDFS service.

. Click Configuration.

. Select Scope > HDFS Service-Wide.

. Select Category > Security.

. Locate the Sentry Authorization Provider Group property and add the custom Hive and Impala principals.
6. Click Save Changes.
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e YARN - The principals used by YARN daemons should be part of hadoop group so that they are allowed to read
JobHistory Server data.



¢ Impala - If you are running the Hue service with a custom principal, configure Impala to allow the Hue principal
to impersonate other users.

. Go to the Impala service.

. Click Configuration.

. Select Scope > Impala (Service-Wide).

. Select Category > Policy File-Based Sentry.

. Locate the Proxy User Configuration property and add the custom Hue principal.
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. Click Save Changes.

¢ Hive - If the Sentry service is enabled, allow the Kerberos principals used by Hive, Impala, Hue, HDFS and the
Service Monitor to bypass Sentry authorization in the Hive metastore.

1. Go to the Hive service.

. Click Configuration.

. Select Scope > Impala (Service-Wide).

. Select Category > Policy File-Based Sentry.

. Locate the Bypass Sentry Authorization Users property and add the custom Hive, Impala, Hue and HDFS
principals to the list.

6. Click Save Changes.
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¢ Spark on YARN - The principal used by the Spark service should be part of the spar k group.
¢ Sentry - Allow the Hive, Impala, Hue and HDFS principals to connect to the Sentry service.

1. Go to the Sentry service.

2. Click Configuration.

3. Search for the Allowed Connecting Users property and add the custom Hive, Impala, Hue and HDFS principals
to the list.

4, Search for the Admin Groups property and include the groups to which the Hive, Impala, and Hue principals
belong.

5. Click Save Changes.

¢ Cloudera Management Service - Configure the Reports Manager principal and the Navigator principal for HDFS
as HDFS superusers.

. Go to the Cloudera Management Service.

. Click Configuration.

. Search for kerberos.

. Locate the Reports Manager Kerberos Principal property and set it to a principal with administrative and
superuser privileges on all HDFS services.

5. Locate the Navigator Kerberos Principal for HDFS property and set it to a principal with administrative and

superuser privileges on all HDFS services.
6. Click Save Changes.
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Incompatibilities
The following features do not work with custom principals:

¢ Llama must always use the default Kerberos principal | | ana.

e If you are using MapReduce v1, the Activity Monitor and Cloudera Navigator should use the same principal as the
Hue service.

¢ If you are using the Java KeyStore KMS or KeyTrustee KMS with a custom principal, you will need to add the proxy
user for the custom principal to the kis- si t e. xnl safety valve.

For example, if you’ve replaced the default 0ozi e principal with oozi epri nc, add the
hadoop. kns. pr oxyuser. oozi epri nc. gr oups and hadoop. kns. pr oxyuser . oozi epri nc. host s properties
to the kns- si t e. xm safety valve.



Viewing and Regenerating Kerberos Principals
Minimum Required Role: Full Administrator

As soon as you enable Hadoop secure authentication for HDFS and MapReduce service instances, Cloudera Manager
starts creating the Kerberos principals for each of the role instances. The amount of time this process will take depends
on the number of hosts and HDFS and MapReduce role instances on your cluster. The process can take from a few
seconds for a small cluster to several minutes for a larger cluster. After the process is completed, you can use the
Cloudera Manager Admin Console to view the list of Kerberos principals that Cloudera Manager has created for the
cluster. Make sure there are principals for each of the hosts and HDFS and MapReduce role instances on your cluster.
If there are no principals after 10 minutes, then there is most likely a problem with the principal creation. See the
Troubleshooting Authentication Issues on page 196 section below for more information. If necessary, you can use
Cloudera Manager to regenerate the principals.

If you make a global configuration change in your cluster, such as changing the encryption type, you must use the
following instructions to regenerate the principals for your cluster.

o Important:

e Regenerate principals using the following steps in the Cloudera Manager Admin Console and not
directly using kadmi n shell.

¢ Do not regenerate the principals for your cluster unless you have made a global configuration
change. Before regenerating, be sure to read Configuring a Cluster-dedicated MIT KDC with
Cross-Realm Trust on page 182 to avoid making your existing host keytabs invalid.

¢ If you are using Active Directory, delete the AD accounts with the userPrincipalName (or login
names) that you want to manually regenerate before continuing with the steps below. This is
required because Cloudera Manager will not delete existing entries in Active Directory.

To view and regenerate the Kerberos principals for your cluster:

1. Select Administration > Security.

2. The currently configured Kerberos principals are displayed under the Kerberos Credentials tab. If you are running
HDFS, the hdf s/ host nane and host / host nane principals are listed. If you are running MapReduce, the
mapr ed/ host nane and host / host nane principals are listed. The principals for other running services are also
listed.

3. Only if necessary, select the principals you want to regenerate.

4. Click Regenerate.

The Security Inspector

The Security Inspector uses the Host Inspector to run a security-related set of commands on the hosts in your cluster.
It reports on things such as how Java is configured for encryption and on the default realms configured on each host:

1. Select Administration > Security.
2. Click Security Inspector. Cloudera Manager begins several tasks to inspect the managed hosts.
3. After the inspection completes, click Download Result Data or Show Inspector Results to review the results.

Using a Custom Kerberos Keytab Retrieval Script

The Cloudera Manager Kerberos setup procedure requires you to create an administrator account for the Cloudera
Manager user. Cloudera Manager then connects to your KDC and uses this admin account to generate principals and
keytabs for the remaining CDH services. If for some reason, you cannot create a Cloudera Manager administrator
account on your KDC with the privileges to create other principals and keytabs for CDH services, then these will need
to be created manually.

Cloudera Manager gives you the option to use a custom script to retrieve keytabs from the local filesystem. To use a
custom Kerberos keytab retrieval script:



1. The KDC administrators should create the required principals and keytabs, and store them securely on the Cloudera
Manager Server host.

2. Create the keytab retrieval script. Your script should take two arguments: a full principal name for which it should
retrieve a keytab, and a destination to which it can write the keytab. The script must be executable by the Cloudera
Manager admin user, cl ouder a- scm Depending on the principal name input by Cloudera Manager, the script
should locate the corresponding keytab on the Cloudera Manager Server host (stored in step 1), and copy it into
a location accessible to the cl ouder a- scmuser. Here is a simple example:

#! / bi n/ bash

# Cl oudera Manager will input a destination path

DEST="$1"

# C oudera Manager will input the principal nane in the format: <service>/<fqdn>@REALM
PRI NC=" $2"

# Assumi ng the '<service>_ <fqdn>@REALM keyt ab' nam ng convention for keytab files
I N=$(echo $PRINC | sed -e 's/\//_/")
SRC="/ keyt abs/ ${1 N} . keyt ab"

# Copy the keytab to the destination input by C oudera Manager
cp -v $SRC $DEST

Note that the script will change according to the keytab naming convention followed by your organization.

3. Configure the location for the script in Cloudera Manager:

1. Go to the Cloudera Manager Admin console.

. Select Administration > Settings.

. Select Category > Kerberos.

. Locate the Custom Kerberos Keytab Retrieval Script and set it to point to the script created in step 2.
. Click Save Changes to commit the changes.
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4. Once the Custom Kerberos Keytab Retrieval Script property is set, whenever Cloudera Manager needs a keytab,
it will ignore all other Kerberos configuration and run the keytab retrieval script to copy the required keytab to
the desired destination.

5. Cloudera Manager can now distribute the keytab to the services that need access to it.

E,’ Note: The Cloudera Navigator web server accesses HDFS and Hue using the keytabs corresponding

to those principals; however the custom script does not move these additional keytabs to the
Navigator Metadata Server. To complete the setup for Navigator, move keytabs for HDFS and
Hue principals to the Navigator home directory on the Navigator Metadata Server host manually
(typically / var/ 1'i b/ cl ouder a- scm navi gat or ).

Mapping Kerberos Principals to Short Names

Kerberos user principals typically have the format user name @GREALM whereas Hadoop usernames are typically just
user nane. To translate Kerberos principals to Hadoop usernames, Hadoop uses rules defined in the

hadoop. security.auth_to_| ocal property. The default setting strips the @GREALMportion from the Kerberos
principal, where REALMis the Kerberos realm defined by the def aul t _r eal msetting in the NameNode kr b5. conf
file.

If you configure your cluster's Kerberos realm to trust other realms, such as a trust between your cluster's realm and
a central Active Directory or MIT Kerberos realm, you must identify the trusted realms in Cloudera Manager so it can
automatically generate the appropriate rules. If you do not do so, user accounts in those realms cannot access the
cluster.

To specify trusted realms using Cloudera Manager:

1. Go to the HDFS Service > Configuration tab.



2. Select Scope > HDFS (Service-Wide).
. Select Category > Security.

4. In the Search field, type Ker ber os Real s to find the Trusted Kerberos Realms and Additional Rules to Map
Kerberos Principals to Short Names settings.
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5. Add realms that are trusted by the cluster's Kerberos realm. Realm names, including Active Directory realms, must
be specified in uppercase letters (for example, CORP. EXAMPLE. COM. To add multiple realms, use the ¥ button.
6. Click Save Changes.

The auto-generated mapping rules strip the Kerberos realm (for example, @CORP. EXAMPLE. COM for each realm
specified in the Trusted Kerberos Realms setting. To customize the mapping rules, specify additional rules in the
Additional Rules to Map Kerberos Principals to Short Names setting, one rule per line. Only enter rules in this field;
Cloudera Manager automatically surrounds the rules with the appropriate XML tags for the generated cor e- si t e. xni
file. For more information on creating custom rules, including how to translate mixed-case Kerberos principals to
lowercase Hadoop usernames, see Mapping Rule Syntax on page 118.

If you specify custom mapping rules for a Kerberos realm using the Additional Rules to Map Kerberos Principals to
Short Names setting, ensure that the same realm is not specified in the Trusted Kerberos Realms setting. If it is, the
auto-generated rule (which only strips the realm from the principal and does no additional transformations) takes
precedent, and the custom rule is ignored.

For these changes to take effect, you must restart the cluster and redeploy the client configuration. On the Cloudera
Manager Home > Status tab, click the cluster-wide button [-] and select Deploy Client Configuration.

Moving Kerberos Principals to Another OU Within Active Directory

If you have a Kerberized cluster configured with an Active Directory KDC, you can use the following steps to move the
Kerberos principals from one AD Organizational Unit (OU) to another.

1. Create the new OU on the Active Directory Server.

2. Use AD's Delegate Control wizard to set the permissions on the new OU such that the configured Cloudera Manager
admin account has the ability to Create, Delete and Manage User Accounts within this OU.

. Stop the cluster.

. Stop the Cloudera Management Service.

. In Active Directory, move all the Cloudera Manager and CDH components' user accounts to the new OU.

. Go to Cloudera Manager and go to Administration > Security.

. Go to the Kerberos Credentials tab and click Configuration.

. Select Scope > Settings.

9. Select Category > Kerberos.

10 Locate the Active Directory Suffix property and edit the value to reflect the new OU name.

1. Click Save Changes to commit the changes.
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Using Auth-to-Local Rules to Isolate Cluster Users

By default, the Hadoop auth-to-local rules map a principal of the form <user nanme>/ <host nane>@REALM> to
<user nane>. This means if there are multiple clusters in the same realm, then principals associated with hosts of one
cluster would map to the same user in all other clusters.

For example, if you have two clusters, cl ust er 1- host - [ 1. . 4] . exanpl e. comand cl ust er 2- host -
[1..4]. exanpl e. com that are part of the same Kerberos realm, EXAMPLE. COM then the cl ust er 2 principal,
hdf s/ cl ust er 2- host 1. exanpl e. com@XAMPLE. COM will map to the hdf s user even on cl ust er 1 hosts.

To prevent this, use auth-to-local rules as follows to ensure only principals containing hostnames of cl ust er 1 are
mapped to legitimate users.

1. Go to the HDFS Service > Configuration tab.
2. Select Scope > HDFS (Service-Wide).
3. Select Category > Security.



4. In the Search field, type Addi ti onal Rul es to find the Additional Rules to Map Kerberos Principals to Short
Names settings.

5. Additional mapping rules can be added to the Additional Rules to Map Kerberos Principals to Short Names
property. These rules will be inserted before the rules generated from the list of trusted realms (configured above)
and before the default rule.

RULE: [ 2: $1/ $2@0] ( hdf s/ cl ust er 1- host 1. exanpl e. com@XAMPLE. COM s/ (. *) @EXAMPLE. COM hdf s/
RULE: [ 2: $1/ $2@0] ( hdf s/ cl ust er 1- host 2. exanpl e. com@XAMPLE. COM s/ (. *) @EXAMPLE. COM hdf s/
RULE: [ 2: $1/ $2@0] ( hdf s/ cl ust er 1- host 3. exanpl e. com@XAMPLE. COM s/ (. *) @EXAMPLE. COM hdf s/
RULE: [ 2: $1/ $2@0] ( hdf s/ cl ust er 1- host 4. exanpl e. com@XAMPLE. COM s/ (. *) @EXAMPLE. COM hdf s/
RULE: [ 2: $1/ $2@0] ( hdf s. * @XAMPLE. COM) s/ (. *) @GEXAMPLE. COM nobody/

In the example, the principal hdf s/ <host name>@REALMis mapped to the hdf s user if <host nane> is one of
the cluster hosts. Otherwise it gets mapped to nobody, thus ensuring that principals from other clusters do not
have access tocl uster 1.

If the cluster hosts can be represented with a regular expression, that expression can be used to make the
configuration easier and more conducive to scaling. For example:

RULE: [ 2: $1/ $2@0] ( hdf s/ cl ust er 1- host [ 1- 4] . exanpl e. com@XAMPLE. COM) s/ (. *) @GEXAMPLE. COM hdf s/
RULE: [ 2: $1/ $2@0] ( hdf s. * @EXAMPLE. COM) s/ (. *) @EXAMPLE. COM nobody/

6. Click Save Changes.
7. Restart the HDFS service and any dependent services.

Enabling Kerberos Authentication Without the Wizard
Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)

Note that certain steps in the following procedure to configure Kerberos security may not be completed without Ful |
Admi ni strat or role privileges.

Important: Ensure you have secured communication between the Cloudera Manager Server and
Agents before you enable Kerberos on your cluster. Kerberos keytabs are sent from the Cloudera
Manager Server to the Agents, and must be encrypted to prevent potential misuse of leaked keytabs.
For instructions on securing this transfer with TLS encryption, see How to Configure TLS Encryption
for Cloudera Manager on page 40.

¢ Prerequisites - These instructions assume you know how to install and configure Kerberos, you already have a
working Kerberos key distribution center (KDC) and realm setup, and that you've installed the following Kerberos
client packages on all cluster hosts and hosts that will be used to access the cluster, depending on the OS in use.

(o} Packages Required

RHEL 7 Compatible, RHEL e openl dap-cl i ent s on the Cloudera Manager Server host
6 Compatible, RHEL 5 e krb5-workst ation, krb5-1ibs on ALL hosts
Compatible

SLES e openl dap2- cli ent on the Cloudera Manager Server host

e krb5-client onALLhosts

Ubuntu or Debian e | dap-util s onthe Cloudera Manager Server host
e krb5-user onALL hosts

Windows e krb5-workstation,krb5-1ibs onALL hosts

Furthermore, Oozie and Hue require that the realm support renewable tickets. Cloudera Manager supports setting
up kerberized clusters with MIT KDC and Active Directory.


https://access.redhat.com/documentation/en-us/red_hat_enterprise_linux/7/html/system-level_authentication_guide/using_kerberos
https://access.redhat.com/documentation/en-us/red_hat_enterprise_linux/6/html/security_guide/sect-security_guide-kerberos
https://access.redhat.com/documentation/en-us/red_hat_enterprise_linux/6/html/security_guide/sect-security_guide-kerberos
https://access.redhat.com/documentation/en-us/red_hat_enterprise_linux/5/html/deployment_guide/ch-kerberos
https://access.redhat.com/documentation/en-us/red_hat_enterprise_linux/5/html/deployment_guide/ch-kerberos
https://www.suse.com/documentation/sles11/singlehtml/book_security/book_security.html
https://help.ubuntu.com/community/Kerberos
http://technet.microsoft.com/en-us/library/bb742433.aspx#EDAA

o Important: If you want to integrate Kerberos directly with Active Directory, ensure you have

support from your AD administration team to do so. This includes any future support required
to troubleshoot issues such as Kerberos TGT/TGS ticket renewal, access to KDC logs for debugging
and so on.

For more information about using Active Directory, refer the section below on Considerations when using an
Active Directory KDC and the Microsoft AD documentation.

For more information about installing and configuring MIT KDC, see:

e MIT Kerberos Home
e MIT Kerberos Documentation

e Support

— Cloudera supports the version of Kerberos that ships with each supported operating system.

Here are the general steps to using Cloudera Manager to configure Hadoop security on your cluster, each of which is
described in more detail in the following sections:

Step 1: Install Cloudera Manager and CDH

If you have not already done so, Cloudera strongly recommends that you install and configure the Cloudera Manager
Server and Cloudera Manager Agents and CDH to set up a fully-functional CDH cluster before you begin performing
the steps to implement Kerberos authentication.

User Accounts and Groups in CDH and Cloudera Manager Required to Support Security:

When you install the CDH packages and the Cloudera Manager Agents on your cluster hosts, Cloudera Manager takes
some steps to provide system security such as creating the following Unix accounts and setting directory permissions
as shown in the following table. These Unix accounts and directory permissions work with the Hadoop Kerberos security
requirements.

E,i Note: Cloudera Manager 5.3 introduces a new single user mode. In single user mode, the Cloudera
Manager Agent and all the processes run by services managed by Cloudera Manager are started as a
single configured user and group. See Configuring Single User Mode for more information.

This User Runs These Roles

hdf s NameNode, DataNodes, and Secondary Node

nmapr ed JobTracker and TaskTrackers (MR1) and Job History Server (YARN)
yarn ResourceManager and NodeManagers (YARN)

oozi e Oozie Server

hue Hue Server, Beeswax Server, Authorization Manager, and Job Designer

The hdf s user also acts as the HDFS superuser.

When you install the Cloudera Manager Server on the server host, a new Unix user account called cl ouder a- scmis
created automatically to support security. The Cloudera Manager Server uses this account to create and deploy the
host principals and keytabs on your cluster.

Depending on whether you installed CDH and Cloudera Manager at the same time or not, use one of the following
sections for information on configuring directory ownerships on cluster hosts:


https://technet.microsoft.com/en-us/library/bb742516.aspx
http://web.mit.edu/Kerberos
http://web.mit.edu/Kerberos/krb5-1.8/

If you installed CDH and Cloudera Manager at the Same Time

If you have a new installation and you installed CDH and Cloudera Manager at the same time, when you started the
Cloudera Manager Agents on your cluster hosts, the Cloudera Manager Agent on each host automatically configured
the directory owners shown in the following table to support security. Assuming the owners are configured as shown,
the Hadoop daemons can then automatically set the permissions for each of the directories specified by the properties
shown below to make sure they are properly restricted. It's critical that the owners are configured exactly as shown
below, so do not change them:

Directory Specified in this Property Owner

df s. nanme. dir hdf s: hadoop
df s.data.dir hdf s: hadoop
mapred. | ocal . dir mapr ed: hadoop
mapr ed. system di r in HDFS mapr ed: hadoop
yar n. nodemanager. | ocal -dirs yarn:yarn

yar n. nodenanager. | og-dirs yarn:yarn
oozi e. service. StoreService.jdbc. url (ifusing |oozie: oozie
Derby)

[[ dat abase]] name hue: hue

j avax. j do. opti on. Connecti onURL hue: hue

If you Installed and Used CDH Before Installing Cloudera Manager

If you have been using HDFS and running MapReduce jobs in an existing installation of CDH before you installed Cloudera
Manager, you must manually configure the owners of the directories shown in the table above. Doing so enables the
Hadoop daemons to automatically set the permissions for each of the directories. It's critical that you manually configure
the owners exactly as shown above.

Step 2: If You are Using AES-256 Encryption, Install the JCE Policy File

If you are using CentOS or RHEL 5.5 or higher, which use AES-256 encryption by default for tickets, you must install
the Java Cryptography Extension (JCE) Unlimited Strength Jurisdiction Policy File on all cluster and Hadoop user hosts.
There are 2 ways to do this:

¢ Inthe Cloudera Manager Admin Console, navigate to the Hosts page. Both, the Add New Hosts to Cluster wizard
and the Re-run Upgrade Wizard will give you the option to have Cloudera Manager install the JCE Policy file for
you.

¢ You can follow the JCE Policy File installation instructions in the READVME. t xt file included in the
j ce_policy-x. zipfile.

Alternatively, you can configure Kerberos to not use AES-256 by removing aes256- ct s: nor mal from the

support ed_enct ypes field of the kdc. conf or kr b5. conf file. Note that after changing the kdc. conf file, you'll
need to restart both the KDC and the kadmin server for those changes to take affect. You may also need to recreate
or change the password of the relevant principals, including potentially the Ticket Granting Ticket principal (for example,
kr bt gt / EXAMPLE. COM@GEXAMPLE. COM). If AES-256 is still used after all of those steps, it's because the

aes256- ct s: nor mal setting existed when the Kerberos database was created. To fix this, create a new Kerberos
database and then restart both the KDC and the kadmin server.

To verify the type of encryption used in your cluster:

1. On the local KDC host, type this command in the kadmin.local or kadmin shell to create a test principal:

kadm n: addprinc test


http://www.oracle.com/technetwork/java/javase/downloads/index.html

2. On a cluster host, type this command to start a Kerberos session as the test principal:

$ kinit test

3. After successfully running the previous command, type this command to view the encryption type in use:
$ klist -e

If AES is being used, output like the following is displayed after you type the kl i st command (note that AES- 256
is included in the output):

Ti cket cache: FILE: /tnp/krb5cc_0
Def ault principal: test @XAMPLE. COM
Valid starting Expi res Servi ce princi pal
05/19/11 13:25:04 05/20/11 13:25:04 krbt gt/ EXAMPLE. COM@XAMPLE. COM
Et ype (skey, tkt): AES-256 CTS node with 96-bit SHA-1 HMAC, AES-256 CTS nbde with
96-bit SHA-1 HVAC

Step 3: Get or Create a Kerberos Principal for the Cloudera Manager Server

In order to create and deploy the host principals and keytabs on your cluster, the Cloudera Manager Server must have
the correct Kerberos principal. Specifically, the Cloudera Manager Server must have a Kerberos principal that has
administrator privileges. Typically, principals with the second component of adni n in the principal name (for example,
user nane/ adm n@XAMPLE. COM have administrator privileges. This is why admi n is shown in the following instructions
and examples.

To get or create the Kerberos principal for the Cloudera Manager Server, you can do either of the following:

¢ Ask your Kerberos administrator to create a Kerberos administrator principal for the Cloudera Manager Server.

e Create the Kerberos principal for the Cloudera Manager Server yourself by using the following instructions in this
step.

Creating the Cloudera Manager Principal

If you are using Active Directory

1. Create an Organizational Unit (OU) in your AD where all the principals used by your CDH cluster will reside.

2. Add a new AD user, for example, <user name>@EXAMPLE. COM The password for this user should be set to never
expire.

3. Use AD's Delegate Control wizard to allow this new user to Create, Delete and Manage User Accounts.

If you are using MIT KDC

The instructions in this section illustrate an example of creating the Cloudera Manager Server principal for MIT Kerberos.
(If you are using another version of Kerberos, refer to your Kerberos documentation for instructions.)

E,’ Note: If you are running kadmi n and the Kerberos Key Distribution Center (KDC) on the same host,
use kadmi n. | ocal in the following steps. If the Kerberos KDC is running on a remote host, you must
use kadmi n instead of kadmi n. | ocal .

Inthe kadmi n. | ocal orkadmi n shell, type the following command to create the Cloudera Manager Server principal,
replacing EXAMPLE. COMwith the name of your realm:

kadmi n: addprinc -pw <Passwor d> cl ouder a- scm adm n@XAMPLE. COM

Step 4: Import KDC Account Manager Credentials

1. In the Cloudera Manager Admin Console, select Administration > Security.
2. Go to the Kerberos Credentials tab and click Import Kerberos Account Manager Credentials.



3. In the Import Kerberos Account Manager Credentials dialog box, enter the username and password for the user
that can create principals for CDH cluster in the KDC. This is the user/principal you created in Step 3: Get or Create
a Kerberos Principal for the Cloudera Manager Server on page 78. Cloudera Manager encrypts the username and
password into a keytab and uses it as needed to create new principals.

E,i Note: The username entered should have the realm portion in upper-case only as shown in the
example in the Ul.

Click Close when complete.

Step 5: Configure the Kerberos Default Realm in the Cloudera Manager Admin Console

Minimum Required Role: Full Administrator

o Important: Hadoop is unable to use a non-default realm. The Kerberos default realm is configured
inthe | i bdef aul t s property in the / et ¢/ kr b5. conf file on every host in the cluster:

[1i bdefaul ts]
defaul t _real m = EXAMPLE. COM

1. In the Cloudera Manager Admin Console, select Administration > Settings.

2. Click the Security category, and enter the Kerberos realm for the cluster in the Kerberos Security Realm field (for
example, EXAMPLE.COM or HADOOP.EXAMPLE.COM) that you configured in the kr b5. conf file.

3. Click Save Changes.
Step 6: Stop All Services
Minimum Required Role: Operator (also provided by Configurator, Cluster Administrator, Full Administrator)

Before you enable security in CDH, you must stop all Hadoop daemons in your cluster and then change some
configuration properties. You must stop all daemons in the cluster because after one Hadoop daemon has been
restarted with the configuration properties set to enable security. Daemons running without security enabled will be
unable to communicate with that daemon. This requirement to stop all daemons makes it impossible to do a rolling
upgrade to enable security on a Hadoop cluster.

Stop all running services, and the Cloudera Management service, as follows:

Stopping All Services
1. On the Home > Status tab, click

-

to the right of the cluster name and select Stop.
2. Click Stop in the confirmation screen. The Command Details window shows the progress of stopping services.

When All services successfully stopped appears, the task is complete and you can close the Command Details
window.

Stopping the Cloudera Management Service
1. On the Home > Status tab, click

-

to the right of Cloudera Management Service and select Stop.
2. Click Stop to confirm. The Command Details window shows the progress of stopping the roles.
3. When Command completed with n/n successful subcommands appears, the task is complete. Click Close.



Step 7: Enable Hadoop Security
Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)

To enable Hadoop security for the cluster, you enable it on an HDFS service. After you do so, the Cloudera Manager
Server automatically enables Hadoop security on the MapReduce and YARN services associated with that HDFS service.

1. Go to the HDFS Service > Configuration tab.

2. In the Search field, type Hadoop Secure to show the Hadoop security properties (found under the Service-Wide
> Security category).

3. Click the value for the Hadoop Secure Authentication property and select the ker ber os option to enable Hadoop
security on the selected HDFS service.

4. Click the value for the Hadoop Secure Authorization property and select the checkbox to enable service-level
authorization on the selected HDFS service. You can specify comma-separated lists of users and groups authorized
to use Hadoop services or perform admin operations using the following properties under the Service-Wide >
Security section:

e Authorized Users: Comma-separated list of users authorized to use Hadoop services.
e Authorized Groups: Comma-separated list of groups authorized to use Hadoop services.
e Authorized Admin Users: Comma-separated list of users authorized to perform admin operations on Hadoop.

e Authorized Admin Groups: Comma-separated list of groups authorized to perform admin operations on
Hadoop.

o Important: For Cloudera Manager's Monitoring services to work, the hue user should always be
added as an authorized user.

5. In the Search field, type DataNode Transceiver to find the DataNode Transceiver Port property.

6. Click the value for the DataNode Transceiver Port property and specify a privileged port number (below 1024).
Cloudera recommends 1004.

E,’ Note: If there is more than one DataNode Role Group, you must specify a privileged port number
for each DataNode Transceiver Port property.

7. Inthe Search field, type DataNode HTTP to find the DataNode HTTP Web Ul Port property and specify a privileged
port number (below 1024). Cloudera recommends 1006.

E’; Note: These port numbers for the two DataNode properties must be below 1024 in order to

provide part of the security mechanism to make it impossible for a user to run a MapReduce task
that impersonates a DataNode. The port numbers for the NameNode and Secondary NameNode
can be anything you want, but the default port numbers are good ones to use.

8. In the Search field type Data Directory Permissions to find the DataNode Data Directory Permissions property.

9. Reset the value for the DataNode Data Directory Permissions property to the default value of 700 if not already
set to that.

10 Make sure you have changed the DataNode Transceiver Port, DataNode Data Directory Permissions and DataNode
HTTP Web Ul Port properties for every DataNode role group.

11. Click Save Changes to save the configuration settings.
To enable ZooKeeper security:

1. Go to the ZooKeeper Service > Configuration tab and click View and Edit.
2. Click the value for Enable Kerberos Authentication property.
3. Click Save Changes to save the configuration settings.

To enable HBase security:

1. Go to the HBase Service > Configuration tab and click View and Edit.



2. In the Search field, type HBase Secure to show the Hadoop security properties (found under the Service-Wide >
Security category).

3. Click the value for the HBase Secure Authorization property and select the checkbox to enable authorization on
the selected HBase service.

4, Click the value for the HBase Secure Authentication property and select ker ber os to enable authorization on
the selected HBase service.

5. Click Save Changes to save the configuration settings.

(CDH 4.3 or later) To enable Solr security:

1. Go to the Solr Service > Configuration tab and click View and Edit.

2. Inthe Search field, type Solr Secure to show the Solr security properties (found under the Service-Wide > Security
category).

3. Click the value for the Solr Secure Authentication property and select ker ber os to enable authorization on the
selected Solr service.

4. Click Save Changes to save the configuration settings.

E,’ Note: If you use the Cloudera Manager Admin Console to generate a client configuration file after

you enable Hadoop security on your cluster, the generated configuration file will not contain the
Kerberos principal and keytab file that end users need to authenticate. Users must obtain Kerberos
principal and keytab file from your Kerberos administrator and then run the ki ni t command
themselves.

Step 8: Wait for the Generate Credentials Command to Finish
Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)

After you enable security for any of the services in Cloudera Manager, a command called Generate Credentials will be
triggered automatically. You can watch the progress of the command on the top right corner of the screen that shows
the running commands. Wait for this command to finish (indicated by a grey box containing "0" in it).

Step 9: Enable Hue to Work with Hadoop Security using Cloudera Manager
Minimum Required Role: Cluster Administrator (also provided by Full Administrator)

If you are using a Hue service, you must add a role instance of Kerberos Ticket Renewer to the Hue service to enable
Hue to work properly with the secure Hadoop cluster using Cloudera Manager. The Kerberos Ticket Renewer role must
be located on the same host as the Hue Server role. You add can the necessary Kerberos Ticket Renewer role instances
using Cloudera Manager.

The Hue Kerberos Ticket Renewer service will only renew tickets for the Hue service, for the principal
hue/ <host name>@YOUR- REALM COM>. The Hue principal is then used to impersonate other users for applications
within Hue such as the Job Browser, File Browser and so on.

Other services, such as HDFS and MapReduce, do not use the Hue Kerberos Ticket Renewer. They obtain tickets at
startup and use those tickets to obtain Delegation Tokens for various access privileges. Each service handles its own
ticket renewal as needed.

To add a Kerberos Ticket Renewer role instance using Cloudera Manager:

. Go to the Hue service.

. Click the Instances tab.

. Click the Add Role Instances button.

. Assign the Kerberos Ticket Renewer role instance to the same host as the Hue server.

. When the wizard is finished, the status will display Finished and the Kerberos Ticket Renewer role instance is
configured. The Hue service will now work with the secure Hadoop cluster.

U b WN R

6. Repeat these steps for each Hue Server role.

Troubleshooting the Kerberos Ticket Renewer:



If the Hue Kerberos Ticket Renewer does not start, check your KDC configuration and the ticket renewal property,
maxr enew i f e, for the hue/ <host nane> and kr bt gt principals to ensure they are renewable. If not, running the
following commands on the KDC will enable renewable tickets for these principals.

kadmi n. |l ocal : nmodprinc -naxrenew i fe 90day krbtgt/YOUR_REALM COM

kadm n. | ocal : nodprinc -maxrenew i fe 90day +al | ow_r enewabl e hue/ <host name>@0OUR- REALM COM
Step 10: (Flume Only) Use Substitution Variables for the Kerberos Principal and Keytab

Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)

As described in Flume security configuration, if you are using Flume on a secure cluster you must configure the HDFS
sink with the following configuration options in the f | une. conf file:

e hdfs. kerberosPrinci pal - fully-qualified principal.
e hdfs. ker ber osKeyt ab - location on the local host of the keytab containing the user and host keys for the above
principal
Here is an example of an HDFS sink configuration in the f | une. conf file (the majority of the HDFS sink configuration
options have been omitted):

agent . si nks. si nk-1.type = HDFS

agent . si nks. si nk- 1. hdf s. ker berosPri nci pal = fl ume/_HOST@/OUR- REALM COM
agent . si nks. si nk-1. hdf s. kerberosKeytab = /etc/fl unme-ng/conf/fl unme. keyt ab
agent . si nks. si nk- 1. hdf s. proxyUser = webl ogs

Since Cloudera Manager generates the Flume keytab files for you, and the locations of the keytab files cannot be known
beforehand, substitution variables are required for Flume. Cloudera Manager provides two Flume substitution variables
called $KERBEROS_PRI NCI PAL and $KERBEROS_KEYTAB to configure the principal name and the keytab file path
respectively on each host.

Here is an example of using the substitution variables to configure the options shown in the previous example:

agent . sinks.sink-1.type = hdfs

agent . si nks. si nk- 1. hdf s. ker ber osPri nci pal = $KERBERCS_PRI NCI PAL
agent . si nks. si nk- 1. hdf s. ker ber osKeyt ab = $KERBEROS_KEYTAB

agent . si nks. si nk- 1. hdfs. proxyUser = webl ogs

Use the following instructions to have Cloudera Manager add these variables to the f | ume. conf file on every host
that Cloudera Manager manages.
To use the Flume substitution variables for the Kerberos principal and keytab:

1. Go to the Flume service > Configuration page in Cloudera Manager.
2. Click Agent.
3. In the Configuration File property, add the configuration options with the substitution variables. For example:

agent . si nks. sink-1.type = hdfs

agent . si nks. si nk- 1. hdf s. ker ber osPri nci pal = $KERBERCS_PRI NCI PAL
agent . si nks. si nk- 1. hdf s. ker ber osKeyt ab = $KERBEROS_KEYTAB

agent . si nks. si nk- 1. hdf s. proxyUser = webl ogs

4. Click Save.

Step 11: Start All Services
Minimum Required Role: Operator (also provided by Configurator, Cluster Administrator, Full Administrator)

Start all services on your cluster:



Starting All Services

1. On the Home > Status tab, click

-

to the right of the cluster name and select Start.
2. Click Start that appears in the next screen to confirm. The Command Details window shows the progress of starting
services.

When All services successfully started appears, the task is complete and you can close the Command Details
window.

Starting the Cloudera Management Service

1. On the Home > Status tab, click

-

to the right of Cloudera Management Service and select Start.
2. Click Start to confirm. The Command Details window shows the progress of starting the roles.
3. When Command completed with n/n successful subcommands appears, the task is complete. Click Close.

Step 12: Deploy Client Configurations
Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)
1. On the Home > Status tab, click

-

to the right of the cluster name and select Deploy Client Configuration.
2. Click Deploy Client Configuration.

Step 13: Create the HDFS Superuser Principal

To be able to create home directories for users, you will need access to the HDFS superuser account. (CDH automatically
created the HDFS superuser account on each cluster host during CDH installation.) When you enabled Kerberos for
the HDFS service, you lost access to the default HDFS superuser account using sudo -u hdf s commands. Cloudera
recommends you use a different user account as the superuser, not the default hdf s account.

Designating a Non-Default Superuser Group
To designate a different group of superusers instead of using the default hdf s account, follow these steps:

. Go to the Cloudera Manager Admin Console and navigate to the HDFS service.
. Click the Configuration tab.

. Select Scope > HDFS (Service-Wide).

. Select Category > Security.

. Locate the Superuser Group property and change the value to the appropriate group name for your environment.
For example, <superuser>.

. Click Save Changes to commit the changes.
7. Restart the HDFS service.

Ui b W N R

()]

To enable your access to the superuser account now that Kerberos is enabled, you must now create a Kerberos
principal or an Active Directory user whose first component is <superuser>:

If you are using Active Directory
Add a new user account to Active Directory, <super user >@OUR- REALM COM The password for this account should
be set to never expire.



If you are using MIT KDC

1. Inthe kadmi n. | ocal or kadmi n shell, type the following command to create a Kerberos principal called
<superuser>:

kadmi n:  addprinc <superuser>@OUR- LOCAL- REALM COM

This command prompts you to create a password for the <superuser> principal. You should use a strong password
because having access to this principal provides superuser access to all of the files in HDFS.

2. To run commands as the HDFS superuser, you must obtain Kerberos credentials for the <superuser> principal. To
do so, run the following command and provide the appropriate password when prompted.

$ kinit <superuser>@OUR- LOCAL- REALM COM

Step 14: Get or Create a Kerberos Principal for Each User Account

Now that Kerberos is configured and enabled on your cluster, you and every other Hadoop user must have a Kerberos
principal or keytab to obtain Kerberos credentials to be allowed to access the cluster and use the Hadoop services. In
the next step of this procedure, you will need to create your own Kerberos principals in order to verify that Kerberos

security is working on your cluster. If you and the other Hadoop users already have a Kerberos principal or keytab, or

if your Kerberos administrator can provide them, you can skip ahead to the next step.

The following instructions explain how to create a Kerberos principal for a user account.

If you are using Active Directory

Add a new AD user account, <user name>@EXAMPLE. COMfor each Cloudera Manager service that should use Kerberos
authentication. The password for these service accounts should be set to never expire.

If you are using MIT KDC

1. In the kadmin.local or kadmin shell, use the following command to create a principal for your account by replacing
EXAMPLE. COMwith the name of your realm, and replacing user nane with a username:

kadnmi n: addpri nc user nane @XAMPLE. COM

2. When prompted, enter the password twice.

Step 15: Prepare the Cluster for Each User

Before you and other users can access the cluster, there are a few tasks you must do to prepare the hosts for each
user.

1. Make sure all hosts in the cluster have a Unix user account with the same name as the first component of that
user's principal name. For example, the Unix account j oe should exist on every box if the user's principal name
is j 0e@OUR- REALM COM You can use LDAP for this step if it is available in your organization.

E’; Note: Each account must have a user ID that is greater than or equal to 1000. In the

/ et c/ hadoop/ conf/taskcontrol |l er. cf g file, the default setting for the banned. user s
property is mapr ed, hdf s, and bi n to prevent jobs from being submitted from those user accounts.
The default setting for the mi n. user . i d property is 1000 to prevent jobs from being submitted
with a user ID less than 1000, which are conventionally Unix super users.

2. Create a subdirectory under/ user on HDFS for each user account (for example, / user/ j oe). Change the owner
and group of that directory to be the user.

$ hadoop fs -nkdir /user/joe
$ hadoop fs -chown joe /user/joe



E,i Note: sudo -u hdf s is notincluded in the commands above. This is because it is not required if
Kerberos is enabled on your cluster. You will, however, need to have Kerberos credentials for the
HDFS super user in order to successfully run these commands. For information on gaining access to
the HDFS super user account, see Step 13: Create the HDFS Superuser Principal on page 83

Step 16: Verify that Kerberos Security is Working

After you have Kerberos credentials, you can verify that Kerberos security is working on your cluster by trying to run
MapReduce jobs. To confirm, try launching a sleep or a pi job from the provided Hadoop examples
(/usr/1ib/ hadoop/ hadoop- exanpl es. j ar).

E’; Note:

This section assumes you have a fully-functional CDH cluster and you have been able to access HDFS
and run MapReduce jobs before you followed these instructions to configure and enable Kerberos
on your cluster. If you have not already done so, you should at a minimum use the Cloudera Manager
Admin Console to generate a client configuration file to enable you to access the cluster. For
instructions, see Deploying Client Configuration Files.

To verify that Kerberos security is working:

1. Acquire Kerberos credentials for your user account.

$ ki nit USERNAME@OUR- LOCAL- REALM COM

2. Enter a password when prompted.
3. Submit a sample pi calculation as a test MapReduce job. Use the following command if you use a package-based
setup for Cloudera Manager:

$ hadoop jar /usr/lib/hadoop-0.20/hadoop-0.20.2*exanpl es.jar pi 10 10000
Nurmber of Maps = 10
Sanpl es per Map = 10000

Job Fi ni shed in 38.572 seconds
Estimated value of Pi is 3.14120000000000000000

If you have a parcel-based setup, use the following command instead:

$ hadoop jar /opt/clouderalparcel s/ COH | i b/ hadoop- 0. 20- mapr educe/ hadoop- exanpl es. j ar pi
10 10000

Nurmber of Maps = 10

Sanpl es per Map = 10000

jbb Fi ni shed in 30.958 seconds
Esti mated value of Pi is 3.14120000000000000000

You have now verified that Kerberos security is working on your cluster.



o Important:
Running a MapReduce job will fail if you do not have a valid Kerberos ticket in your credentials cache.
You can examine the Kerberos tickets currently in your credentials cache by running the kl i st
command. You can obtain a ticket by running the ki ni t command and either specifying a keytab file
containing credentials, or entering the password for your principal. If you do not have a valid ticket,
you will receive an error such as:

11/01/04 12:08:12 WARN i pc. Client:

Exception encountered while connecting to the server

javax. security.sasl. Sasl Exception: GSS initiate fail ed

[ Caused by GSSException: No valid credentials provided (Mechani smlevel:
Failed to find any

Kerberos tgt)]

Bad connection to FS. conmand aborted. exception: Call to

nn- host/10. 0. 0. 2: 8020 failed on | ocal exception:

java.io.| OException:javax. security.sasl. Sasl Exception: GSS initiate

failed

[ Caused by GSSException: No valid credentials provided

(Mechanismlevel: Failed to find any Kerberos tgt)]

Step 17: (Optional) Enable Authentication for HTTP Web Consoles for Hadoop Roles
Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)

Authentication for access to the HDFS, MapReduce, and YARN roles' web consoles can be enabled using a configuration
option for the appropriate service. To enable this authentication:

1. From the Clusters tab, select the service (HDFS, MapReduce, or YARN) for which you want to enable authentication.
. Click the Configuration tab.

. Select Scope > serviceName Service-Wide.

. Select Category > Security.

. Select Enable Kerberos Authentication for HTTP Web-Consoles.

. Click Save Changes to commit the changes.

. Once the command finishes, restart all roles of that service.
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Configuring Authentication in the Cloudera Navigator Data Management Component

Cloudera Navigator data management component supports user authentication against Cloudera Manager user accounts
and against an external LDAP or Active Directory service. External authentication enables you to assign Cloudera
Navigator user roles to LDAP or Active Directory groups containing the appropriate users for each user role.
Authentication with a Cloudera Manager user account requires either the Full Administrator or Navigator Administrator
user role, and enables the user to use Cloudera Navigator features or to configure the external authentication service.

Configuring External Authentication for the Cloudera Navigator Data Management Component

Minimum Required Role: Navigator Administrator (also provided by Full Administrator)

Important: This feature is available only with a Cloudera Enterprise license; it is not available in
Cloudera Express. For information on Cloudera Enterprise licenses, see Managing Licenses.

Cloudera Navigator supports user authentication against Cloudera Manager user accounts and against an external
service. The external service can be either LDAP or Active Directory. User authentication against Cloudera Manager
user accounts requires users to have one of two Cloudera Manager user roles, either Full Administrator or Navigator
Administrator. External authentication enables you to assign Cloudera Navigator user roles to LDAP or Active Directory
groups to which the appropriate users belong.



For more information about Cloudera Manager user accounts, see Cloudera Manager User Accounts on page 50. For
more information about Cloudera Navigator user roles, see Cloudera Navigator Data Management Component User
Roles on page 359.

The following sections describe how to configure the supported external directory services.

Configuring Cloudera Navigator Authentication Using Active Directory

o Important:

Cloudera Navigator has its own role-based access control and user management scheme. If you want
to use LDAP/AD authentication, Cloudera Navigator roles must be explicitly assigned to AD users to
allow them to log in to Navigator. To assign roles to AD users, log in to Cloudera Navigator for the first
time using a Cloudera Manager admin user. Any non-externally authenticated Cloudera Manager user
that has Full Administrator or Navigator Administrator privileges will have admin access to Cloudera
Navigator. You can use this account to set up user groups and assign Cloudera Navigator roles to AD
users.

Hence, Cloudera recommends that the Authentication Backend Order property be set initially to
Cloudera Manager then External. Otherwise, the external authentication system will be checked first,
and if the same user credentials also exist in the specified LDAP or Active Directory, the user will be
authenticated there, and will not be authenticated as a Cloudera Manager administrator. Since no
user roles will have been set up yet for the users in the external authentication system, the user's
attempt to log in will fail. Once the groups and user roles for Cloudera Navigator are set up, the
Authentication Backend Order can be changed to External then Cloudera Manager or External Only,
if desired.

To configure Cloudera Navigator to use AD authentication:

. Select Clusters > Cloudera Management Service.

. Click the Configuration tab.

. Select Scope > Navigator Metadata Server.

. Select Category > External Authentication.

. In the Authentication Backend Order field, select the order in which Cloudera Navigator should attempt its
authentication. You can choose to authenticate users using just one of the methods (using Cloudera Manager
user accounts is the default), or you can set it so that if the user cannot be authenticated by the first method, it
will attempt using the second method.

6. In the External Authentication Type property, select Active Directory.
7. In the LDAP URL property, provide the URL of the LDAP/Active Directory server to authenticate against. The URL

has the form: [ | dap| | daps]:// host nane: port. If a port is not specified, the default LDAP port is used (389
for LDAP and 636 for LDAPS). For more details on the LDAP URL format, see RFC 2255 .

8. For the Bind Distinguished Name property, you require the user Pri nci pal Name (UPN) of the user to bind as.
For example, if the UPN is sanpl euser @EXAMPLE. COM the Bind Distinguished Name provided can be either
sanpl euser or the complete UPN, sanpl euser GEXAMPLE. COM This is used to connect to Active Directory for
searching groups and to get other user information.

9. In the LDAP Bind Password, enter the password for the bind user entered above.
10 In the Active Directory NT Domain property, provide the NT domain to authenticate against.
11. Click Save Changes to commit the changes.

12 After changing the configuration settings, restart the Navigator Metadata Service: click the Instances tab on the
Cloudera Management Service page, check Navigator Metadata Service, and click Actions for Selected > Restart.
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Configuring Cloudera Navigator Authentication Using an OpenLDAP-compatible Server
For an OpenLDAP-compatible directory, you have several options for searching for users and groups:

¢ You can specify a single base Distinguished Name (DN) and then provide a "Distinguished Name Pattern" to use
to match a specific user in the LDAP directory.


http://www.ietf.org/rfc/rfc2255.txt

Ui B WIN =

9.

Search filter options let you search for a particular user based on somewhat broader search criteria — for example
Cloudera Navigator users could be members of different groups or organizational units (OUs), so a single pattern
won't find all those users. Search filter options also let you find all the groups to which a user belongs, to help
determine if that user should be allowed to log in.

. Select Clusters > Cloudera Management Service.

. Click the Configuration tab.

. Select Scope > Navigator Metadata Server.

. Select Category > External Authentication.

. In the Authentication Backend Order field, select the order in which Cloudera Navigator should attempt its

authentication. You can choose to authenticate users using just one of the methods (using Cloudera Manager
user accounts is the default), or you can set it so that if the user cannot be authenticated by the first method, it
will attempt using the second method.

. In the External Authentication Type, select LDAP.
. In the LDAP URL property, provide the URL of the LDAP server and (optionally) the base Distinguished Name (DN)

(the search base) as part of the URL — for example | dap: / /| dap- server. cor p. conl dc=cor p, dc=com

. In the LDAP Bind User Distinguished Name property, enter the user's sSAMAcountName. This is used to connect

to the LDAP server for searching groups and to get other user information.
In the LDAP Bind Password property, enter the password for the bind user entered above.

10 To use a single "Distinguished Name Pattern", provide a pattern in the LDAP Distinguished Name Pattern property.

Use { 0} in the pattern to indicate where the username should go. For example, to search for a distinguished name
where the ui d attribute is the username, you might provide a pattern similar to

ui d={ 0}, ou=Peopl e, dc=cor p, dc=com Cloudera Navigator substitutes the name provided at login into this
pattern and performs a search for that specific user. So if a user provides the username "foo" at the Cloudera
Navigator login page, Cloudera Navigator will search for the DN ui d=f 0o, ou=Peopl e, dc=cor p, dc=com

If you provided a base DN along with the URL, the pattern only needs to specify the rest of the DN pattern. For
example, if the URL you provide is | dap: / /| dap- server. cor p. coml dc=cor p, dc=com and the pattern is
ui d={ 0}, ou=Peopl e, then the search DN will be ui d=f oo, ou=Peopl e, dc=cor p, dc=com

1. You can also search using User or Group search filters, using the LDAP User Search Base, LDAP User Search Filter,

LDAP Group Search Base and LDAP Group Search Filter settings. These allow you to combine a base DN with a
search filter to allow a greater range of search targets.

For example, if you want to authenticate users who may be in one of multiple OUs, the search filter mechanism
will allow this. You can specify the User Search Base DN as dc=cor p, dc=comand the user search filter as ui d={ 0} .
Then Cloudera Navigator will search for the user anywhere in the tree starting from the Base DN. Suppose you
have two OUs—ou=Engi neer i ng and ou=COper at i ons—Cloudera Navigator will find User "foo" if it exists in
either of these OUs, that is, ui d=f oo, ou=Engi neeri ng, dc=cor p, dc=comor

ui d=f 0o, ou=QOper ati ons, dc=cor p, dc=com

You can use a user search filter along with a DN pattern, so that the search filter provides a fallback if the DN
pattern search fails.

The Groups filters let you search to determine if a DN or username is a member of a target group. In this case,
the filter you provide can be something like menber ={ 0} where { 0} will be replaced with the DN of the user you
are authenticating. For a filter requiring the username, { 1} may be used, as menber Ui d={ 1} . This will return a
list of groups to which the user belongs.

12 Click Save Changes to commit the changes.
B After changing the configuration settings, restart the Navigator Metadata Service: click the Instances tab on the

Cloudera Management Service page, check Navigator Metadata Service, and click Actions for Selected > Restart.

Configuring Cloudera Navigator to Use LDAPS

If the LDAP server certificate has been signed by a trusted Certificate Authority (that is, VeriSign, GeoTrust, and so on),
steps 1 and 2 below may not be necessary.



1. Copy the CA certificate file to the Cloudera Navigator Server host.

2. Import the CA certificate(s) from the CA certificate file to the local truststore. The default truststore is located in
the $JAVA HOWE/ jrel/ li b/ security/ cacerts file. This contains the default CA information shipped with the
JDK. Create an alternate default file called j ssecacert s in the same location as the cacert s file. You can now
safely append CA certificates for any private or public CAs not present in the default cacert s file, while keeping
the original file intact.

For our example, we will follow this recommendation by copying the default cacert s file into the new
j ssecacert s file, and then importing the CA certificate to this alternate truststore.

$ cp $JAVA HOVE/ jrel/libl/security/cacerts \
$JAVA HOVE/ jre/lib/jssecacerts

$ /usr/javallatest/bin/keytool -inport -alias nt_domain_nane \
-keystore /usr/javallatest/jre/lib/security/jssecacerts -file path_to_cert

E,i Note:

¢ The default password for the cacerts store is changeit.
¢ The alias can be any name (not just the domain name).

3. Configure the LDAP URL property to use | daps: // | dap_ser ver instead of | dap://| dap_server.

Configuring Cloudera Navigator Authentication Using SAML

Cloudera Navigator supports the Security Assertion Markup Language (SAML), an XML-based open standard data
format for exchanging authentication and authorization data between parties, in particular, between an identity
provider (IDP) and a service provider (SP). The SAML specification defines three roles: the principal (typically a user),
the IDP, and the SP. In the use case addressed by SAML, the principal (user agent) requests a service from the service
provider. The service provider requests and obtains an identity assertion from the IDP. On the basis of this assertion,
the SP can make an access control decision—in other words it can decide whether to perform some service for the
connected principal.

The primary SAML use case is called web browser single sign-on (SSO). A user wielding a user agent (usually a web
browser) requests a web resource protected by a SAML SP. The SP, wishing to know the identity of the requesting
user, issues an authentication request to a SAML IDP through the user agent. In the context of this terminology, Cloudera
Navigator operates as a SP. This topic discusses the Cloudera Navigator part of the configuration process; it assumes
that you are familiar with SAML and SAML configuration in a general sense, and that you have a functioning IDP already
deployed.

Setting up Cloudera Navigator to use SAML requires the following steps.
Preparing Files
You will need to prepare the following files and information, and provide these to Cloudera Navigator:

¢ A Java keystore containing a private key for Cloudera Navigator to use to sign/encrypt SAML messages.

¢ The SAML metadata XML file from your IDP. This file must contain the public certificates needed to verify the
sign/encrypt key used by your IDP per the SAML Metadata Interoperability Profile.

e The entity ID that should be used to identify the Navigator Metadata Server instance.
e How the user ID is passed in the SAML authentication response:

— As an attribute. If so, what identifier is used.
— As the NamelD.

e The method by which the Cloudera Navigator role will be established:
— From an attribute in the authentication response:

— What identifier will be used for the attribute



— What values will be passed to indicate each role
— From an external script that will be called for each use:

— The script takes user ID as $1
— The script must assign an exit code to reflect successful authentication of the assigned role:

— O- Full Administrator

— 1-User Administrator

— 2 - Auditing Viewer

— 4 - Lineage Viewer

— 8- Metadata Administrator

— 16 - Policy Viewer

— 32 - Policy Administrator

— A negative value is returned for a failure to authenticate

To assign more than one role, add the numbers for the roles. For example, to assign the Policy Viewer
and User Administrator roles, the exit code should be 17.

Configuring Cloudera Navigator

1. Select Clusters > Cloudera Management Service.
. Click the Configuration tab.

. Select Scope > Navigator Metadata Server.

. Select Category > External Authentication.

. Type SAM. in the Search box.

. Set the External Authentication Type property to SAML (the Authentication Backend Order property is ighored
for SAML).

. Set the Path to SAML IDP Metadata File property to point to the IDP metadata file.

. Set the Path to SAML Keystore File property to point to the Java keystore file containing the Cloudera Navigator
private key (prepared above).

9. In the SAML Keystore Password property, set the SAML keystore password.

10 In the Alias of SAML Sign/Encrypt Private Key property, set the alias used to identify the private key for Cloudera
Navigator to use.

11 In the SAML Sign/Encrypt Private Key Password property, set the password for the sign/encrypt private key.

12 Set the SAML Entity ID property if:
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e There is more than one Cloudera Navigator instance being used with the same IDP (each instance needs a
different entity ID).

e Entity IDs are assigned by organizational policy.

The entity ID value should be unique to the current Navigator Metadata Server installation.

B In the Source of User ID in SAML Response property, set whether the user ID will be obtained from an attribute
or the NamelD.

If an attribute will be used, set the attribute name in the SAML Attribute Identifier for User ID property. The
default value is the normal OID used for user IDs and so may not need to be changed.

1 In the SAML Role Assignment Mechanism property, set whether the role assignment will be done from an attribute
or an external script.

¢ |[f an attribute will be used:

— In the SAML Attribute Identifier for User Role property, set the attribute name if necessary. The default
value is the normal OID used for OrganizationalUnits and so may not need to be changed.

— In the SAML Attribute Values for Roles property, set which attribute values will be used to indicate the
user role.



e If an external script will be used, set the path to that script in the Path to SAML Role Assignment Script
property. Make sure that the script is executable (an executable binary is fine - it doesn’t need to be a shell
script).

15 Click Save Changes to commit the changes.
16 Restart the Navigator Metadata Server role.

Configuring the IDP

After the Cloudera Navigator is restarted, it will attempt to redirect to the IDP login page instead of showing the normal
Cloudera Navigator login page. This may or may not succeed, depending on how the IDP is configured. In either case,
the IDP will need to be configured to recognize Cloudera Navigator before authentication will actually succeed. The
details of this process are specific to each IDP implementation - refer to your IDP documentation for details.

1. Download Cloudera Navigator's SAML metadata XML file from ht t p: / / host nane: 7187/ sanl / net adat a.

2. Inspect the metadata file and ensure that any URLs contained in the file can be resolved by users’ web browsers.
The IDP will redirect web browsers to these URLs at various points in the process. If the browser cannot resolve
them, authentication will fail. If the URLs are incorrect, you can manually fix the XML file or set the SAML Entity
Base URL property in the Navigator Metadata Server configuration to the right value, and then re-download the
file.

3. Provide this metadata file to your IDP using whatever mechanism your IDP provides.

4. Ensure that the IDP has access to whatever public certificates are necessary to validate the private key that was
provided by Cloudera Navigator earlier.

5. Ensure that the IDP is configured to provide the User ID and Role using the attribute names that Cloudera Navigator
was configured to expect, if relevant.

6. Ensure the changes to the IDP configuration have taken effect (a restart may be necessary).

Verifying Authentication and Authorization

1. Return to the Cloudera Navigator home page at: ht t p: / / host nane: 7187/ .

2. Attempt to log in with credentials for a user that is entitled. The authentication should complete and you should
see the Home page.

3. If authentication fails, you will see an IDP provided error message. Cloudera Navigator is not involved in this part
of the process, and you must ensure the IDP is working correctly to complete the authentication.

4. If authentication succeeds but the user is not authorized to use Cloudera Navigator, they will be taken to an error
page that explains the situation. If a user who should be authorized sees this error, then you will need to verify
their role configuration, and ensure that it is being properly communicated to the Navigator Metadata Server,
whether by attribute or external script. The Cloudera Navigator log will provide details on failures to establish a
user’s role. If any errors occur during role mapping, Cloudera Navigator will assume the user is unauthorized.

Bypassing SAML SSO

You can bypass SAML SSO by directly accessing the Cloudera Navigator login page at

http://hostnane: 7187/ 1 ogi n. ht m . If the Cloudera Management Service property Authentication Backend
Order, is set to anything but External Only, a Cloudera Manager user will be able to log in to Cloudera Navigator.

Managing Users and Groups for the Cloudera Navigator Data Management Component

Minimum Required Role:: User Administrator (also provided by Full Administrator)

These required roles refer to Cloudera Navigator user roles. Users with the Cloudera Manager user roles Navigator
Administrator or Full Administrator who log into the Cloudera Navigator Web Ul with their Cloudera Manager credentials
are logged into Cloudera Navigator with the Full Administrator Cloudera Navigator user role.

Cloudera Navigator supports user authentication against Cloudera Manager user accounts and against an external
LDAP or Active Directory service. External authentication enables you to assign Cloudera Navigator user roles to LDAP
or Active Directory groups containing the appropriate users for each user role.



Assigning Cloudera Navigator User Roles to LDAP or Active Directory Groups

This section assumes that values for your LDAP or Active Directory directory service have been configured in Cloudera
Manager as described in Configuring External Authentication for Cloudera Navigator. This section also assumes that
your LDAP or Active Directory service contains user groups that correspond to Cloudera Navigator user roles having
the permissions you want each group of users to have. If not, you should assign your users to such groups now. The
Cloudera Navigator user roles are as follows:

e Full Administrator

e User Administrator

e Auditing Viewer

e Lineage Viewer

e Metadata Administrator
¢ Policy Viewer

e Policy Administrator

Each of these roles and the permissions associated with them are described in Cloudera Navigator User Roles.

To add or remove Cloudera Navigator user roles to LDAP or Active Directory user groups, you should know the names
of the directory groups you want to configure, and then perform the following steps:

1. Do one of the following:

e Enter the URL of the Navigator Ul in a browser: ht t p: / / Navi gat or _Met adat a_Ser ver _host: port/,
where Navigator_Metadata_Server_host is the name of the host on which you are running the Navigator
Metadata Server role and port is the port configured for the role. The default port of the Navigator Metadata
Server is 7187. To change the port, follow the instructions in Configuring the Navigator Metadata Server Port.

¢ Do one of the following:

— Select Clusters > Cloudera Management Service > Cloudera Navigator.
— Navigate from the Navigator Metadata Server role:

1. Do one of the following:

¢ Select Clusters > Cloudera Management Service > Cloudera Management Service.

¢ On the Home > Status tab, in Cloudera Management Service table, click the Cloudera
Management Service link.

2. Click the Instances tab.
3. Click the Navigator Metadata Server role.
4. Click the Cloudera Navigator link.

2. Login to Cloudera Navigator with the credentials of a user having one or more of the following user roles:

e Cloudera Manager Full Administrator

¢ Cloudera Manager Navigator Administrator
¢ Cloudera Navigator Full Administrator

e Cloudera Navigator User Administrator

3. Click the Administration tab in the upper right.
4. Click the Role Management tab.

5. Search for an LDAP or Active Directory group by entering its name (or the first portion of the name) in the search
field and pressing Enter or Return.

e Select All Groups to search among all groups in the external directory.

e Select Groups with Navigator Roles to display only external directory groups that have already been assigned
one or more Cloudera Navigator user roles.



6. From the LDAP or Active Directory groups displayed, select the group to which you want to assign a Cloudera
Navigator user role or roles. If roles have already been assigned to the group, they are listed beneath the name
of the group in the main panel.

7. Click Manage Role Assignment in the upper right.

8. Click the checkbox for each Cloudera Navigator user role you want assigned to that Active Directory or LDAP group.
Uncheck any already-assigned roles that you want to remove from the group.

9. Click Save.

If a user's role assignments are changed, the changes take effect with the user's next new session, that is, the next
time the user logs in to Cloudera Navigator.

Configuring Authentication in CDH Using the Command Line

The security features in CDH 5 enable Hadoop to prevent malicious user impersonation. The Hadoop daemons leverage
Kerberos to perform user authentication on all remote procedure calls (RPCs). Group resolution is performed on the
Hadoop master nodes, NameNode, JobTracker and ResourceManager to guarantee that group membership cannot
be manipulated by users. Map tasks are run under the user account of the user who submitted the job, ensuring
isolation there. In addition to these features, new authorization mechanisms have been introduced to HDFS and
MapReduce to enable more control over user access to data.

The security features in CDH 5 meet the needs of most Hadoop customers because typically the cluster is accessible
only to trusted personnel. In particular, Hadoop's current threat model assumes that users cannot:

1. Have r oot access to cluster machines.
2. Haver oot access to shared client machines.
3. Read or modify packets on the network of the cluster.

E’; Note:

CDH 5 supports encryption of all user data sent over the network. For configuration instructions, see
Configuring Encrypted Shuffle, Encrypted Web Uls, and Encrypted HDFS Transport.

Note also that there is no built-in support for on-disk encryption.

Enabling Kerberos Authentication for Hadoop Using the Command Line

o Important:
These instructions assume you know how to install and configure Kerberos, you already have a working
Kerberos Key Distribution Center (KDC) and realm setup, and that you've installed the Kerberos user
packages on all cluster machines and machines which will be used to access the cluster. Furthermore,
Oozie and Hue require that the realm support renewable tickets. For more information about installing
and configuring Kerberos, see:

e MIT Kerberos Home
e MIT Kerberos Documentation

e Kerberos Explained

¢ Microsoft Kerberos Overview

¢ Microsoft Kerberos in Windows Server 2008
e Microsoft Kerberos in Windows Server 2003

Kerberos security in CDH 5 has been tested with the following version of MIT Kerberos 5:
e krb5-1.6.1 on Red Hat Enterprise Linux 5 and CentOS 5

Kerberos security in CDH 5 is supported with the following versions of MIT Kerberos 5:


http://web.mit.edu/Kerberos
http://web.mit.edu/Kerberos/krb5-1.8/
https://technet.microsoft.com/en-us/library/bb742516.aspx
https://msdn.microsoft.com/en-us/library/aa378747.aspx
http://technet.microsoft.com/en-us/library/cc753173(WS.10).aspx
https://www.microsoft.com/en-us/download/details.aspx?id=53314

krb5-1.6.3 on SUSE Linux Enterprise Server (SLES) 11 Service Pack 1
krb5-1.8.1 on Ubuntu

krb5-1.8.2 on Red Hat Enterprise Linux 6 and CentOS 6

e krb5-1.9 on Red Hat Enterprise Linux 6.1

E,i Note: The kr b5- ser ver package includes al ogr ot at e policy file to rotate log files monthly. To
take advantage of this, install the | ogr ot at e package. No additional configuration is necessary.

If you want to enable Kerberos SPNEGO-based authentication for the Hadoop web interfaces, see the Hadoop Auth,
Java HTTP SPNEGO Documentation.

Here are the general steps to configuring secure Hadoop, each of which is described in more detail in the following
sections:

Step 1: Install CDH 5

Cloudera strongly recommends that you set up a fully-functional CDH 5 cluster before you begin configuring it to use
Hadoop's security features. When a secure Hadoop cluster is not configured correctly, the resulting error messages
are in a preliminary state, so it's best to start implementing security after you are sure your Hadoop cluster is working
properly without security.

For information about installing and configuring Hadoop and CDH 5 components, and deploying them on a cluster, see
Cloudera Installation Guide.

Step 2: Verify User Accounts and Groups in CDH 5 Due to Security

E,’ Note: CDH 5 introduces a new version of MapReduce: MapReduce 2.0 (MRv2) built on the YARN
framework. In this document, we refer to this new version as YARN. CDH 5 also provides an
implementation of the previous version of MapReduce, referred to as MRv1 in this document.

e If you are using MRv1, see Step 2a (MRv1 only): Verify User Accounts and Groups in MRv1 on page 94 for
configuration information.

e If you are using YARN, see Step 2b (YARN only): Verify User Accounts and Groups in YARN on page 96 for
configuration information.

Step 2a (MRv1 only): Verify User Accounts and Groups in MRv1

E,’ Note: If you are using YARN, skip this step and proceed to Step 2b (YARN only): Verify User Accounts
and Groups in YARN.

During CDH 5 package installation of MRv1, the following Unix user accounts are automatically created to support
security:

This User Runs These Hadoop Programs

hdf s HDFS: NameNode, DataNodes, Secondary NameNode (or
Standby NameNode if you are using HA)

mapr ed MRv1: JobTracker and TaskTrackers

The hdf s user also acts as the HDFS superuser.

The hadoop user no longer exists in CDH 5. If you currently use the hadoop user to run applications as an HDFS
super-user, you should instead use the new hdf s user, or create a separate Unix account for your application such as
nmyhadoopapp.



https://archive.cloudera.com/cdh5/cdh/5/hadoop/hadoop-auth/index.html
https://archive.cloudera.com/cdh5/cdh/5/hadoop/hadoop-auth/index.html
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MRv1: Directory Ownership in the Local File System

Because the HDFS and MapReduce services run as different users, you must be sure to configure the correct directory
ownership of the following files on the local file system of each host:

Local df s. nanenode. nane. di r | hdf s: hdf s drwx------
(df s. name. dir is
deprecated but will also
work)

Local df s. dat anode. dat a. di r | hdf s: hdf s drwx------
(dfs.data.dir is
deprecated but will also
work)

Local mapred. | ocal . dir mapr ed: mapr ed drwxr-xr-x

See also Deploying MapReduce v1 (MRv1) on a Cluster.

You must also configure the following permissions for the HDFS and MapReduce log directories (the default locations
in/var /1 og/ hadoop- hdf s and/ var/ | og/ hadoop- 0. 20- mapr educe), and the SMAPRED _LOG DI R/ user | ogs/
directory:

Local HDFS_LOG DI R hdf s: hdf s drwxrwxr-x
Local MAPRED LOG DIR mapr ed: mapr ed drwxrwxr-x
Local user | ogs directory in mapr ed: anygr oup permissions will be set
MAPRED LOG DI R automatically at daemon
start time

MRv1: Directory Ownership on HDFS

The following directories on HDFS must also be configured as follows:

HDFS napreduce. j datracker. systemd r | mapr ed: hadoop drwx------
(mapred. systemdir is
deprecated but will also
work)

HDFS / (root directory) hdf s: hadoop drwxr-xr-x

MRv1: Changing the Directory Ownership on HDFS

¢ |If Hadoop security is enabled, use ki ni t hdf s to obtain Kerberos credentials for the hdf s user by running the
following commands before changing the directory ownership on HDFS:

$ sudo -u hdfs kinit -k -t hdfs.keytab hdfs/fully.qualified.domain. name@QOUR- REALM COM

In CDH 5, package installation and the Hadoop daemons will automatically configure the correct permissions for
you if you configure the directory ownership correctly as shown in the table above.

When starting up, MapReduce sets the permissions for the mapr educe. j obt racker. system di r (or

mapr ed. syst em di r ) directory in HDFS, assuming the user mapr ed owns that directory.

Cloudera Security | 95



Configuring Authentication

Ifki ni t hdf s does not workinitially, runki ni t - Rafter runningki ni t to obtain credentials. (For more information,
see Troubleshooting Authentication Issues on page 196). To change the directory ownership on HDFS, run the following
commands. Replace the example/ mapr ed/ syst emdirectory in the commands below with the HDFS directory specified
by the mapr educe. j obt r acker. system di r (ormapr ed. syst em di r ) propertyintheconf/ mapr ed- si t e. xm

$ sudo -u hdfs hadoop fs -chown mapred: hadoop / mapred/system
$ sudo -u hdfs hadoop fs -chown hdfs: hadoop /

$ sudo -u hdfs hadoop fs -chnmod -R 700 / mapred/ system

$ sudo -u hdfs hadoop fs -chnod 755 /

¢ In addition (whether or not Hadoop security is enabled) create the / t np directory. For instructions on creating
/ t np and setting its permissions, see these instructions.

Step 2b (YARN only): Verify User Accounts and Groups in YARN

E’; Note: If you are using MRv1, skip this step and proceed to Step 3: If you are Using AES-256 Encryption,
Install the JCE Policy File on page 98.

During CDH 5 package installation of MapReduce 2.0 (YARN), the following Unix user accounts are automatically created
to support security:

hdf s HDFS: NameNode, DataNodes, Standby NameNode (if you are using HA)
yarn YARN: ResourceManager, NodeManager
mapr ed YARN: MapReduce Job History Server

o Important: The HDFS and YARN daemons must run as different Unix users; for example, hdf s and
yar n. The MapReduce Job History server must run as user mapr ed. Having all of these users share a
common Unix group is recommended; for example, hadoop.

YARN: Directory Ownership in the Local File System

Because the HDFS and MapReduce services run as different users, you must be sure to configure the correct directory
ownership of the following files on the local file system of each host:

Local df s. namenode. nane. di r | hdf s: hdf s drwx------
(df s. nanme. dir is
deprecated but will also
work)

Local df s. dat anode. dat a. di r | hdf s: hdf s drwx------
(df s.data. dir is
deprecated but will also

work)
Local yarn. nodenanager . | ocal -dirs | yar n: yar n drwxr-xr-x
Local yar n. nodenanager. | og-dirs |yarn: yarn drwxr-xr-x
Local cont ai ner - execut or root:yarn --Sr-s---
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Local conf/cont ai ner-executor.cfg|root:yarn r--------

Important: Configuration changes to the Linux container executor could result in local NodeManager
directories (such as user cache) being left with incorrect permissions. To avoid this, when making
changes using either Cloudera Manager or the command line, first manually remove the existing
NodeManager local directories from all configured local directories

(yar n. nodemanager . | ocal - di r s), and let the NodeManager recreate the directory structure.

You must also configure the following permissions for the HDFS, YARN and MapReduce log directories (the default
locations in/ var/ | og/ hadoop- hdf s,/ var/1 og/ hadoop- yarnand/ var/| og/ hadoop- napr educe):

Local HDFS LOG DI R hdf s: hdf s drwxrwxr-x
Local $YARN_LOG DI R yarn:yarn drwxrwxr-x
Local MAPRED LOG DI R mapr ed: mapr ed drwxrwxr-x

YARN: Directory Ownership on HDFS

The following directories on HDFS must also be configured as follows:

HDFS / (root directory) hdf s: hadoop | drwxr-xr-x
HDFS yar n. nodemanager . r enot e- app- 1 og-di r yar n: hadoop | drwxrwxrwxt
HDFS mapr educe. j obhi story. i nt er medi at e-done-dir mapr ed: hadoop | drwxrwxrwxt
HDFS mapr educe. j obhi st ory. done-dir nmapr ed: hadoop | drwxr-x---

YARN: Changing the Directory Ownership on HDFS
If Hadoop security is enabled, use ki nit hdf s to obtain Kerberos credentials for the hdf s user by running the
following commands:

$ sudo -u hdfs kinit -k -t hdfs.keytab hdfs/fully.qualified.domain. name@OUR- REALM COM
$ hadoop fs -chown hdfs: hadoop /
$ hadoop fs -chnod 755 /

If ki nit hdf s does not work initially, run ki ni t - Rafter running ki ni t to obtain credentials. See Troubleshooting
Authentication Issues on page 196. To change the directory ownership on HDFS, run the following commands:

$ sudo -u hdfs hadoop fs -chown hdfs: hadoop /

$ sudo -u hdfs hadoop fs -chnod 755 /

$ sudo -u hdfs hadoop fs -chown yarn: hadoop [yarn.nodemanager.renote-app-|og-dir]

$ sudo -u hdfs hadoop fs -chrmod 1777 [yarn. nodemanager. renot e- app- | og-di r]

$ sudo -u hdfs hadoop fs -chown nmapred: hadoop [ mapr educe. j obhi st ory. i nt er nedi at e- done-di r]
$ sudo -u hdfs hadoop fs -chrmod 1777 [ mapreduce.jobhistory.internedi ate-done-dir]

3 IncDH 5, package installation and the Hadoop daemons will automatically configure the correct permissions for
you if you configure the directory ownership correctly as shown in the two tables above. See also Deploying

MapReduce v2 (YARN) on a Cluster.
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$ sudo -u hdfs hadoop fs -chown mapred: hadoop [ mapreduce.j obhi story. done-dir]
$ sudo -u hdfs hadoop fs -chnod 750 [ mapreduce. jobhistory. done-dir]

¢ |n addition (whether or not Hadoop security is enabled) create the / t np directory. For instructions on creating
/ t np and setting its permissions, see Step 7: If Necessary, Create the HDFS /tmp Directory.

¢ |n addition (whether or not Hadoop security is enabled), change permissions on the / user/ hi st ory Directory.
See Step 8: Create the history Directory and Set Permissions and Owner.

Step 3: If you are Using AES-256 Encryption, Install the JCE Policy File

If you are using CentOS/Red Hat Enterprise Linux 5.6 or higher, or Ubuntu, which use AES-256 encryption by default
for tickets, you must install the Java Cryptography Extension (JCE) Unlimited Strength Jurisdiction Policy File on all
cluster and Hadoop user machines. For JCE Policy File installation instructions, see the README. t xt file included in
thej ce_policy-x. zi pfile.

Alternatively, you can configure Kerberos to not use AES-256 by removing aes256- ct s: nor mal from the

support ed_enct ypes field of the kdc. conf orkr b5. conf file. After changing the kdc. conf file, you must restart
both the KDC and the kadmin server for those changes to take affect. You may also need to re-create or change the
password of the relevant principals, including potentially the Ticket Granting Ticket principal (krbtgt/REALM@REALM).
If AES-256 is still used after completing steps, the aes256- ct s: nor nmal setting existed when the Kerberos database
was created. To fix this, create a new Kerberos database and then restart both the KDC and the kadmin server.

To verify the type of encryption used in your cluster:

1. On the local KDC host, type this command to create a test principal:

$ kadmin -q "addprinc test"

2. On a cluster host, type this command to start a Kerberos session as test:

$ kinit test

3. On acluster host, type this command to view the encryption type in use:
$ klist -e

If AES is being used, output like the following is displayed after you type the kl i st command; note that AES- 256
is included in the output:

Ti cket cache: FILE:/tnp/krb5cc_0
Defaul t principal: test@CM
Valid starting Expi res Servi ce princi pal
05/19/11 13:25:04 05/20/11 13:25:04 krbt gt/ SCMaCM
Et ype (skey, tkt): AES-256 CTS nbde with 96-bit SHA-1 HVAC, AES-256 CTS npde with
96-bit SHA-1 HVAC

Step 4: Create and Deploy the Kerberos Principals and Keytab Files

A Kerberos principal is used in a Kerberos-secured system to represent a unique identity. Kerberos assigns tickets to
Kerberos principals to enable them to access Kerberos-secured Hadoop services. For Hadoop, the principals should be
of the format user name/ ful | y. qual i fi ed. domai n. name @OUR- REALM COM In this guide, the term user nane
inthe usernane/ful ly. qual i fi ed. domai n. name @OUR- REALM COMprincipal refers to the username of an
existing Unix account, such as hdf s or mapr ed.

A keytab is a file containing pairs of Kerberos principals and an encrypted copy of that principal's key. The keytab files
are unique to each host since their keys include the hostname. This file is used to authenticate a principal on a host to
Kerberos without human interaction or storing a password in a plain text file. Because having access to the keytab file
for a principal allows one to act as that principal, access to the keytab files should be tightly secured. They should be
readable by a minimal set of users, should be stored on local disk, and should not be included in machine backups,
unless access to those backups is as secure as access to the local machine.


http://www.oracle.com/technetwork/java/javase/downloads/index.html

o Important:

For both MRv1 and YARN deployments: On every machine in your cluster, there must be a keytab
file for the hdf s user and a keytab file for the mapr ed user. The hdf s keytab file must contain entries
for the hdf s principal and a HTTP principal, and the mapr ed keytab file must contain entries for the
mapr ed principal and a HTTP principal. On each respective machine, the HTTP principal will be the
same in both keytab files.

In addition, for YARN deployments only: On every machine in your cluster, there must be a keytab
file for the yar n user. The yar n keytab file must contain entries for the yar n principal and a HTTP
principal. On each respective machine, the HTTP principal in the yar n keytab file will be the same as
the HTTP principal in the hdf s and mapr ed keytab files.

E,i Note:

The following instructions illustrate an example of creating keytab files for MIT Kerberos. If you are
using another version of Kerberos, refer to your Kerberos documentation for instructions. You may
use either kadmi n or kadmni n. | ocal to run these commands.

When to Use kadmin.local and kadmin

When creating the Kerberos principals and keytabs, you can use kadmin.local or kadmin depending on your access
and account:

¢ If you have root access to the KDC machine, but you do not have a Kerberos admin account, use kadmin.local.
¢ |f you do not have root access to the KDC machine, but you do have a Kerberos admin account, use kadmin.
¢ If you have both root access to the KDC machine and a Kerberos admin account, you can use either one.

To start kadmin.local (on the KDC machine) or kadmin from any machine, run this command:
$ sudo kadmnin. | ocal
OR:

$ kadnin

E’; Note:

In this guide, kadmi n is shown as the prompt for commands in the kadmin shell, but you can type the
same commands at the kadmi n. | ocal prompt in the kadmin.local shell.

E’; Note:

Running kadmin.local may prompt you for a password because it is being run via sudo. You should
provide your Unix password. Running kadmin may prompt you for a password because you need
Kerberos admin privileges. You should provide your Kerberos admin password.



To create the Kerberos principals

o Important:
If you plan to use Oozie, Impala, or the Hue Kerberos ticket renewer in your cluster, you must configure
your KDC to allow tickets to be renewed, and you must configure kr b5. conf to request renewable
tickets. Typically, you can do this by adding the max_r enewabl e_|I i f e setting to your realm in
kdc. conf, and by adding therenew_| i f et i me parameter to the | i bdef aul t s section of
kr b5. conf . For more information about renewable tickets, see the Kerberos documentation.

Do the following steps for every host in your cluster. Run the commands in the kadmin.local or kadmin shell, replacing
theful l'y. qualifi ed. domai n. nane in the commands with the fully qualified domain name of each host. Replace
YOUR- REALM COMwith the name of the Kerberos realm your Hadoop cluster is in.

1. Inthe kadmin.local or kadmin shell, create the hdf s principal. This principal is used for the NameNode, Secondary
NameNode, and DataNodes.

kadm n: addprinc -randkey hdfs/fully.qualified.domai n. nane@COUR- REALM COM

Note:

If your Kerberos administrator or company has a policy about principal names that does not allow
you to use the format shown above, you can work around that issue by configuring the <ker ber os
princi pal >to <short name> mapping that is built into Hadoop. For more information, see
Configuring the Mapping from Kerberos Principals to Short Names.

2. Create the mapr ed principal. If you are using MRv1, the mapr ed principal is used for the JobTracker and
TaskTrackers. If you are using YARN, the mapr ed principal is used for the MapReduce Job History Server.

kadnmi n: addprinc -randkey mapred/fully.qualified. domai n. nane@OUR- REALM COM

3. YARN only: Create the yar n principal. This principal is used for the ResourceManager and NodeManager.

kadmi n: addprinc -randkey yarn/fully.qualified. domai n. name@OUR- REALM COM

4. Create the HTTP principal.

kadm n: addprinc -randkey HTTP/fully. qualified. domai n. nane@QOUR- REALM COM

o Important:
The HTTP principal must be in the format
HTTP/ ful I y. qual i fi ed. domai n. name @OUR- REALM COM The first component of the principal
must be the literal string "HTTP". This format is standard for HTTP principals in SPNEGO and is
hard-coded in Hadoop. It cannot be deviated from.


http://web.mit.edu/Kerberos/krb5-1.8/

To create the Kerberos keytab files

o Important:

The instructions in this section for creating keytab files require using the Kerberos nor andkey option
in the xst command. If your version of Kerberos does not support the nor andkey option, or if you
cannot use kadmi n. | ocal , then use these alternate instructions to create appropriate Kerberos
keytab files. After using those alternate instructions to create the keytab files, continue with the next
section To deploy the Kerberos keytab files.

Do the following steps for every host in your cluster. Run the commands in the kadmin.local or kadmin shell, replacing
theful l'y. qualifi ed. domai n. nane in the commands with the fully qualified domain name of each host:

1. Create the hdf s keytab file that will contain the hdf s principal and HTTP principal. This keytab file is used for the
NameNode, Secondary NameNode, and DataNodes.

kadm n: xst -norandkey -k hdfs. keytab hdfs/fully.qualified.domain. name
HTTP/ ful ly. qualified. domai n. nanme

2. Create the mapr ed keytab file that will contain the mapr ed principal and HTTP principal. If you are using MRv1,
the mapr ed keytab file is used for the JobTracker and TaskTrackers. If you are using YARN, the mapr ed keytab file
is used for the MapReduce Job History Server.

kadm n: xst -norandkey -k mapred. keytab mapred/fully.qualified. donai n. nane
HTTP/ ful ly. qualified. domai n. name

3. YARN only: Create the yar n keytab file that will contain the yar n principal and HTTP principal. This keytab file
is used for the ResourceManager and NodeManager.

kadmi n: xst -norandkey -k yarn.keytab yarn/fully.qualified.domain. nane
HTTP/ ful ly. qualified. domai n. name

4. Use kl i st to display the keytab file entries; a correctly-created hdfs keytab file should look something like this:

$ klist -e -k -t hdfs. keytab
Keyt ab name: WRFI LE: hdf s. keyt ab
sl ot KVNO Pri nci pal

1 7 HTTP/ ful I y. qual i fi ed. domai n. nane@OUR- REALM COM ( DES chc node with CRC 32)

2 7 HTTP/ ful ly. qual i fi ed. domai n. name@OUR- REALM COM (Tri pl e DES cbc node w th
HVAC/ shal)

3 7 hdfs/ful ly. qualified.domai n. name@OUR- REALM COM (DES cbc node wi th CRC 32)

4 7 hdfs/fully. qualified. domai n. name@OUR- REALM COM (Tri pl e DES cbc node w th
HVAC/ shal)

5. Continue with the next section To deploy the Kerberos keytab files.

To deploy the Kerberos keytab files

On every node in the cluster, repeat the following steps to deploy the hdf s. keyt ab and mapr ed. keyt ab files. If you
are using YARN, you will also deploy the yar n. keyt ab file.

1. On the host machine, copy or move the keytab files to a directory that Hadoop can access, such as
/ et c/ hadoop/ conf .

a. If you are using MRv1:

$ sudo nv hdfs. keytab napred. keyt ab /et c/hadoop/ conf/



If you are using YARN:

$ sudo nmv hdfs. keytab mapred. keytab yarn. keytab /etc/hadoop/ conf/

b. Make sure that the hdf s. keyt ab file is only readable by the hdf s user, and that the mapr ed. keyt ab file
is only readable by the mapr ed user.

sudo chown hdfs: hadoop /et c/ hadoop/ conf/ hdfs. keyt ab
sudo chown mapr ed: hadoop /et c/ hadoop/ conf/ mapr ed. keyt ab
sudo chnod 400 /et c/ hadoop/ conf/*. keyt ab

LR R

E,’ Note:

To enable you to use the same configuration files on every host, Cloudera recommends that
you use the same name for the keytab files on every host.

c. YARN only: Make sure that the yar n. keyt ab file is only readable by the yar n user.

$ sudo chown yarn: hadoop /etc/hadoop/ conf/yarn. keyt ab
$ sudo chnod 400 /etc/hadoop/ conf/yarn. keyt ab

o Important:

If the NameNode, Secondary NameNode, DataNode, JobTracker, TaskTrackers, HttpFS, or
Oozie services are configured to use Kerberos HTTP SPNEGO authentication, and two or more
of these services are running on the same host, then all of the running services must use the
same HTTP principal and keytab file used for their HTTP endpoints.

Step 5: Shut Down the Cluster

To enable security in CDH, you must stop all Hadoop daemons in your cluster and then change some configuration
properties. You must stop all daemons in the cluster because after one Hadoop daemon has been restarted with the
configuration properties set to enable security, daemons running without security enabled will be unable to communicate
with that daemon. This requirement to shut down all daemons makes it impossible to do a rolling upgrade to enable
security on a Hadoop cluster.

To shut down the cluster, run the following command on every node in your cluster (as root):

$ for x in “cd /etc/init.d ; |Is hadoop-*" ; do sudo service $x stop ; done

Step 6: Enable Hadoop Security
Cloudera recommends that all of the Hadoop configuration files throughout the cluster have the same contents.

To enable Hadoop security, add the following properties to the cor e- si t e. xni file on every machine in the cluster:

<property>

<name>hadoop. securi ty. aut henti cati on</ nane>

<val ue>ker beros</val ue> <!-- A value of "sinple" would disable security. -->
</ property>

<property>
<nanme>hadoop. security. aut hori zat i on</ name>
<val ue>t rue</ val ue>

</ property>



Enabling Service-Level Authorization for Hadoop Services

Service-level authorizations prevent users from accessing a cluster at the course-grained level. For example, when
Authorized Users and Authorized Groups are setup properly, an unauthorized user cannot use the hdfs shell to list the
contents of HDFS. This also limits the exposure of world-readable files to an explicit set of users instead of all
authenticated users, which could be, for example, every user in Active Directory.

The hadoop- pol i cy. xni file maintains access control lists (ACL) for Hadoop services. Each ACL consists of
comma-separated lists of users and groups separated by a space. For example:

user _a, user_b group_a, group_b

If you only want to specify a set of users, add a comma-separated list of users followed by a blank space. Similarly, to
specify only authorized groups, use a blank space at the beginning. A* can be used to give access to all users.

For example, to give users, ann, bob, and groups, gr oup_a, gr oup_b access to Hadoop's DataNodeProtocol service,
modify thesecuri ty. dat anode. pr ot ocol . acl propertyinhadoop- pol i cy. xm . Similarly, to give all users access
to the InterTrackerProtocol service, modify security.inter.tracker. protocol . acl asfollows:

<property>
<nanme>security. dat anode. pr ot ocol . acl </ nane>
<val ue>ann, bob group_a, group_b</val ue>
<descri pti on>ACL for DatanodeProtocol, which is used by datanodes to
comuni cate with the namenode. </ description>
</ property>

<property>
<name>security.inter.tracker.protocol.acl </ name>
<val ue>*</val ue>
<description>ACL for InterTrackerProtocol, which is used by tasktrackers to
conmuni cate with the jobtracker. </description>
</ property>

For more details, see Service-Level Authorization in Hadoop.

Step 7: Configure Secure HDFS

When following the instructions in this section to configure the properties in the hdf s-si t e. xnl file, keep the
following important guidelines in mind:

* The properties for each daemon (NameNode, Secondary NameNode, and DataNode) must specify both the HDFS
and HTTP principals, as well as the path to the HDFS keytab file.

¢ The Kerberos principals for the NameNode, Secondary NameNode, and DataNode are configured in the
hdf s-site. xm file. The same hdf s-si t e. xm file with all three of these principals must be installed on every
host machine in the cluster. That is, it is not sufficient to have the NameNode principal configured on the NameNode
host machine only. This is because, for example, the DataNode must know the principal name of the NameNode
in order to send heartbeats to it. Kerberos authentication is bi-directional.

e The special string _HOST in the properties is replaced at run-time by the fully-qualified domain name of the host
machine where the daemon is running. This requires that reverse DNS is properly working on all the hosts configured
this way. You may use _HOST only as the entirety of the second component of a principal name. For example,
hdfs/_HOST@YOUR-REALM.COM is valid, but hdfs._ HOST@YOUR-REALM.COM and
hdfs/_HOST.example.com@YOUR-REALM.COM are not.

e When performing the _HOST substitution for the Kerberos principal names, the NameNode determines its own
hostname based on the configured value of f s. def aul t. nane, whereas the DataNodes determine their hostnames
based on the result of reverse DNS resolution on the DataNode hosts. Likewise, the JobTracker uses the configured
value of mapr ed. j ob. tracker to determine its hostname whereas the TaskTrackers, like the DataNodes, use
reverse DNS.

e Thedfs. dat anode. addr ess and df s. dat anode. ht t p. addr ess port numbers for the DataNode must be
below 1024, because this provides part of the security mechanism to make it impossible for a user to run a map
task which impersonates a DataNode. The port numbers for the NameNode and Secondary NameNode can be
anything you want, but the default port numbers are good ones to use.


https://archive.cloudera.com/cdh5/cdh/5/hadoop/hadoop-project-dist/hadoop-common/ServiceLevelAuth.html

To configure secure HDFS

Add the following properties to the hdf s- si t e. xnl file on every machine in the cluster. Replace these example values
shown below with the correct settings for your site: path to the HDFS keytab, YOUR-REALM.COM, fully qualified domain
name of NN, and fully qualified domain name of 2NN

<!-- Ceneral HDFS security config -->
<property>
<nane>df s. bl ock. access. t oken. enabl e</ nane>
<val ue>true</ val ue>
</ property>

<! -- NanmeNode security config -->
<property>
<nanme>df s. namenode. keyt ab. fi | e</ nane>
<val ue>/ et ¢/ hadoop/ conf/ hdf s. keyt ab</val ue> <! -- path to the HDFS keytab -->
</ property>
<property>
<nanme>df s. namenode. ker ber os. pri nci pal </ name>
<val ue>hdf s/ _HOST@OUR- REALM COW/ val ue>
</ property>
<property>
<nane>df s. namenode. ker ber os. i nt er nal . spnego. pri nci pal </ name>
<val ue>HTTP/ _HOST@/OUR- REALM COWK/ val ue>
</ property>

<I-- Secondary NaneNode security config -->
<property>
<nanme>df s. secondar y. namenode. keyt ab. fi | e</ name>
<val ue>/ et ¢/ hadoop/ conf/ hdf s. keyt ab</val ue> <! -- path to the HDFS keytab -->
</ property>
<property>
<nanme>df s. secondary. nanmenode. ker ber os. pri nci pal </ name>
<val ue>hdf s/ _HOST@OUR- REALM COW/ val ue>
</ property>
<property>
<nane>df s. secondary. nanmenode. ker ber os. i nt er nal . spnego. pri nci pal </ nane>
<val ue>HTTP/ _HOST@/OUR- REALM COWK/ val ue>
</ property>

<! -- DataNode security config -->
<property>
<nane>df s. dat anode. dat a. di r. per nx/ nanme>
<val ue>700</ val ue>
</ property>
<property>
<nanme>df s. dat anode. addr ess</ nane>
<val ue>0. 0. 0. 0: 1004</ val ue>
</ property>
<property>
<name>df s. dat anode. htt p. addr ess</ nane>
<val ue>0. 0. 0. 0: 1006</ val ue>
</ property>
<property>
<nanme>df s. dat anode. keyt ab. fi | e</ nane>
<val ue>/ et ¢/ hadoop/ conf/ hdf s. keyt ab</val ue> <! -- path to the HDFS keytab -->
</ property>
<property>
<nanme>df s. dat anode. ker ber os. pri nci pal </ name>
<val ue>hdf s/ _HOST@OUR- REALM COW/ val ue>
</ property>

<!-- Wb Authentication config -->

<property>
<nanme>df s. web. aut henti cat i on. ker ber os. pri nci pal </ name>
<val ue>HTTP/ _HOST@OUR_REALM/ val ue>

</ property>



To enable TLS/SSL for HDFS

Add the following property to hdf s- si t e. xm on every machine in your cluster.

<property>

<name>df s. htt p. pol i cy</ name>
<val ue>HTTPS_ONLY</ val ue>

</ property>

Optional Step 8: Configuring Security for HDFS High Availability

CDH 5 supports the HDFS High Availability (HA) feature with Kerberos security enabled. There are two use cases that
affect security for HA:

¢ Ifyou are not using Quorum-based Storage (see Software Configuration for Quorum-based Storage), then no extra
configuration for HA is necessary if automatic failover is not enabled. If automatic failover is enabled then access
to ZooKeeper should be secured. See the Software Configuration for Shared Storage Using NFS documentation
for details.

e If you are using Quorum-based Storage, then you must configure security for Quorum-based Storage by following
the instructions in this section.

To configure security for Quorum-based Storage:

Add the following Quorum-based Storage configuration properties to the hdf s- si t e. xm file on all of the machines
in the cluster:

<property>
<nane>df s. j our nal node. keyt ab. fi | e</ name>
<val ue>/ et ¢/ hadoop/ conf/ hdf s. keyt ab</val ue> <! -- path to the HDFS keytab -->
</ property>
<property>
<nanme>df s. j our nal node. ker ber os. pri nci pal </ name>
<val ue>hdf s/ _HOST@/OUR- REALM COWK/ val ue>
</ property>
<property>
<nane>df s. j our nal node. ker ber os. i nt er nal . spnego. pri nci pal </ name>
<val ue>HTTP/ _HOST@/OUR- REALM COWK/ val ue>
</ property>

Note:

If you already have principals and keytabs created for the machines where the JournalNodes are
running, then you should reuse those principals and keytabs in the configuration properties above.
You will likely have these principals and keytabs already created if you are collocating a JournalNode
on a machine with another HDFS daemon.

Optional Step 9: Configure secure WebHDFS

E’; Note:

If you are not using WebHDFS, you can skip this step.

Security for WebHDFS is disabled by default. If you want use WebHDFS with a secure cluster, this is the time to enable
and configure it.

To configure secure WebHDFS:



1. If you have not already done so, enable WebHDFS by adding the following property to the hdf s-si t e. xnd file
on every machine in the cluster.

<property>
<nane>df s. webhdf s. enabl ed</ nanme>
<val ue>true</ val ue>

</ property>

2. Add the following properties to the hdf s- si t e. xni file on every machine in the cluster. Replace the example
values shown below with the correct settings for your site.

<property>
<nanme>df s. web. aut henti cati on. ker beros. pri nci pal </ name>
<val ue>HTTP/ _HOST@Q/OUR- REALM COWK/ val ue>

</ property>

<property>

<nanme>df s. web. aut henti cat i on. ker ber os. keyt ab</ nane>

<val ue>/ et c/ hadoop/ conf/ HTTP. keyt ab</val ue> <! -- path to the HTTP keytab -->
</ property>

Optional Step 10: Configuring a secure HDFS NFS Gateway

To deploy a Kerberized HDFS NFS gateway, add the following configuration properties to hdf s-si t e. xml on the NFS
server.

<property>

<nane>dfs. nfs. keyt ab. fi | e</ nane>

<val ue>/ et c/ hadoop/ conf / hdf s. keyt ab</val ue> <!-- path to the HDFS or NFS gateway keytab
-->

</ property>

<property>

<nane>df s. nfs. ker ber os. pri nci pal </ nane>
<val ue>hdf s/ _HOST@/OUR- REALM COMWK/ val ue>
</ property>

Potential Insecurities with a Kerberized NFS Gateway

When configuring an NFS gateway in a secure cluster, the gateway accesses the contents of HDFS using the HDFS
service principals. However, authorization for end users is handled by comparing the end user's UID/GID against the
UID/GID of the files on the NFS mount. No Kerberos is involved in authenticating the user first.

Because HDFS metadata doesn't have any UIDs/GIDs, only names and groups, the NFS gateway maps user names and
group names to UIDs and GIDs. The user names and group names used for this mapping are derived from the local
users of the host where the NFS gateway is running. The mapped IDs are then presented to the NFS client for
authorization. The NFS client performs the authorization locally, comparing the UID/GID presented by the NFS Gateway
to the IDs of the users on the remote host.

The main risk with this procedure is that it's quite possible to create local users with UIDs that were previously associated
with any superusers. For example, users with access to HDFS can view the directories that belong to the hdf s user,
and they can also access the underlying metadata to obtain the associated UID. Assuming the directories owned by
hdf s have their UID set to xyz, a malicious user could create a new local user on the NFS gateway host with the UID
set to xyz. This local user will now be able to freely access the hdf s user's files.

Solutions:

e Set the NFS Gateway property, Allowed Hosts and Privileges, to allow only those NFS clients that are trusted and
managed by the Hadoop administrators.

1. Go to the Cloudera Manager Admin Console and navigate to the HDFS service.
2. Click the Configuration tab.
3. Select Scope > NFS Gateway.



4. Select Category > Main.
5. Locate the Allowed Hosts and Privileges property and set it to a list of trusted host names and access privileges
(r o - read-only, r w- read/write). For example:

192.168.0.0/22 rw
host 1. exanple.org ro

The current default setting of this property is * rw, which is a security risk because it lets everybody map
the NFS export in read-write mode.
6. Click Save Changes to commit the changes.

¢ Specify a user with restricted privileges for the df s. nf s. ker ber os. pri nci pal property, so that the NFS
gateway has limited access to the NFS contents. The current default setting for this property is
hdf s/ _HOST@'OUR- REALM COWVK/ val ue>, which gives the NFS gateway unrestricted access to HDFS.

Step 11: Set Variables for Secure DataNodes

In order to allow DataNodes to start on a secure Hadoop cluster, you must set the following variables on all DataNodes
in/ et ¢/ def aul t/ hadoop- hdf s- dat anode.

export HADOOP_SECURE_DN USER=hdf s

export HADOOP_SECURE_DN PI D DI R=/var/|i b/ hadoop- hdf s
export HADOOP_SECURE_DN LOG DI R=/var/| og/ hadoop- hdf s
export JSVC HOMVE=/usr/|ib/bigtop-utils/

E,i Note:

Depending on the version of Linux you are using, you may not have the/ usr/1i b/ bi gt op-utils
directory on your system. If that is the case, set the JSVC_HOME variable to the
/usr/1ibexec/ bi gtop-utils directory by using this command:

export JSVC HOME=/usr/|i bexec/ bigtop-utils

Step 12: Start up the NameNode

You are now ready to start the NameNode. Use the ser vi ce command to run the/ et c/i ni t. d script.
$ sudo service hadoop- hdf s- nanmenode start
You'll see some extra information in the logs such as:

10/ 10/ 25 17:01: 46 | NFO security. User G oupl nformati on:
Logi n successful for user hdfs/fully.qualified. domain. name@OUR- REALM COM usi ng keyt ab
file /etc/hadoop/conf/hdfs. keytab

and:

12/05/23 18:18:31 INFO http. H t pServer: Addi ng Kerberos (SPNEGDO filter to

get Del egat i onToken

12/05/23 18:18:31 INFO http. H t pServer: Addi ng Kerberos (SPNEGD filter to

renewbDel egat i onToken

12/05/23 18:18:31 INFO http. H t pServer: Addi ng Kerberos (SPNEGDO filter to

cancel Del egati onToken

12/ 05/23 18:18:31 INFO http. H t pServer: Addi ng Kerberos (SPNEGDO filter to fsck
12/05/23 18:18:31 INFO http. HtpServer: Addi ng Kerberos (SPNEGD filter to getinmage
12/ 05/23 18:18:31 INFO http. H t pServer: Jetty bound to port 50070

12/05/23 18:18:31 I NFO nortbay.log: jetty-6.1.26

12/ 05/ 23 18:18: 31 | NFO server. Ker ber osAut henti cati onHandl er: Logi n using keytab

/ et ¢/ hadoop/ conf/ hdf s. keytab, for principal

HTTP/ fully. qualified. domai n. name @OUR- REALM COM

12/ 05/ 23 18:18: 31 | NFO server. KerberosAut henti cationHandl er: Initialized, principal



[HTTP/ ful l'y. qualified. domai n. name@OUR- REALM COM from keyt ab
[/ et c/ hadoop/ conf/ hdf s. keyt ab]

You can verify that the NameNode is working properly by opening a web browserto ht t p: / / machi ne: 50070/ where
machine is the name of the machine where the NameNode is running.

Cloudera also recommends testing that the NameNode is working properly by performing a metadata-only HDFS
operation, which will now require correct Kerberos credentials. For example:

$ hadoop fs -1Is

Information about the kinit Command

o Important:

Running the hadoop fs -1s command will fail if you do not have a valid Kerberos ticket in your
credentials cache. You can examine the Kerberos tickets currently in your credentials cache by running
the kl i st command. You can obtain a ticket by running the ki ni t command and either specifying
a keytab file containing credentials, or entering the password for your principal. If you do not have a
valid ticket, you will receive an error such as:

11/01/04 12:08:12 WARN i pc. Cient: Exception encountered whil e connecting
to the server : javax.security.sasl. Sasl Exception:
GSS initiate failed [ Caused by GSSException: No valid credentials
provi ded (Mechanismlevel: Failed to find any Kerberos tgt)]
Bad connection to FS. conmmand aborted. exception: Call to
nn- host/10. 0. 0. 2: 8020 failed on local exception: java.io.|OException:
javax. security.sasl. Sasl Exception: GSS initiate failed [ Caused by
GSSException: No valid credentials provided (Mechanismlevel: Failed to
find any Kerberos tgt)]

E’; Note:

The ki ni t command must either be on the path for user accounts running the Hadoop client, or else
the hadoop. ker ber os. ki ni t. conmand parameterincor e- si t e. xm must be manually configured
to the absolute path to the ki ni t command.

E,i Note:

If you are running MIT Kerberos 1.8.1 or higher, a bug in versions of the Oracle JDK 6 Update 26 and

higher causes Java to be unable to read the Kerberos credentials cache even after you have successfully
obtained a Kerberos ticket using ki ni t . To workaround this bug, run ki ni t - Rafter runningki ni t

initially to obtain credentials. Doing so will cause the ticket to be renewed, and the credentials cache
rewritten in a format which Java can read. For more information about this problem, see

Troubleshooting.

Step 12: Start up a DataNode

Begin by starting one DataNode only to make sure it can properly connect to the NameNode. Use the ser vi ce command
torunthe/etc/init.dscript.

$ sudo servi ce hadoop- hdf s-dat anode start



You'll see some extra information in the logs such as:

10/ 10/ 25 17:21:41 I NFO security. User G oupl nfornmation:
Logi n successful for user hdfs/fully.qualified.donain. nane@OUR- REALM COM usi ng keyt ab
file /etc/hadoop/conf/hdfs. keytab

If you can get a single DataNode running and you can see it registering with the NameNode in the logs, then start up
all the DataNodes. You should now be able to do all HDFS operations.

Step 14: Set the Sticky Bit on HDFS Directories

This step is optional but strongly recommended for security. In CDH 5, HDFS file permissions have support for the sticky
bit. The sticky bit can be set on directories, preventing anyone except the superuser, directory owner, or file owner
from deleting or moving the files within the directory. Setting the sticky bit for a file has no effect. This is useful for
directories such as/ t mp which previously had to be set to be world-writable. To set the sticky bit on the / t np directory,
run the following command:

$ sudo -u hdfs kinit -k -t hdfs.keytab hdfs/fully.qualified.domain. name@QOUR- REALM COM
$ sudo -u hdfs hadoop fs -chnod 1777 /tnp

After running this command, the permissions on/ t np will appear as shown below. (Note the "t " instead of the final
"X“,)

$ hadoop fs -Is /

Found 2 itens

drwxrwxrwt - hdfs supergroup 0 2011-02-14 15:55 /tnp
drwxr-xr-x - hdfs supergroup 0 2011-02-14 14:01 /user
Step 15: Start up the Secondary NameNode (if used)

At this point, you should be able to start the Secondary NameNode if you are using one:

$ sudo servi ce hadoop- hdf s- secondar ynanenode start

E,i Note:

If you are using HDFS HA, do not use the Secondary NameNode. See Configuring HDFS High Availability
for instructions on configuring and deploying the Standby NameNode.

You'll see some extra information in the logs such as:

10/ 10/ 26 12:03:18 I NFO security. User G oupl nfornation:
Logi n successful for user hdfs/fully.qualified.domain. name@OUR- REALM usi ng keytab file
/ et ¢/ hadoop/ conf/ hdf s. keyt ab

and:

12/05/23 18:33:06 I NFO http. HtpServer: Addi ng Kerberos (SPNEGD filter to getinmage
12/ 05/23 18:33:06 I NFO http. H t pServer: Jetty bound to port 50090

12/05/23 18:33: 06 | NFO nortbhay.log: jetty-6.1.26

12/ 05/ 23 18:33: 06 | NFO server. Ker ber osAut henti cati onHandl er: Logi n usi ng keytab

/ et ¢/ hadoop/ conf/ hdf s. keytab, for principal

HTTP/ ful ly. qualified. domai n. name @OUR- REALM COM

12/ 05/ 23 18:33: 06 | NFO server. KerberosAut henti cationHandl er: Initialized, principal
[HTTP/ ful l'y. qualified. domai n. name@OUR- REALM COM from keyt ab

[/ et c/ hadoop/ conf/ hdf s. keyt ab]

You should make sure that the Secondary NameNode not only starts, but that it is successfully checkpointing.



If you're using the ser vi ce command to start the Secondary NameNode fromthe/etc/init.d scri pts, Cloudera
recommends setting the property f s. checkpoi nt . peri od in the hdf s-si t e. xni file to a very low value (such as
5), and then monitoring the Secondary NameNode logs for a successful startup and checkpoint. Once you are satisfied
that the Secondary NameNode is checkpointing properly, you should reset the f s. checkpoi nt . peri od toareasonable
value, or return it to the default, and then restart the Secondary NameNode.

You can make the Secondary NameNode perform a checkpoint by doing the following:
$ sudo -u hdfs hdfs secondarynanenode -checkpoint force

Note that this will not cause a running Secondary NameNode to checkpoint, but rather will start up a Secondary
NameNode that will immediately perform a checkpoint and then shut down. This can be useful for debugging.

E,’ Note:

If you encounter errors during Secondary NameNode checkpointing, it may be helpful to enable
Kerberos debugging output. For instructions, see Enabling Debugging Output for the Sun Kerberos
Classes.

Step 16: Configure Either MRv1 Security or YARN Security
At this point, you are ready to configure either MRv1 Security or YARN Security.

¢ If you are using MRv1, do the steps in Configuring MRv1 Security to configure, start, and test secure MRv1.

¢ If you are using YARN, do the steps in Configuring YARN Security to configure, start, and test secure YARN.

Configuring MRv1 Security

If you are using YARN, skip this section and see Configuring YARN Security.

If you are using MRv1, do the following steps to configure, start, and test secure MRv1.

1. Step 1: Configure Secure MRv1 on page 110

2. Step 2: Start up the JobTracker on page 112

3. Step 3: Start up a TaskTracker on page 112

4. Step 4: Try Running a Map/Reduce Job on page 112

Step 1: Configure Secure MRv1
Keep the following important information in mind when configuring secure MapReduce:

e The properties for Job Tracker and Task Tracker must specify the mapred principal, as well as the path to the
mapr ed keytab file.

¢ The Kerberos principals for the Job Tracker and Task Tracker are configured in the mapr ed- si t e. xrd file. The
same mapr ed- si t e. xni file with both of these principals must be installed on every host machine in the cluster.
That is, it is not sufficient to have the Job Tracker principal configured on the Job Tracker host machine only. This
is because, for example, the TaskTracker must know the principal name of the JobTracker in order to securely
register with the JobTracker. Kerberos authentication is bi-directional.

e Do not use ${ user . nane} in the value of the mapr ed. | ocal . di r or hadoop. | og. di r propertiesin
mapr ed- si t e. xm . Doing so can prevent tasks from launching on a secure cluster.

e Make sure that each user who will be running MRv1 jobs exists on all cluster nodes (that is, on every node that
hosts any MRv1 daemon).

e Make sure the value specified for mapr ed. | ocal . di r is identical in mapr ed-si te. xm and
taskcontrol | er. cf g. If the values are different, this error message is returned.

e Make sure the value specified int askcontrol | er. cf g for hadoop. | og. di r is the same as what the Hadoop
daemons are using, which is / var / | og/ hadoop- 0. 20- mapr educe by default and can be configured in
mapr ed- si t e. xm . If the values are different, this error message is returned.

To configure secure MapReduce:



1. Add the following properties to the mapr ed- si t e. xni file on every machine in the cluster:

<!-- JobTracker security configs -->
<property>
<name>napr educe. j obt r acker. ker ber os. pri nci pal </ nane>
<val ue>mapr ed/ _HOST@'OUR- REALM COW/ val ue>
</ property>
<property>
<name>mapr educe. j obtracker. keytab. fi | e</ nane>
<val ue>/ et ¢/ hadoop/ conf / mapr ed. keyt ab</val ue> <!I-- path to the MapReduce keytab -->
</ property>

<!'-- TaskTracker security configs -->
<property>
<name>napr educe. t asktracker. ker ber os. pri nci pal </ name>
<val ue>mapr ed/ _HOST@'OUR- REALM COW/ val ue>
</ property>
<property>
<name>mapr educe. t askt r acker . keyt ab. fi | e</ nane>
<val ue>/ et ¢/ hadoop/ conf / mapr ed. keyt ab</val ue> <!I-- path to the MapReduce keytab -->
</ property>

<l-- TaskController settings -->
<property>
<name>nmapr ed. t ask. tracker. t ask- control | er </ name>
<val ue>or g. apache. hadoop. mapr ed. Li nuxTaskControl | er </ val ue>
</ property>
<property>
<name>napr educe. t askt racker. gr oup</ nane>
<val ue>mapr ed</ val ue>
</ property>

2. Create afile called t askcont rol | er. cf g that contains the following information:

hadoop. | 0og. di r=<Path to Hadoop | og directory. Should be same value used to start the
TaskTracker. This is required to set proper permi ssions on the log files so that they
can be witten to by the user's tasks and read by the TaskTracker for serving on the
web U . >

mapr educe. t askt racker. gr oup=mapr ed

banned. user s=napred, hdf s, bin

m n. user.i d=1000

E’; Note:

Inthet askcontrol | er. cf gfile, the default setting for the banned. user s property is mapr ed,
hdf s, and bi n to prevent jobs from being submitted using those user accounts. The default
setting for the m n. user. i d property is 1000 to prevent jobs from being submitted with a user
ID less than 1000, which are conventionally Unix super users. Note that some operating systems
such as CentOS 5 use a default value of 500 and above for user IDs, not 1000. If this is the case
on your system, change the default setting for the m n. user. i d property to 500. If there are
user accounts on your cluster that have a user ID less than the value specified for them n. user . i d
property, the TaskTracker returns an error code of 255.

3. The path to the t askcontrol | er. cf g file is determined relative to the location of the t ask- control | er
binary. Specifically, the pathis<pat h of task-controller binary>/../../conf/taskcontroller.cfg.
If you installed the CDH 5 package, this path will always correspond to
/ et c/ hadoop/ conf/taskcontrol | er. cfg.

E’; Note:

For more information about the t ask- control | er program, see Information about Other Hadoop
Security Programs.




o Important:

The same mapr ed- si t e. xnl file and the same hdf s- si t e. xm file must both be installed on every
host machine in the cluster so that the NameNode, Secondary NameNode, DataNode, Job Tracker
and Task Tracker can all connect securely with each other.

Step 2: Start up the JobTracker

You are now ready to start the JobTracker.

If you're using the / et ¢/ i ni t. d/ hadoop- 0. 20- mapr educe- j obt r acker script, then you can use the servi ce
command to run it now:

$ sudo service hadoop-0. 20- mapr educe-j obtracker start

You can verify that the JobTracker is working properly by opening a web browser to ht t p: / / machi ne: 50030/ where
machine is the name of the machine where the JobTracker is running.

Step 3: Start up a TaskTracker

You are now ready to start a TaskTracker.

If you're using the / et ¢/ i ni t. d/ hadoop- 0. 20- mapr educe- t askt r acker script, then you can use the servi ce
command to run it now:

$ sudo service hadoop- 0. 20- mapr educe-t asktracker start

Step 4: Try Running a Map/Reduce Job

You should now be able to run Map/Reduce jobs. To confirm, try launching a sleep or a pi job from the provided Hadoop
examples (/ usr/1i b/ hadoop- 0. 20- mapr educe/ hadoop- exanpl es. j ar ). Note that you will need Kerberos
credentials to do so.

o Important:

Remember that the user who launches the job must exist on every node.

Configuring YARN Security

This page explains how to configure, start, and test secure YARN. For instructions on MapReducel, see Configuring
MRv1 Security.

1. Configure Secure YARN.

. Start up the ResourceManager.

. Start up the NodeManager.

. Start up the MapReduce Job History Server.

. Try Running a Map/Reduce YARN Job.

6. (Optional) Configure YARN for Long-running Applications

i b WN

Step 1: Configure Secure YARN
Before you start:

¢ The Kerberos principals for the ResourceManager and NodeManager are configured in the yar n-si t e. xnl file.
The same yar n-si te. xm file must be installed on every host machine in the cluster.

e Make sure that each user who runs YARN jobs exists on all cluster nodes (that is, on every node that hosts any
YARN daemon).

To configure secure YARN:



1. Add the following properties to the yar n- si t e. xnl file on every machine in the cluster:

<!-- ResourceManager security configs -->
<property>
<nanme>yar n. r esour cemanager . keyt ab</ nane>
<val ue>/ et ¢/ hadoop/ conf/yar n. keyt ab</val ue> <l -- path to the YARN keytab -->
</ property>
<property>
<nanme>yar n. r esour cemanager . pri nci pal </ nane>
<val ue>yar n/ _HOST@OUR- REALM COWK/ val ue>
</ property>

<!'-- NodeManager security configs -->
<property>
<nane>yar n. nodenanager . keyt ab</ nane>
<val ue>/ et ¢/ hadoop/ conf/yar n. keyt ab</val ue> <l -- path to the YARN keytab -->
</ property>
<property>
<name>yar n. nodemanager . pri nci pal </ name>
<val ue>yar n/ _HOST@OUR- REALM COWK/ val ue>
</ property>
<property>
<name>yar n. nodemanager . cont ai ner - execut or . cl ass</ nane>
<val ue>or g. apache. hadoop. yar n. server. nodemanager . Li nuxCont ai ner Execut or </ val ue>
</ property>
<property>
<name>yar n. nodemanager . | i nux- cont ai ner - execut or . gr oup</ nane>
<val ue>yar n</val ue>
</ property>

<l-- To enable TLS/SSL -->
<property>
<name>yar n. htt p. pol i cy</ nane>
<val ue>HTTPS ONLY</val ue>
</ property>

2. Add the following properties to the mapr ed- si t e. xnml file on every machine in the cluster:

<!'-- MapReduce Job History Server security configs -->
<property>
<nanme>napr educe. j obhi st ory. addr ess</ nane>
<val ue>host: port</val ue> <!'-- Host and port of the MapReduce Job History Server;
default port is 10020 -->
</ property>
<property>
<name>mapr educe. j obhi st ory. keyt ab</ nane>
<val ue>/ et ¢/ hadoop/ conf / napr ed. keyt ab</ val ue> <! -- path to the MAPRED keytab for the
Job History Server -->
</ property>
<property>
<nanme>napr educe. j obhi st ory. pri nci pal </ nane>
<val ue>mapr ed/ _HOST@'OUR- REALM COWK/ val ue>
</ property>

<!-- To enable TLS/SSL -->

<property>
<nanme>napr educe. j obhi story. http. poli cy</ name>
<val ue>HTTPS ONLY</val ue>

</ property>

3. Create afile called cont ai ner - execut or . cf g for the Linux Container Executor program that contains the
following information:

yar n. nodenmanager . | ocal - di r s=<commma- separated |ist of paths to | ocal NodeManager
directories. Should be sanme values specified in yarn-site.xm . Required to validate
pat hs passed to contai ner-executor in order.>

yar n. nodemanager . | i nux- cont ai ner - execut or. gr oup=yarn

yar n. nodemanager . | og- di r s=<conma- separated |ist of paths to | ocal NodeManager | og
directories. Should be sane values specified in yarn-site.xm. Required to set proper
permi ssions on the log files so that they can be witten to by the user's containers
and read by the NodeManager for |og aggregation



banned. user s=hdf s, yarn, mapr ed, bin
m n. user. i d=1000

E’; Note:

In the cont ai ner - execut or. cf g file, the default setting for the banned. user s property is
hdf s, yar n, mapr ed, and bi n to prevent jobs from being submitted via those user accounts.
The default setting for the mi n. user . i d property is 1000 to prevent jobs from being submitted
with a user ID less than 1000, which are conventionally Unix super users. Note that some operating
systems such as CentOS 5 use a default value of 500 and above for user IDs, not 1000. If this is
the case on your system, change the default setting for the mi n. user. i d property to 500. If
there are user accounts on your cluster that have a user ID less than the value specified for the
m n. user . i d property, the NodeManager returns an error code of 255.

4. The path to the cont ai ner - execut or . cf g file is determined relative to the location of the container-executor
binary. Specifically, the path is <di r name of cont ai ner - execut or
bi nary>/ ../ et c/ hadoop/ cont ai ner - execut or . cf g. If you installed the CDH 5 package, this path will always
correspond to / et ¢/ hadoop/ conf/ cont ai ner - execut or. cf g.

E’; Note:

The cont ai ner - execut or program requires that the paths including and leading up to the
directories specifiedinyar n. nodermanager . | ocal - di r s andyar n. nodermanager . | og-dirs
to be set to 755 permissions as shown in this table on permissions on directories.

5. Verify that the ownership and permissions of the cont ai ner - execut or program corresponds to:

---Sr-s--- 1 root yarn 36264 May 20 15: 30 contai ner-executor

E,’ Note: For more information about the Linux Container Executor program, see Information about
Other Hadoop Security Programs.

Step 2: Start the ResourceManager

You are now ready to start the ResourceManager.

E,i Note: Always start ResourceManager before starting NodeManager.

Ifyou're usingthe/ et c/ i ni t. d/ hadoop- yar n-r esour cemanager script, thenyou can usetheser vi ce command
to run it now:

$ sudo service hadoop-yarn-resourcenanager start

You can verify that the ResourceManager is working properly by opening a web browser to http://host :8088/ where
host is the name of the machine where the ResourceManager is running.

Step 3: Start the NodeManager

You are now ready to start the NodeManager.



If you're using the / et ¢/ i ni t. d/ hadoop- yar n- nodemanager script, then you can use the ser vi ce command to
run it now:

$ sudo service hadoop-yarn-nodemanager start

You can verify that the NodeManager is working properly by opening a web browser to http://host :8042/ where host
is the name of the machine where the NodeManager is running.

Step 4: Start the MapReduce Job History Server

You are now ready to start the MapReduce Job History Server.

If you're using the / et ¢/ i ni t. d/ hadoop- mapr educe- hi st or yser ver script, then you can use the servi ce
command to run it now:

$ sudo service hadoop- mapreduce-hi storyserver start

You can verify that the MapReduce JobHistory Server is working properly by opening a web browser to
http://host :19888/ where host is the name of the machine where the MapReduce JobHistory Server is running.
Step 5: Try Running a Map/Reduce YARN Job

You should now be able to run Map/Reduce jobs. To confirm, try launching a sleep or a pi job from the provided Hadoop
examples (/ usr/1i b/ hadoop- mapr educe/ hadoop- mapr educe- exanpl es. j ar ). Note that you will need Kerberos
credentials to do so.

o Important: The user who launches the job must exist on every node.

To try running a MapReduce job using YARN, set the HADOOP_MAPRED_HOVE environment variable and then submit
the job. For example:

$ export HADOOP_MAPRED HOVE=/ usr/ i b/ hadoop- mapreduce
$ /usr/bin/hadoop jar /usr/lib/hadoop- mapreduce/ hadoop- mapr educe-exanpl es.jar pi 10
10000

Step 6: (Optional) Configure YARN for Long-running Applications

Long-running applications such as Spark Streaming jobs will need additional configuration since the default settings
only allow the hdf s user's delegation tokens a maximum lifetime of 7 days which is not always sufficient.

You can work around this by configuring the ResourceManager as a proxy user for the corresponding HDFS NameNode
so that the ResourceManager can request new tokens when the existing ones are past their maximum lifetime. YARN
will then be able to continue performing localization and log-aggregation on behalf of the hdf s user.

Set the following property inyarn-site. xm totrue:

<property>

<name>yar n. r esour cenanager . pr oxy- user-pri vi |l eges. enabl ed</ nane>
<val ue>t rue</ val ue>

</ property>

Configure the following properties in cor e- si t e. xm on the HDFS NameNode. You can use a more restrictive
configuration by specifying hosts/groups instead of * as in the example below.

<property>

<nane>hadoop. pr oxyuser. yar n. host s</ nane>
<val ue>*</val ue>

</ property>

<property>
<nane>hadoop. pr oxyuser. yar n. gr oups</ nane>



<val ue>*</val ue>
</ property>

FUSE Kerberos Configuration

This section describes how to use FUSE (Filesystem in Userspace) and CDH with Kerberos security on your Hadoop
cluster. FUSE enables you to mount HDFS, which makes HDFS files accessible just as if they were UNIX files.

To use FUSE and CDH with Kerberos security, follow these guidelines:

e For each HDFS user, make sure that there is a UNIX user with the same name. If there isn't, some files in the FUSE
mount point will appear to be owned by a non-existent user. Although this is harmless, it can cause confusion.

e When using Kerberos authentication, users must run ki ni t before accessing the FUSE mount point. Failure to
do this will result in I/O errors when the user attempts to access the mount point. For security reasons, it is not
possible to list the files in the mount point without first running ki ni t .

e When a user runs ki ni t, all processes that run as that user can use the Kerberos credentials. It is not necessary
to run ki ni t in the same shell as the process accessing the FUSE mount point.

Using kadmin to Create Kerberos Keytab Files

If your version of Kerberos does not support the Kerberos - nor andkey option in the xst command, or if you must
use kadni n because you cannot use kadni n. | ocal , then you can use the following procedure to create Kerberos
keytab files. Using the - nor andkey option when creating keytabs is optional and a convenience, but it is not required.

o Important:
For both MRv1 and YARN deployments: On every machine in your cluster, there must be a keytab
file for the hdf s user and a keytab file for the mapr ed user. The hdf s keytab file must contain entries
for the hdf s principal and an HTTP principal, and the mapr ed keytab file must contain entries for the
mapr ed principal and an HTTP principal. On each respective machine, the HTTP principal will be the
same in both keytab files.

In addition, for YARN deployments only: On every machine in your cluster, there must be a keytab
file for the yar n user. The yar n keytab file must contain entries for the yar n principal and an HTTP
principal. On each respective machine, the HTTP principal in the yar n keytab file will be the same as
the HTTP principal in the hdf s and mapr ed keytab files.

For instructions, see To create the Kerberos keytab files on page 116.

E’; Note:

These instructions illustrate an example of creating keytab files for MIT Kerberos. If you are using
another version of Kerberos, refer to your Kerberos documentation for instructions. You can use either
kadm n or kadni n. | ocal torunthese commands.

To create the Kerberos keytab files

Do the following steps for every host in your cluster, replacingthef ul I y. qual i fi ed. domai n. nan®e in the commands
with the fully qualified domain name of each host:

1. Create the hdf s keytab file, which contains an entry for the hdf s principal. This keytab file is used for the
NameNode, Secondary NameNode, and DataNodes.

$ kadmin
kadm n:  xst -k hdfs-unmerged. keytab hdfs/fully.qualified.domain. name



2. Create the mapr ed keytab file, which contains an entry for the mapr ed principal. If you are using MRv1, the
mapr ed keytab file is used for the JobTracker and TaskTrackers. If you are using YARN, the mapr ed keytab file is
used for the MapReduce Job History Server.

kadm n: xst -k mapred-unnerged. keytab mapred/ ful ly. qualified. donai n. nane

3. YARN only: Create the yar n keytab file, which contains an entry for the yar n principal. This keytab file is used
for the ResourceManager and NodeManager.

kadm n: xst -k yarn-unmerged. keytab yarn/fully.qualified. domain. name

4. Create the ht t p keytab file, which contains an entry for the HTTP principal.

kadmi n: xst -k http.keytab HTTP/fully. qualified. domai n. nane

5. Use the kt uti I command to merge the previously-created keytabs:

$ ktuti

ktutil: rkt hdfs-unnerged. keytab
ktutil: rkt http.keytab

ktutil: wkt hdfs.keytab

ktutil: clear

ktutil: rkt mapred-unnerged. keyt ab
ktutil: rkt http.keytab

ktutil: wkt mapred. keytab
ktutil: clear

ktutil: rkt yarn-unnerged. keytab
ktutil: rkt http.keytab

ktutil: wkt yarn. keytab

This procedure creates three new files: hdf s. keyt ab, mapr ed. keyt ab and yar n. keyt ab. These files contain
entries for the hdf s and HTTP principals, the mapr ed and HTTP principals, and the yar n and HTTP principals
respectively.

6. Use kl i st to display the keytab file entries. For example, a correctly-created hdf s keytab file should look
something like this:

$ klist -e -k -t hdfs. keytab
Keyt ab nane: WRFI LE: hdfs. keyt ab
sl ot KVNO Pri nci pal

1 7 HTTP/ ful ly. qualified. domai n. name @OUR- REALM COM ( DES cbc node with CRC- 32)

2 7 HTTP/ ful ly. qual i fied. domai n. name@OUR- REALM COM (Tri pl e DES cbc node with
HVAC/ shal)
3 7 hdf s/ful ly. qualified.domai n. name@OUR- REALM COM (DES cbc npde with CRC 32)

4 7 hdf s/ful ly. qualified.domai n. name@OUR- REALM COM (Tri pl e DES cbc node with
HVAC/ shal)

7. To verify that you have performed the merge procedure correctly, make sure you can obtain credentials as both
the hdf s and HTTP principals using the single merged keytab:

t -k -t hdfs. keytab hdfs/full
t ul |

alified.domai n. name @OUR- REALM COM
-k -t hdfs. keytab HITP/f alif

. qu
.qu i ed. donai n. nane @OUR- REALM COM

y
y
If either of these commands fails with an error message such as "ki nit: Key table entry not found

while getting initial credentials",then something has gone wrong during the merge procedure. Go
back to step 1 of this document and verify that you performed all the steps correctly.

8. To continue the procedure of configuring Hadoop security in CDH 5, follow the instructions in the section To deploy
the Kerberos keytab files.




Configuring the Mapping from Kerberos Principals to Short Names

You configure the mapping from Kerberos principals to short names in the hadoop. security. auth_to_| ocal
property setting in the cor e- si t e. xni file. Kerberos has this support natively, and Hadoop's implementation reuses
Kerberos's configuration language to specify the mapping.

A mapping consists of a set of rules that are evaluated in the order listed in the hadoop. security. auth_to_| ocal
property. The first rule that matches a principal name is used to map that principal name to a short name. Any later
rules in the list that match the same principal name are ignored.

You specify the mapping rules on separate lines in the hadoop. security. auth_to_| ocal property as follows:

<property>
<nanme>hadoop. security. aut h_t o_| ocal </ name>
<val ue>
RULE: [ <pri nci pal translation>](<acceptance filter>)<short name substitution>
RULE: [ <pri nci pal translation>](<acceptance filter>)<short name substitution>
DEFAULT
</ val ue>

</ property>

Mapping Rule Syntax

To specify a mapping rule, use the prefix string RULE: followed by three sections—principal translation, acceptance
filter, and short name substitution—described in more detail below. The syntax of a mapping rule is:

RULE: [ <princi pal translation>](<acceptance filter>)<short nanme substitution>

Principal Translation

The first section of a rule, <pri nci pal transl ati on>, performs the matching of the principal name to the rule. If
there is a match, the principal translation also does the initial translation of the principal name to a short name. In the
<princi pal translation>section, you specify the number of components in the principal name and the pattern
you want to use to translate those principal component(s) and realm into a short name. In Kerberos terminology, a
principal name is a set of components separated by slash ("/") characters.

The principal translation is composed of two parts that are both specified within "[ ]" using the following syntax:
[ <nunber of conponents in principal name>:<initial specification of short nane>]

where:

<number of components in principal name> — This first part specifies the number of components in the principal name
(not including the realm) and must be 1 or 2. A value of 1 specifies principal names that have a single component (for
example, hdf s), and 2 specifies principal names that have two components (for example,

hdf s/ ful ly. qual i fi ed. domai n. nane). A principal name that has only one component will only match
single-component rules, and a principal name that has two components will only match two-component rules.

<initial specification of short name> — This second part specifies a pattern for translating the principal component(s)
and the realm into a short name. The variable $0 translates the realm, $1 translates the first component, and $2
translates the second component.

Here are some examples of principal translation sections. These examples use at m@'OUR- REALM COMand
atm fully.qualified. domai n. name@OUR- REALM COMas principal name inputs:

This Principal | Translates atm@YOUR-REALM. | Translates atm/fully.qualified.domain.name @YOUR-REALM.COM

Translation COM into this short name into this short name
[1: $1@0] atm@YOUR-REALM.COM Rule does not match®
[1:$1] atm Rule does not match®

[1: $1. f 00] atm.foo Rule does not match®




This Principal | Translates atm@YOUR-REALM. | Translates atm/fully.qualified.domain.name @YOUR-REALM.COM
Translation COM into this short name into this short name

[2: $1/ $2@0] | Rule does not match? atm/fully.qualified.domain.name@YOUR-REALM.COM

[2: $1/ $2] Rule does not match” atm/fully.qualified.domain.name

[2: $1@0] Rule does not match” atm@YOUR-REALM.COM

[2: $1] Rule does not match” atm

Footnotes:

1Rule does not match because there are two components in principal name
atm ful ly.qualified.domai n. name @OUR- REALM COM

%Rule does not match because there is one component in principal name at m@OUR- REALM COM
Acceptance Filter

The second section of a rule, (<accept ance filter>), matches the translated short name from the principal
translation (that is, the output from the first section). The acceptance filter is specified in "( )" characters and is a
standard regular expression. A rule matches only if the specified regular expression matches the entire translated short
name from the principal translation. That is, there's an implied ~ at the beginning of the pattern and an implied $ at
the end.

Short Name Substitution

The third and final section of arule is the (<short nanme substi t uti on>). If thereisa match in the second section,
the acceptance filter, the (<short nane substituti on>) section does a final translation of the short name from
the first section. This translation is a sed replacement expression (s/ . . ./ .../ g) that translates the short name from
the first section into the final short name string. The short name substitution section is optional. In many cases, it is
sufficient to use the first two sections only.

Converting Principal Names to Lowercase

In some organizations, naming conventions result in mixed-case usernames (for example, John. Doe) or even uppercase
usernames (for example, JDOE) in Active Directory or LDAP. This can cause a conflict when the Linux username and
HDFS home directory are lowercase.

To convert principal names to lowercase, append / L to the rule.
Example Rules

Suppose all of your service principals are either of the form

App. servi ce-nane/ful ly. qualified. domai n. name @OUR- REALM COMor

App. servi ce- name@OUR- REALM COM and you want to map these to the short name string ser vi ce- nane. To do
this, your rule set would be:

<property>
<nanme>hadoop. security. aut h_to_| ocal </ nane>
<val ue>
RULE: [ 1: $1] (App\..*)s/ App\.(.*)/$1/g
RULE: [ 2: $1] (App\..*)s/App\.(.*)/$1/g
DEFAULT
</ val ue>
</ property>

The first $1 in each rule is a reference to the first component of the full principal name, and the second $1 is a regular
expression back-reference to text that is matched by (. *).



In the following example, suppose your company's naming scheme for user accounts in Active Directory is
Firstnamelastname (for example, JohnDoe), but user home directories in HDFS are / user/ fi r st nanel ast nane.
The following rule set converts user accounts in the CORP. EXAMPLE. COMdomain to lowercase.

<property>
<name>hadoop. security. aut h_t o_| ocal </ name>
<val ue>
RULE: [ 2: $1@0] ( HTTP@ QCORP. EXAMPLE. COM E$) s/ @ QCORP. EXAMPLE. COM E$
RULE: [ 1: $1@0] (. * @ QCORP. EXAMPLE. COM E$) s/ @ QCORP. EXAMPLE. COM E$/ /
RULE: [ 2: $1@0] (. * @ QCORP. EXAMPLE. COM E$) s/ @ QCORP. EXAMPLE. COM E$/ /
DEFAULT
</ val ue>

</ property>

/1
/L
/L

In this example, the JohnDoe @ORP. EXAMPLE. COMprincipal becomes the j ohndoe HDFS user.
Default Rule

You can specify an optional default rule called DEFAULT (see example above). The default rule reduces a principal
name down to its first component only. For example, the default rule reduces the principal names at mM@¥OUR- REALM COM
oratm fully.qualified. domai n. nane @OUR- REALM COMdown to at m assuming that the default domain is
YOUR- REALM COM

The default rule applies only if the principal is in the default realm.
If a principal name does not match any of the specified rules, the mapping for that principal name will fail.
Testing Mapping Rules

You can test mapping rules for a long principal name by running:

$ hadoop org. apache. hadoop. security. HadoopKer ber osNane nanmel nane2 nane3

Enabling Debugging Output for the Sun Kerberos Classes

Initially getting a secure Hadoop cluster configured properly can be tricky, especially for those who are not yet familiar
with Kerberos. To help with this, it can be useful to enable debugging output for the Sun Kerberos classes. To do so,
set the HADOOP_OPTS environment variable to the following:

HADOOP_OPTS="- Dsun. security. kr b5. debug=t r ue"

Flume Authentication

Flume agents have the ability to store data on an HDFS filesystem configured with Hadoop security. The Kerberos
system and protocols authenticate communications between clients and services. Hadoop clients include users and
MapReduce jobs on behalf of users, and the services include HDFS and MapReduce. Flume acts as a Kerberos principal
(user) and needs Kerberos credentials to interact with the Kerberos security-enabled service. Authenticating a user or
a service can be done using a Kerberos keytab file. This file contains a key that is used to obtain a ticket-granting ticket
(TGT). The TGT is used to mutually authenticate the client and the service using the Kerberos KDC.

The following sections describe how to use Flume 1.3.x and CDH 5 with Kerberos security on your Hadoop cluster:

o Important:

To enable Flume to work with Kerberos security on your Hadoop cluster, make sure you perform the
installation and configuration steps in Configuring Hadoop Security in CDH 5.




E,i Note:

These instructions have been tested with CDH 5 and MIT Kerberos 5 only. The following instructions
describe an example of how to configure a Flume agent to be a client as the user f | ure to a secure
HDFS service. This section does not describe how to secure the communications between Flume
agents, which is not currently implemented.

Configuring Flume's Security Properties

Contents:

Writing as a single user for all HDFS sinks in a given Flume agent

The Hadoop services require a three-part principal that has the form of

usernane/ ful l'y. qual i fi ed. domai n. nane @OUR- REALM COM Cloudera recommends using f | une as the first
component and the fully qualified domain name of the host machine as the second. Assuming that Kerberos and
security-enabled Hadoop have been properly configured on the Hadoop cluster itself, you must add the following
parameters to the Flume agent's f | urme. conf configuration file, which is typically located at
[etc/flunme-ng/conf/flune. conf:

agent Nane. si nks. si nkNane. hdf s. ker ber osPri nci pal =
flume/fully.qualified. domai n. nane@OUR- REALM COM
agent Nane. si nks. si nkNane. hdf s. ker ber osKeytab = /etc/fl une-ng/ conf/fl une. keytab

where:

agent Nane is the name of the Flume agent being configured, which in this release defaults to the value "agent".
si nkNane is the name of the HDFS sink that is being configured. The respective sink's t ype must be HDFS. These
properties can also be set using the substitution strings SKERBEROS_PRINCIPAL and SKERBEROS_KEYTAB, respectively.

In the previous example, f | une is the first component of the principal name, ful | y. qual i fi ed. domai n. nane is
the second, and YOUR- REALM COMis the name of the Kerberos realm your Hadoop cluster is in. The

[ etc/flume-ng/conf/flume. keyt ab file contains the keys necessary for

flunme/fully. qualified. domai n. nane @OUR- REALM COMto authenticate with other services.

Flume and Hadoop also provide a simple keyword, _HOST, that gets expanded to be the fully qualified domain name
of the host machine where the service is running. This allows you to have one f | une. conf file with the same
hdf s. ker ber osPri nci pal value on all of your agent host machines.

agent Nane. si nks. si nkNane. hdf s. ker ber osPri nci pal = fl ume/_HOST@/OUR- REALM COM

Writing as different users across multiple HDFS sinks in a single Flume agent

In this release, support has been added for secure impersonation of Hadoop users (similar to "sudo" in UNIX). This is
implemented in a way similar to how Oozie implements secure user impersonation.

The following steps to set up secure impersonation from Flume to HDFS assume your cluster is configured using
Kerberos. (However, impersonation also works on non-Kerberos secured clusters, and Kerberos-specific aspects should
be omitted in that case.)

1. Configure Hadoop to allow impersonation. Add the following configuration properties to your core-site. xnl .

<property>
<nanme>hadoop. proxyuser. f| une. gr oups</ nane>
<val ue>groupl, group2</ val ue>
<description>All ow the flune user to inpersonate any menbers of groupl and
group2</ descri ption>
</ property>
<property>
<nanme>hadoop. proxyuser. f| une. host s</ name>
<val ue>host 1, host 2</ val ue>



<description>All ow the flume user to connect only fromhostl and host2 to i npersonate
a user</description>
</ property>

You can use the wildcard character * to enable impersonation of any user from any host. For more information,
see Secure Impersonation.

2. Set up a Kerberos keytab for the Kerberos principal and host Flume is connecting to HDFS from. This user must
match the Hadoop configuration in the preceding step. For instructions, see Configuring Hadoop Security in CDH
5.

3. Configure the HDFS sink with the following configuration options:

4. hdf s. ker ber osPri nci pal -fully-qualified principal. Note: _HOST will be replaced by the hostname of the local
machine (only in-between the / and @characters)

5. hdf s. ker ber osKeyt ab - location on the local machine of the keytab containing the user and host keys for the
above principal

6. hdf s. proxyUser - the proxy user to impersonate

Example snippet (the majority of the HDFS sink configuration options have been omitted):

agent . si nks. sink-1.type = HDFS

agent . si nks. si nk- 1. hdf s. ker berosPri nci pal = fl ume/_HOST@/OUR- REALM COM
agent . si nks. si nk-1. hdf s. kerberosKeytab = /etc/fl ume-ng/conf/fl ume. keyt ab
agent . si nks. si nk- 1. hdf s. proxyUser = webl ogs

agent . si nks. si nk-2.type = HDFS

agent . si nks. si nk- 2. hdf s. kerberosPrinci pal = fl une/_HOST@OUR- REALM COM
agent . si nks. si nk- 2. hdf s. ker berosKeytab = /etc/fl ume-ng/conf/fl ume. keyt ab
agent . si nks. si nk- 2. hdfs. proxyUser = appl ogs

In the above example, the flume Kerberos principal impersonates the user webl ogs in si nk- 1 and the user appl ogs
in si nk- 2. This will only be allowed if the Kerberos KDC authenticates the specified principal (f | ume in this case), and
the if NameNode authorizes impersonation of the specified proxy user by the specified principal.

Limitations

At this time, Flume does not support using multiple Kerberos principals or keytabs in the same agent. Therefore, if you
want to create files as multiple users on HDFS, then impersonation must be configured, and exactly one principal must
be configured in Hadoop to allow impersonation of all desired accounts. In addition, the same keytab path must be
used across all HDFS sinks in the same agent. If you attempt to configure multiple principals or keytabs in the same
agent, Flume will emit the following error message:

Cannot use nultiple kerberos principals in the sane agent. Miust restart agent to use
new princi pal or keytab.

Configuring Kerberos for Flume Thrift Source and Sink Using Cloudera Manager

The Thrift source can be configured to start in secure mode by enabling Kerberos authentication. To communicate
with a secure Thrift source, the Thrift sink should also be operating in secure mode.

1. Open the Cloudera Manager Admin Console and go to the Flume service.
. Click the Configuration tab.

. Select Scope > Agent.

. Select Category > Main.

. Edit the Configuration File property and add the Thrift source and sink properties listed in the tables below to the
configuration file.

v b WN
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Table 1: Thrift Source Properties

Property

Description

ker ber os

Set to t r ue to enable Kerberos authentication. The

agent - pri nci pal and agent - keyt ab properties are required
for successful authentication. The Thrift source in secure mode,
will accept connections only from Thrift sinks that have
Kerberos-enabled and are successfully authenticated to the KDC.

agent - pri nci pal

The Kerberos principal used by the Thrift Source to authenticate
to the KDC.

agent - keyt ab

The path to the keytab file used by the Thrift Source in combination
with the agent - pri nci pal to authenticate to the KDC.

Table 2: Thrift Sink Properties

Property

Description

ker ber os

Set to t r ue to enable Kerberos authentication. In Kerberos mode,
client-principal, client-keytab and server-principal are required for
successful authentication and communication to a Kerberos enabled
Thrift Source.

client-principal

The principal used by the Thrift Sink to authenticate to the Kerberos
KDC.

client-keytab

The path to the keytab file used by the Thrift Sink in combination
with the cl i ent - pri nci pal to authenticate to the KDC.

server-princi pal

The principal of the Thrift Source to which this Thrift Sink connects.

Make sure you are configuring these properties for each Thrift source and sink instance. For example, for agent
al, sourcer 1, and sink k1, you would add the following properties:

# Kerberos properties for Thrift source sl

al. sources.rl. kerberos=true

al.sources.rl.agent-principal =<source_pri nci pal >
al. sources. rl. agent - keyt ab=<pat h/ t o/ sour ce/ keyt ab>

# Kerberos properties for Thrift sink k1l

al. sinks. k1. ker beros=true

al.sinks. kl.client-principal =<si nk_pri nci pal >
al. sinks. k1. client-keytab=<pat h/t o/ si nk/ keyt ab>
al. si nks. k1. server-princi pal =<pat h/ t o/ sour ce/ keyt ab>

Configure these sets of properties for as many instances of the Thrift source and sink as needed to enable Kerberos.

6. Click Save Changes to commit the changes.

7. Restart the Flume service.

Configuring Kerberos for Flume Thrift Source and Sink Using the Command Line

The Thrift source can be configured to start in secure mode by enabling Kerberos authentication. To communicate
with a secure Thrift source, the Thrift sink should also be operating in secure mode.

The following tables list the properties that must be configured in the / et c/ f | unme- ng/ conf/ f | une. conf file to
enable Kerberos for Flume's Thrift source and sink instances.




Table 3: Thrift Source Properties

Property Description

ker ber os Set to t r ue to enable Kerberos authentication. The

agent - pri nci pal and agent - keyt ab properties are required for
successful authentication. The Thrift source in secure mode, will accept
connections only from Thrift sinks that have Kerberos-enabled and
are successfully authenticated to the KDC.

agent - pri nci pal The Kerberos principal used by the Thrift Source to authenticate to
the KDC.
agent - keyt ab The path to the keytab file used by the Thrift Source in combination

with the agent - pri nci pal to authenticate to the KDC.

Table 4: Thrift Sink Properties

Property Description

ker ber os Set to t r ue to enable Kerberos authentication. In Kerberos mode,
client-principal, client-keytab and server-principal are required for
successful authentication and communication to a Kerberos enabled

Thrift Source.

client-principal The principal used by the Thrift Sink to authenticate to the Kerberos
KDC.

client-keytab The path to the keytab file used by the Thrift Sink in combination with

thecl i ent-princi pal to authenticate to the KDC.

server - princi pal The principal of the Thrift Source to which this Thrift Sink connects.

Make sure you are configuring these properties for each Thrift source and sink instance. For example, for agent al,
sourcer 1, and sink k1, you would add the following properties:

# Kerberos properties for Thrift source sl

al. sources. rl. kerberos=true
al.sources.rl.agent-principal =<source_pri nci pal >
al. sources. rl. agent - keyt ab=<pat h/ t o/ sour ce/ keyt ab>

# Kerberos properties for Thrift sink k1l

al. si nks. k1. ker ber os=true

al.sinks. kl.client-principal =<si nk_pri nci pal >

al. sinks. k1. client-keytab=<pat h/t o/ si nk/ keyt ab>

al. si nks. k1. server-princi pal =<pat h/ t o/ sour ce/ keyt ab>

Configure these sets of properties for as many instances of the Thrift source and sink as needed to enable Kerberos.

Flume Account Requirements

This section provides an overview of the account and credential requirements for Flume to write to a Kerberized HDFS.
Note the distinctions between the Flume agent machine, DataNode machine, and NameNode machine, as well as the
f 1 unme Unix user account versus the f | ume Hadoop/Kerberos user account.

e Each Flume agent machine that writes to HDFS (using a configured HDFS sink) needs a Kerberos principal of the
form:

flume/fully.qualified.domai n. name @OUR- REALM COM

whereful | y. qual i fi ed. domai n. nane is the fully qualified domain name of the given Flume agent host
machine, and YOUR- REALM COMis the Kerberos realm.



Each Flume agent machine that writes to HDFS does not need to have a f | une Unix user account to write files
owned by the f | ume Hadoop/Kerberos user. Only the keytab for the f | ume Hadoop/Kerberos user is required
on the Flume agent machine.

DataNode machines do not need Flume Kerberos keytabs and also do not need the f | urre Unix user account.

TaskTracker (MRv1) or NodeManager (YARN) machines need a f | ume Unix user account if and only if MapReduce
jobs are being run as the f | ume Hadoop/Kerberos user.

The NameNode machine needs to be able to resolve the groups of the f | une user. The groups of the f | une user
on the NameNode machine are mapped to the Hadoop groups used for authorizing access.

The NameNode machine does not need a Flume Kerberos keytab.

Testing the Flume HDFS Sink Configuration

To test whether your Flume HDFS sink is properly configured to connect to your secure HDFS cluster, you must run
data through Flume. An easy way to do this is to configure a Netcat source, a Memory channel, and an HDFS sink. Start
Flume with that configuration, and use the nc command (available freely online and with many UNIX distributions) to
send events to the Netcat source port. The resulting events should appear on HDFS in the configured location. If the
events do not appear, check the Flume log at/ var /| og/ f | ume- ng/ f | une. | og for any error messages related to
Kerberos.

Writing to a Secure HBase cluster

If you want to write to a secure HBase cluster, be aware of the following:

Flume must be configured to use Kerberos security as documented above, and HBase must be configured to use
Kerberos security as documented in HBase Security Configuration.

The hbase-si t e. xml file, which must be configured to use Kerberos security, must be in Flume's classpath or
HBASE_HOVE/ conf .

HBaseSink or g. apache. f | une. si nk. hbase. HBaseSi nk supports secure HBase, but AsyncHBaseSink

or g. apache. f I unme. si nk. hbase. AsyncHBaseSi nk does not.

The Flume HBase Sink takes these two parameters:

ker ber osPri nci pal —specifies the Kerberos principal to be used

ker ber osKeyt ab — specifies the path to the Kerberos keytab These are defined as:

agent . si nks. hbaseSi nk. ker berosPrinci pal = flume/fully. qualified.domai n. name@QOUR- REALM CCM
agent . si nks. hbaseSi nk. ker ber osKeytab = /etc/fl ume-ng/conf/flume. keyt ab

If HBase is running with the AccessController coprocessor, the f | une user (or whichever user the agent is running
as) must have permissions to write to the same table and the column family that the sink is configured to write
to. You can grant permissions using the gr ant command from HBase shell as explained in HBase Security
Configuration.

The Flume HBase Sink does not currently support impersonation; it will write to HBase as the user the agent is
being run as.

If you want to use HDFS Sink and HBase Sink to write to HDFS and HBase from the same agent respectively, both
sinks have to use the same principal and keytab. If you want to use different credentials, the sinks have to be on
different agents.

Each Flume agent machine that writes to HBase (using a configured HBase sink) needs a Kerberos principal of the
form:

flume/fully.qualified. domai n. nane @OUR- REALM COM

where ful | y. qual i fi ed. domai n. nane is the fully qualified domain name of the given Flume agent host
machine, and YOUR-REALM.COM is the Kerberos realm.



HBase Authentication

To configure HBase security, complete the following tasks:

1. Configure HBase Authentication: You must establish a mechanism for HBase servers and clients to securely identify
themselves with HDFS, ZooKeeper, and each other. This ensures that hosts are who they claim to be.

E,i Note:

¢ To enable HBase to work with Kerberos security, you must perform the installation and
configuration steps in Configuring Hadoop Security in CDH 5 and ZooKeeper Security

Configuration.

e Although an HBase Thrift server can connect to a secured Hadoop cluster, access is not
secured from clients to the HBase Thrift server. To encrypt communication between clients
and the HBase Thrift Server, see Configuring TLS/SSL for HBase Thrift Server on page 238.

The following sections describe how to use Apache HBase and CDH 5 with Kerberos security:

e Configuring Kerberos Authentication for HBase on page 126
e Configuring Secure HBase Replication on page 131
e Configuring the HBase Client TGT Renewal Period on page 132

2. Configure HBase Authorization: You must establish rules for the resources that clients are allowed to access. For
more information, see Configuring HBase Authorization on page 443.

Using the Hue HBase App

Hue includes an HBase App that allows you to interact with HBase through a Thrift proxy server. Because Hue sits
between the Thrift server and the client, the Thrift server assumes that all HBase operations come from the hue user
and not the client. To ensure that users in Hue are only allowed to perform HBase operations assigned to their own
credentials, and not those of the hue user, you must enable HBase impersonation. For more information about the
how to enable doAs Impersonation for the HBase Browser Application, see Enabling the HBase Browser Application
with doAs Impersonation.

Configuring Kerberos Authentication for HBase

Follow these steps to configure HBase authentication.

Configuring Kerberos Authentication for HBase Using Cloudera Manager

Cloudera Manager simplifies the task of configuring Kerberos authentication for HBase.
Configure HBase Servers to Authenticate with a Secure HDFS Cluster Using Cloudera Manager
Minimum Required Role: Security Administrator (also provided by Full Administrator)

1. If not done already, enable Kerberos authentication on your cluster using the Cloudera Manager wizard. This
procedure will create principals for the Cloudera Manager server and associated CDH components such as HBase.

. Go to the HBase service.

. Click the Configuration tab.

. Select HBase Service-Wide.

. Select Category > Security.

. Ensure the Kerberos principal for the HBase service was generated. See Viewing and Regenerating Kerberos

Principals on page 72.
. Locate the HBase Secure Authentication property or search for it by typing its name in the Search box.

. Select the kerberos option.
9. Click Save Changes to commit the changes.
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10 Restart the role.
1. Restart the service.

Configure HBase Servers and Clients to Authenticate with a Secure ZooKeeper

To run a secure HBase, you must also use a secure ZooKeeper. To use a secure ZooKeeper, each HBase host machine
(Master, RegionServer, and client) must have a principal that allows it to authenticate with your secure ZooKeeper
ensemble.

Cloudera Manager automatically configures the following features when you enable Kerberos authentication, and no
additional configuration is required.

¢ Authentication between HBase and ZooKeeper
e Authentication for the HBase REST and Thrift gateways
e doAs impersonation for the HBase Thrift gateway

Note:

If you use framed transport, you cannot use doAs impersonation, because SASL does not work with
Thrift framed transport.

Configuring Kerberos Authentication for HBase Using the Command Line

o Important:

¢ If you use Cloudera Manager, do not use these command-line instructions.

¢ This information applies specifically to CDH 5.7.x. If you use a lower version of CDH, see the
documentation for that version located at Cloudera Documentation.

Configure HBase Servers to Authenticate with a Secure HDFS Cluster Using the Command Line

To configure HBase servers to authenticate with a secure HDFS cluster, you must do the following:

Enabling HBase Authentication

Set the hbase. securi ty. aut henti cati on property to ker ber os in hbase-si t e. xnml on every host acting as an
HBase master, RegionServer, or client. In CDH 5, hbase. r pc. engi ne is automatically detected and does not need to
be set.

<property>
<nanme>hbase. security. aut henti cati on</ name>
<val ue>ker ber os</ val ue>

</ property>

Configuring HBase Kerberos Principals

To run on a secure HDFS cluster, HBase must authenticate itself to the HDFS services. HBase acts as a Kerberos principal
and needs Kerberos credentials to interact with the Kerberos-enabled HDFS daemons. You can authenticate a service
by using a keytab file, which contains a key that allows the service to authenticate to the Kerberos Key Distribution
Center (KDC).

1. Create a service principal for the HBase server using the following syntax. This principal is used to authenticate
the HBase server with the HDFS services. Cloudera recommends using hbase as the username.

$ kadnmin
kadni n: addprinc -randkey hbase/fully. qualified. domai n. name @OUR- REALM COM

fully.qualified.domai n. nane is the host where the HBase server is running, and YOUR- REALMis the name
of your Kerberos realm.


http://www.cloudera.com/content/support/en/documentation.html

2. Create a keytab file for the HBase server.

$ kadmin
kadmi n: xst -k hbase. keytab hbase/fully.qualified.donmain. nane

3. Copy the hbase. keyt ab file to the / et ¢/ hbase/ conf directory on the HBase server host. The owner of the
hbase. keyt ab file should be the hbase user, and the file should have owner-only read permissions—that is,
assign the file 0400 permissions and make it owned by hbase: hbase.

S R 1 hbase hbase 1343 2012-01-09 10:39 hbase. keytab

4. To test that the keytab file was created properly, try to obtain Kerberos credentials as the HBase principal using
only the keytab file. Substitute your f ul | y. qual i fi ed. domai n. narme and realm in the following command:

$ kinit -k -t /etc/hbase/conf/hbase. keyt ab
hbase/ful ly. qualifi ed. donmai n. nane @OUR- REALM COM

5. Inthe/ et c/ hbase/ conf/ hbase- si t e. xm configuration file on all cluster hosts running the HBase daemon,
add the following lines:

<property>
<nanme>hbase. regi onserver. ker beros. pri nci pal </ nane>
<val ue>hbase/ _HOST@OUR- REALM COW/ val ue>

</ property>

<property>
<nanme>hbase. regi onserver. keyt ab. fi | e</ name>
<val ue>/ et c/ hbase/ conf/ hbase. keyt ab</ val ue>
</ property>

<property>
<nane>hbase. mast er. ker ber os. pri nci pal </ nane>
<val ue>hbase/ _HOST@OUR- REALM COW/ val ue>

</ property>

<property>

<nanme>hbase. mast er. keyt ab. fi | e</ nane>

<val ue>/ et c/ hbase/ conf/ hbase. keyt ab</ val ue>
</ property>

Configure HBase Servers and Clients to Authenticate with a Secure ZooKeeper

To run a secure HBase, you must also use a secure ZooKeeper. To use a secure ZooKeeper, each HBase host machine
(Master, RegionServer, and client) must have a principal that allows it to authenticate with your secure ZooKeeper
ensemble.

E’; Note: This section assumes the following:

e Your secure ZooKeeper is already configured according to the instructions in the ZooKeeper
Security Configuration section and is not managed by HBase.

¢ You have successfully completed the previous steps and already have a principal and keytab file
created and in place for every HBase server and client.

Configure HBase JVMs (all Masters, RegionServers, and clients) to Use JAAS

1. On each host, set up a Java Authentication and Authorization Service (JAAS) by creating a
/ et c/ hbase/ conf/ zk-j aas. conf file that contains the following:

Cient {
com sun. security. aut h. nodul e. Kr b5Logi nMbdul e requi red
useKeyTab=t r ue
useTi cket Cache=f al se



keyTab="/ et c/ hbase/ conf/ hbase. keyt ab"
princi pal ="hbase/ful l y. qual i fi ed. donai n. nane @YOUR- REALM>" ;

2. Modify the hbase- env. sh file on HBase server and client hosts to include the following:

export HBASE OPTS="$HBASE_OPTS
-Dj ava. security. auth. | ogin. config=/etc/hbase/ conf/zk-jaas.conf"
export HBASE_MANAGES ZK=f al se

3. Restart the HBase cluster.

Configure the HBase Servers (Masters and RegionServers) to Use Authentication to Connect to ZooKeeper

E,’ Note: If you use Cloudera Manager, this configuration is done automatically and you do not need to
perform these steps.

1. Update your hbase-si t e. xml on each HBase server host with the following properties:

<configuration>
<property>
<nanme>hbase. zookeeper . quor unx/ nanme>
<val ue>$ZK NODES</ val ue>
</ property>
<property>
<nane>hbase. cl ust er. di st ri but ed</ nane>
<val ue>t rue</ val ue>
</ property>
</ configuration>

$ZK_NODES is the comma-separated list of hostnames of the ZooKeeper Quorum hosts that you configured
according to the instructions in ZooKeeper Security Configuration.

2. Add the following lines to the ZooKeeper configuration file zoo. cf g:

ker ber os. renoveHost FronPri nci pal =t rue
ker ber os. renoveReal nFronPri nci pal =true

3. Restart ZooKeeper.
Configure Authentication for the HBase REST and Thrift Gateways

By default, the REST gateway does not support impersonation, but accesses HBase as a statically configured user. The
actual user who initiated the request is not tracked. With impersonation, the REST gateway user is a proxy user. The
HBase server records the actual user who initiates each request and uses this information to apply authorization.

E’; Note: If you use Cloudera Manager, this configuration is done automatically and you do not need to
perform these steps.

1. Enable support for proxy users by adding the following properties to hbase- si t e. xni . Substitute the REST
gateway proxy user for SUSER, and the allowed group list for SGROUPS.

<property>
<nane>hbase. security. aut hori zati on</ nane>
<val ue>t rue</ val ue>

</ property>

<property>
<name>hadoop. pr oxyuser . $USER. gr oups</ nane>
<val ue>$CGROUPS</ val ue>

</ property>

<property>
<name>hadoop. pr oxyuser . $USER. host s</ nane>



<val ue>$GR0OUPS</ val ue>
</ property>

2. Enable REST gateway impersonation by adding the following to the hbase- si t e. xni file for every REST gateway:

<property>
<nanme>hbase. rest. aut henti cati on. t ype</ name>
<val ue>ker ber os</ val ue>
</ property>
<property>
<nanme>hbase. rest. aut henti cati on. ker ber os. pri nci pal </ name>
<val ue>HTTP/ful |l y. qual i fi ed. domai n. name@YOUR- REALM val ue>
</ property>
<property>
<nanme>hbase. rest. aut henti cati on. ker ber os. keyt ab</ name>
<val ue>/ et c/ hbase/ conf/ hbase. keyt ab</ val ue>
</ property>

3. Add the following properties to hbase- si t e. xml for each Thrift gateway, replacing the Kerberos principal with
a valid value:

<property>
<name>hbase. thrift. keytab. fil e</nane>
<val ue>/ et c/ hbase/ conf/ hbase. keyt ab</ val ue>
</ property>
<property>
<nanme>hbase. thrift. kerberos. princi pal </ name>
<val ue>hbase/ful l y. qualifi ed. domai n. nane@YOUR- REALMK/ val ue>
</ property>
<property>
<nanme>hbase. thrift.security. gop</ nane>
<val ue>aut h</ val ue>
</ property>

The value for the property hbase. thri ft. security. gop can be one of the following:

e aut h- conf —Authentication, integrity, and confidentiality checking
e aut h-i nt —Authentication and integrity checking

e aut h—Authentication checking only

4. To use the Thrift API principal to interact with HBase, add the hbase. t hri ft. ker ber os. pri nci pal to the
acl table. For example, to provide administrative access to the Thrift APl principalt hri ft _server, runan HBase
Shell command like the following:

hbase> grant'thrift_server', 'RACA

5. Optional: Configure HTTPS transport for Thrift by configuring the following parameters, substituting the placeholders
with actual values:

<property>
<name>hbase. thrift.ssl.enabl ed</ nane>
<val ue>t rue</ val ue>

</ property>

<property>
<nane>hbase. thrift.ssl.keystore. store</nane>
<val ue>LOCATI ON_OF KEYSTORE</ val ue>

</ property>

<property>
<nane>hbase. thrift. ssl.keystore. passwor d</ nane>
<val ue>KEYSTORE_PASSWORD</ val ue>

</ property>

<property>
<nanme>hbase. thrift. ssl.keystore. keypasswor d</ nane>
<val ue>LOCATI ON_OF KEYSTORE_KEY_PASSWORD</ val ue>



</ property>

The Thrift gateway authenticates with HBase using the supplied credential. No authentication is performed by
the Thrift gateway itself. All client access through the Thrift gateway uses the gateway’s credential, and all clients
have its privileges.

Configure doAs Impersonation for the HBase Thrift Gateway

E’; Note:

If you use framed transport, you cannot use doAs impersonation, because SASL does not work with
Thrift framed transport.

doAs Impersonation provides a flexible way to use the same client to impersonate multiple principals. doAs is supported
only in Thrift 1, not Thrift 2.

Enable doAs support by adding the following properties to hbase- si t e. xml on each Thrift gateway:

<property>
<nanme>hbase. regi onserver.thrift. http</ nanme>
<val ue>t rue</ val ue>

</ property>

<property>
<nanme>hbase. thrift. support. proxyuser </ name>
<val ue>t rue/ val ue>

</ property>

See the demo client for information on using doAs impersonation in your client applications.
Start HBase

If the configuration worked, you see something similar to the following in the HBase Master and RegionServer logs
when you start the cluster:

I NFO zookeeper. ZooKeeper: Initiating client connection,

connect Stri ng=ZK_QUORUM_SERVER: 2181 sessi onTi meout =180000 wat cher =nast er: 60000

I NFO zookeeper. i ent Cnxn: Openi ng socket connection to server /ZK QUORUM SERVER: 2181

I NFO zookeeper . Recover abl eZooKeeper: The identifier of this process is

Pl D@K_QUORUM_SERVER

I NFO zookeeper. Logi n: successfully | ogged in.

I NFO client.ZooKeeperSasldient: Client will use GSSAPI as SASL nechani sm

I NFO zookeeper. Login: TGT refresh thread started.

I NFO zookeeper. Cli ent Cnxn: Socket connection established to ZK QUORUM SERVER: 2181,

initiating session

I NFO zookeeper. Login: TGT valid starting at: Sun Apr 08 22:43:59 UTC 2012

I NFO zookeeper. Logi n: TGT expires: Mon Apr 09 22:43:59 UTC 2012

I NFO zookeeper. Login: TGT refresh sleeping until: Mn Apr 09 18:30:37 UTC 2012

I NFO zookeeper. d i ent Cnxn: Sessi on establ i shmrent conpl ete on server ZK QUORUM SERVER: 2181,
sessionid = 0x134106594320000, negotiated tineout = 180000

Configuring Secure HBase Replication

If you are using HBase Replication and you want to make it secure, read this section for instructions. Before proceeding,
you should already have configured HBase Replication by following the instructions in the HBase Replication section
of the CDH 5 Installation Guide.

To configure secure HBase replication, you must configure cross realm support for Kerberos, ZooKeeper, and Hadoop.
To configure secure HBase replication:

1. Create krbtgt principals for the two realms. For example, if you have two realms called ONE. COMand TWO. COM
you need to add the following principals: kr bt gt / ONE. COM@W0. COMand kr bt gt / TWO. COM@NE. COM Add


https://github.com/apache/hbase/blob/master/hbase-examples/src/main/java/org/apache/hadoop/hbase/thrift/HttpDoAsClient.java

these two principals at both realms. There must be at least one common encryption mode between these two
realms.

kadmi n: addprinc -e "<enc_type_list>" krbtgt/ONE. COM@rwo. COM
kadmi n: addprinc -e "<enc_type_list>" krbtgt/ TWO COMA@NE. COM

2. Add rules for creating short names in Zookeeper. To do this, add a system level property in j ava. env, defined
in the conf directory. Here is an example rule that illustrates how to add support for the realm called ONE. COV
and have two members in the principal (such as ser vi ce/ i nst ance @NE. COM:

- Dzookeeper . security. auth_to_| ocal =RULE [ 2:\ $1@$0] (. * @\ QONE. COM \ E$) s/ @\ QONE. COM\ E3/ / DEFAULT

The above code example adds support for the ONE. COMrealm in a different realm. So, in the case of replication,
you must add a rule for the primary cluster realm in the replica cluster realm. DEFAULT is for defining the default
rule.

3. Add rules for creating short names in the Hadoop processes. To do this, add the
hadoop. security. auth_to_l ocal propertyinthecore-site.xnl filein the replica cluster. For example,
to add support for the ONE. COMrealm:

<property>
<nanme>hadoop. security. aut h_t o_| ocal </ name>
<val ue>
RULE: [ 2: $1@0] (. * @ QONE. COM E$) s/ @ QONE. COM E$/ /
DEFAULT
</ val ue>
</ property>

For more information about adding rules, see Configuring the Mapping from Kerberos Principals to Short Names.

Configuring the HBase Client TGT Renewal Period

An HBase client user must also have a Kerberos principal which typically has a password that only the user knows. You
should configure the maxr enewl i f e setting for the client's principal to a value that allows the user enough time to
finish HBase client processes before the ticket granting ticket (TGT) expires. For example, if the HBase client processes
require up to four days to complete, you should create the user's principal and configure the naxr enewl i f e setting
by using this command:

kadmi n: addprinc -maxrenew ife 4days

HCatalog Authentication

This section describes how to configure HCatalog in CDH 5 with Kerberos security in a Hadoop cluster:

e Before You Start on page 132

e Step 1: Create the HTTP keytab file on page 133

e Step 2: Configure WebHCat to Use Security on page 133
e Step 3: Create Proxy Users on page 133

e Step 4: Verify the Configuration on page 134

For more information about HCatalog see Installing and Using HCatalog.

Before You Start

Secure Web HCatalog requires a running remote Hive metastore service configured in secure mode. See Hive
MetaStoreServer Security Configuration for instructions. Running secure WebHCat with an embedded repository is
not supported.




Step 1: Create the HTTP keytab file
You need to create a keyt ab file for WebHCat. Follow these steps:

1. Create the file:

kadm n: addprinc -randkey HTTP/fully.qualified. donai n. nane@OUR- REALM COM
kadmi n: xst -k HTTP. keytab HTTP/ful ly. qualified. domai n. nane

2. Move the file into the WebHCat configuration directory and restrict its access exclusively to the hcat al og user:

$ mv HTTP. keyt ab /et c/webhcat/ conf/
$ chown hcat al og /et c/webhcat/ conf/ HTTP. keyt ab
$ chrod 400 /etc/webhcat/ conf/HTTP. keyt ab

Step 2: Configure WebHCat to Use Security

Create or edit the WebHCat configuration file webhcat - si t e. xml in the configuration directory and set following

properties:

Property Value

templeton.kerberos.secret Any random value

templeton.kerberos.keytab / et c/ webhcat / conf/ HTTP. keyt ab
templeton.kerberos.principal HTTP/fully.qualified.domain.name@YOUR-REALM.COM

Example configuration:

<property>
<name>t enpl et on. ker ber os. secr et </ nane>
<val ue>SuPer S3c3t V@ ue! </ val ue>
</ property>

<property>

<nane>t enpl et on. ker ber os. keyt ab</ nane>

<val ue>/ et c/ webhcat / conf/ HTTP. keyt ab</ val ue>
</ property>

<property>

<nane>t enpl et on. ker ber os. pri nci pal </ nane>

<val ue>HTTP/ful | y. qual i fi ed. dormai n. name @ OUR- REALM COWK/ val ue>
</ property>

Step 3: Create Proxy Users

WebHCat needs access to your NameNode in order to work properly, and so you must configure Hadoop to allow
impersonation from the hcat al og user. To do this, edit your cor e- si t e. xm configuration file and set the
hadoop. proxyuser. HTTP. host s and hadoop. pr oxyuser . HTTP. gr oups properties to specify the hosts from
which HCatalog can do the impersonation and what users can be impersonated. You can use the value * for "any".

Example configuration:

<property>
<name>hadoop. pr oxyuser. HTTP. host s</ nanme>
<val ue>*</val ue>

</ property>

<property>
<nanme>hadoop. pr oxyuser. HTTP. gr oups</ nane>
<val ue>*</val ue>

</ property>



Step 4: Verify the Configuration

After restarting WebHcat you can verify that it is working by using cur | (you may need to run ki ni t first):

$ curl --negotiate -i -u :
"http://fully.qualified. donain. nane: 50111/t enpl et on/ v1/ ddl / dat abase’

Hive Authentication

Here is a summary of the status of Hive authentication in CDH 5:

e HiveServer2 supports authentication of the Thrift client using Kerberos or user/password validation backed by
LDAP. For configuration instructions, see HiveServer2 Security Configuration.

e Earlier versions of HiveServer do not support Kerberos authentication for clients. However, the Hive MetaStoreServer
does support Kerberos authentication for Thrift clients. For configuration instructions, see Hive MetaStoreServer
Security Configuration.

See also: Using Hive to Run Queries on a Secure HBase Server on page 141

For authorization, Hive uses Apache Sentry to enable role-based, fine-grained authorization for HiveServer2. See Apache
Sentry Overview.

o Important: Cloudera does not support Apache Ranger or Hive's native authorization frameworks for
configuring access control in Hive. Use the Cloudera-supported Apache Sentry instead.

HiveServer2 Security Configuration
HiveServer2 supports authentication of the Thrift client using the following methods:

e Kerberos authentication
¢ LDAP authentication

Starting with CDH 5.7, clusters running LDAP-enabled HiveServer2 deployments also accept Kerberos authentication.
This ensures that users are not forced to enter usernames/passwords manually, and are able to take advantage
of the multiple authentication schemes SASL offers. In CDH 5.6 and lower, HiveServer2 stops accepting delegation
tokens when any alternate authentication is enabled.

Kerberos authentication is supported between the Thrift client and HiveServer2, and between HiveServer2 and secure
HDFS. LDAP authentication is supported only between the Thrift client and HiveServer2.

Enabling Kerberos Authentication for HiveServer2

If you configure HiveServer2 to use Kerberos authentication, HiveServer2 acquires a Kerberos ticket during startup.
HiveServer2 requires a principal and keytab file specified in the configuration. Client applications (for example, JDBC
or Beeline) must have a valid Kerberos ticket before initiating a connection to HiveServer2.

Configuring HiveServer2 for Kerberos-Secured Clusters

To enable Kerberos Authentication for HiveServer2, add the following properties in the
/ et c/ hivel/ conf/ hive-site.xnl file:

<property>
<nane>hi ve. server 2. aut henti cati on</ name>
<val ue>KERBERCS</ val ue>
</ property>
<property>
<nane>hi ve. server 2. aut henti cati on. ker ber os. pri nci pal </ nane>
<val ue>hi ve/ _HOST@/OUR- REALM COWK/ val ue>
</ property>



<property>
<nanme>hi ve. server 2. aut henti cati on. ker ber os. keyt ab</ nane>
<val ue>/ et ¢/ hi ve/ conf/ hi ve. keyt ab</ val ue>

</ property>

where:

e hive.server2. aut henti cati onisa client-facing property that controls the type of authentication HiveServer2
uses for connections to clients. In this case, HiveServer2 uses Kerberos to authenticate incoming clients.

e The HOST@OUR- REALM COMvalue in the example above is the Kerberos principal for the host where HiveServer2
is running. The string _HOST in the properties is replaced at run time by the fully qualified domain name (FQDN)
of the host machine where the daemon is running. Reverse DNS must be working on all the hosts configured this
way. Replace YOUR- REALM COMwith the name of the Kerberos realm your Hadoop cluster is in.

e The/etc/ hivel/ conf/ hive. keyt ab value in the example above is a keytab file for that principal.

If you configure HiveServer2 to use both Kerberos authentication and secure impersonation, JDBC clients and Beeline
can specify an alternate session user. If these clients have proxy user privileges, HiveServer2 impersonates the alternate
user instead of the one connecting. The alternate user can be specified by the JDBC connection string

pr oxyUser =user Nanme

Configuring JDBC Clients for Kerberos Authentication with HiveServer2 (using the Apache Hive driver in Beeline)

JDBC-based clients mustinclude pri nci pal =<hi ve. server 2. aut henti cat i on. pri nci pal >inthe JDBC connection
string. For example:

String url =
"jdbc: hive2://nodel: 10000/ def aul t; pri nci pal =hi ve/ Hi veSer ver 2Host @'OUR- REALM COM'
Connection con = DriverManager. get Connection(url);

where hi ve is the principal configured in hi ve-si t e. xml and Hi veSer ver 2Host is the host where HiveServer2 is
running.

For JDBC clients using the Cloudera JDBC driver, see Cloudera JDBC Driver for Hive. For ODBC clients, see Cloudera
ODBC Driver for Apache Hive.

Using Beeline to Connect to a Secure HiveServer2

Use the following command to start beel i ne and connect to a secure HiveServer2 process. In this example, the
HiveServer2 process is running on | ocal host at port 10000:

$ /usr/lib/hivel/bin/beeline

beel i ne> ! connect

jdbc: hive2://1 ocal host: 10000/ def aul t; pri nci pal =hi ve/ Hi veSer ver 2Host @/OUR- REALM COM
0: jdbc: hive2://1ocal host: 10000/ def aul t >

For more information about the Beeline CLI, see Using the Beeline CLI.

For instructions on encrypting communication with the ODBC/JDBC drivers, see Configuring Encrypted Communication
Between HiveServer2 and Client Drivers on page 240.

Using LDAP Username/Password Authentication with HiveServer2

As an alternative to Kerberos authentication, you can configure HiveServer2 to use user and password validation backed
by LDAP. The client sends a username and password during connection initiation. HiveServer2 validates these credentials
using an external LDAP service.

You can enable LDAP Authentication with HiveServer2 using Active Directory or OpenLDAP.


http://www.cloudera.com/content/www/en-us/downloads/connectors/hive/jdbc/2-5-15.html
http://www.cloudera.com/content/cloudera-content/cloudera-docs/Connectors/PDF/Cloudera-ODBC-Driver-for-Apache-Hive-Install-Guide.pdf
http://www.cloudera.com/content/cloudera-content/cloudera-docs/Connectors/PDF/Cloudera-ODBC-Driver-for-Apache-Hive-Install-Guide.pdf

Important: When using LDAP username/password authentication with HiveServer2, you must enable

o encrypted communication between HiveServer2 and its client drivers to avoid sending cleartext
passwords. For instructions, see Configuring Encrypted Communication Between HiveServer2 and
Client Drivers on page 240. To avoid sending LDAP credentials over a network in cleartext, see
Configuring LDAPS Authentication with HiveServer2 on page 137.

Enabling LDAP Authentication with HiveServer2 using Active Directory
¢ For managed clusters, use Cloudera Manager:

1. Inthe Cloudera Manager Admin Console, click Hive in the list of components, and then select the Configuration
tab.

. Type "ldap" in the Search text box to locate the LDAP configuration fields.

. Check Enable LDAP Authentication.

. Enter the LDAP URL in the format | dap[ s] : / / <host >: <port >

. Enter the Active Directory Domain for your environment.

. Click Save Changes.

A WN

¢ For unmanaged clusters, use the command line:

Add the following properties to the hi ve-site. xm :

<property>
<nane>hi ve. server 2. aut henti cati on</ nanme>
<val ue>LDAP</ val ue>

</ property>

<property>
<nanme>hi ve. server 2. aut henti cati on. | dap. url </ nanme>
<val ue>LDAP_URLL</ val ue>

</ property>

<property>
<nanme>hi ve. server 2. aut henti cati on. | dap. Donai n</ nane>
<val ue>AD_DOVAI N ADDRESS</ val ue>

</ property>

Where:
The LDAP_URL value is the access URL for your LDAP server. For example, | dap[ s] : / / <host >: <port >

Enabling LDAP Authentication with HiveServer2 using OpenLDAP

To enable LDAP authentication using OpenLDAP, include the following properties in hi ve-site. xm :

<property>
<name>hi ve. server 2. aut henti cat i on</ nane>
<val ue>LDAP</ val ue>

</ property>

<property>
<nanme>hi ve. server 2. aut henti cati on. | dap. url </ name>
<val ue>LDAP_URL</ val ue>

</ property>

<property>
<name>hi ve. server 2. aut henti cati on. | dap. baseDN</ nane>
<val ue>LDAP_BaseDN</ val ue>

</ property>

where:

e The LDAP_URL value is the access URL for your LDAP server.
e The LDAP_BaseDNvalue is the base LDAP DN for your LDAP server; for example,
ou=Peopl e, dc=exanpl e, dc=com



Configuring JDBC Clients for LDAP Authentication with HiveServer2
The JDBC client requires a connection URL as shown below.
JDBC-based clients must include user =LDAP_User i d; passwor d=LDAP_Passwor d in the JDBC connection string.

For example:

String url = "jdbc: hive2://nodel: 10000/ def aul t ; user =LDAP_User i d; passwor d=LDAP_Passwor d"
Connecti on con = DriverMnager. get Connection(url);

where the LDAP_User i d value is the user ID and LDAP_Passwor d is the password of the client user.

For ODBC Clients, see Cloudera ODBC Driver for Apache Hive.

Enabling LDAP Authentication for HiveServer2 in Hue

Enable LDAP authentication with HiveServer2 by setting the following properties under the [ beeswax] section in
hue. i ni .

aut h_user nane LDAP username of Hue user to be authenticated.

aut h_password LDAP password of Hue user to be authenticated.

Hive uses these login details to authenticate to LDAP. The Hive service trusts that Hue has validated the user being
impersonated.

Configuring LDAPS Authentication with HiveServer2

HiveServer2 supports LDAP username/password authentication for clients. Clients send LDAP credentials to HiveServer2
which in turn verifies them against the configured LDAP provider, such as OpenLDAP or Microsoft Active Directory.
Most implementations now support LDAPS (LDAP over TLS/SSL), an authentication protocol that uses TLS/SSL to encrypt
communication between the LDAP service and its client (in this case, HiveServer2) to avoid sending LDAP credentials
in cleartext.

To configure the LDAPS service with HiveServer2:

1. Import the LDAP server CA certificate or the server certificate into a truststore on the HiveServer2 host. If you
import the CA certificate, HiveServer2 will trust any server with a certificate issued by the LDAP server's CA. If you
only import the server certificate, HiveServer2 trusts only that server. See Creating Java Keystores and Truststores

on page 210 for more details.
2. Make sure the truststore file is readable by the hi ve user.

3. Setthe hi ve. server 2. aut henti cati on. | dap. url configuration property in hi ve-si t e. xm to the LDAPS
URL. For example, | daps:// sanpl e. nyhost . com

E,i Note: The URL scheme should be | daps and not | dap.

4. If thisis a managed cluster, in Cloudera Manager, go to the Hive service and select Configuration. Under Category,
select Security. In the right panel, search for HiveServer2 TLS/SSL Certificate Trust Store File, and add the path
to the truststore file that you created in step 1.

If you are using an unmanaged cluster, set the environment variable HADOOP_OPTS as follows:

HADOOP_OPTS="- Dj avax. net. ssl . trust Store=<trust Store-fil e-pat h>
- O avax. net . ssl . trust St or ePasswor d=<t r ust St or e- passwor d>"

5. Restart HiveServer2.

Pluggable Authentication

Pluggable authentication allows you to provide a custom authentication provider for HiveServer2.


http://www.cloudera.com/content/cloudera-content/cloudera-docs/Connectors/PDF/Cloudera-ODBC-Driver-for-Apache-Hive-Install-Guide.pdf

To enable pluggable authentication:

1. Set the following properties in / et ¢/ hi ve/ conf/ hi ve-site. xm :

<property>
<nane>hi ve. server 2. aut henti cati on</ name>
<val ue>CUSTOWK/ val ue>
<description>Cient authentication types.
NONE: no aut hentication check
LDAP: LDAP/ AD based aut hentication
KERBEROS: Ker ber os/ GSSAPI aut henti cati on
CUSTOM Custom aut henti cation provider
(Use with property hive.server?2.custom aut hentication. cl ass)
</ descri ption>

</ property>

<property>
<nane>hi ve. server 2. cust om aut henti cati on. cl ass</ nanme>
<val ue>pl uggabl e- aut h- cl ass- nane</ val ue>
<descri pti on>
Cust om aut henti cati on class. Used when property
" hive.server2.authentication' is set to 'CUSTOM. Provided cl ass
must be a proper inplenentation of the interface
or g. apache. hi ve. servi ce. aut h. PasswdAut hent i cati onProvi der. Hi veServer?2
will call its Authenticate(user, passed) nethod to authenticate requests.
The inpl enentation nay optionally extend the Hadoop's
or g. apache. hadoop. conf. Configured class to grab H ve's Configuration object.
</ descri ption>
</ property>

2. Make the class available in the CLASSPATH of HiveServer2.

Trusted Delegation with HiveServer2

HiveServer2 determines the identity of the connecting user from the underlying authentication subsystem (Kerberos
or LDAP). Any new session started for this connection runs on behalf of this connecting user. If the server is configured
to proxy the user at the Hadoop level, then all MapReduce jobs and HDFS accesses will be performed with the identity
of the connecting user. If Apache Sentry is configured, then this connecting userid can also be used to verify access
rights to underlying tables, views and so on.

In CDH 4.5, a connecting user (for example, hue) with Hadoop-level superuser privileges, can request an alternate user
for the given session. HiveServer2 will check if the connecting user has Hadoop-level privileges to proxy the requested
userid (for example, bob). If it does, then the new session will be run on behalf of the alternate user, bob, requested
by connecting user, hue.

To specify an alternate user for new connections, the JDBC client needs to add the

hi ve. server 2. proxy. user =<al t er nat e_user _i d> property to the JDBC connection URL. Note that the connecting
user needs to have Hadoop-level proxy privileges over the alternate user. For example, if user hue requests access to
run a session as user bob, the JDBC connection string should be as follows:

# Logi n as super user Hue
kinit hue -k -t hue. keytab hue@w- REALM COM

# Connect using foll owi ng JDBC connection string
#
j dbc: hi ve2: / / nyHbst . nyQ g. com 10000/ def aul t ; pri nci pal =hi ve/ _HIST@N- REALM GM hi ve. ser ver 2. pr oxy. user =bob

HiveServer2 Impersonation

E,i Note: This is not the recommended method to implement HiveServer2 impersonation. Cloudera
recommends you use Sentry to implement this instead.

Impersonation support in HiveServer2 allows users to execute queries and access HDFS files as the connected user
rather than the super user who started the HiveServer2 daemon. Impersonation allows admins to enforce an access
policy at the file level using HDFS file and directory permissions.



To enable impersonation in HiveServer2:

1. Addthe following property tothe/ et c/ hi ve/ conf/ hi ve-si t e. xnl fileand setthevaluetot r ue. (The default
valueis f al se.)

<property>
<nane>hi ve. server 2. enabl e. i nper sonat i on</ name>
<descri pti on>Enabl e user inpersonation for Hi veServer2</description>
<val ue>t rue</ val ue>

</ property>

2. In HDFS or MapReduce configurations, add the following property to the cor e-si t e. xnd file:

<property>
<nanme>hadoop. pr oxyuser. hi ve. host s</ nanme>
<val ue>*</val ue>

</ property>

<property>
<nanme>hadoop. pr oxyuser. hi ve. gr oups</ nane>
<val ue>*</val ue>

</ property>

See also File System Permissions.

Securing the Hive Metastore

E,i Note: This is not the recommended method to protect the Hive Metastore. Cloudera recommends
you use Sentry to implement this instead.

To prevent users from accessing the Hive metastore and the Hive metastore database using any method other than
through HiveServer2, the following actions are recommended:

¢ Add a firewall rule on the metastore service host to allow access to the metastore port only from the HiveServer2
host. You can do this using iptables.
e Grant access to the metastore database only from the metastore service host. This is specified for MySQL as:

GRANT ALL PRI VI LEGES ON netastore.* TO ' hive' @net astorehost';

where net ast or ehost is the host where the metastore service is running.

e Make sure users who are not admins cannot log on to the host on which HiveServer2 runs.

Disabling the Hive Security Configuration

Hive's security related metadata is stored in the configuration file hi ve- si t e. xnl . The following sections describe
how to disable security for the Hive service.

Disable Client/Server Authentication
To disable client/server authentication, set hi ve. server 2. aut hent i cat i on to NONE. For example,

<property>
<nanme>hi ve. server 2. aut henti cati on</ name>
<val ue>NONE</ val ue>
<descri pti on>
Client authentication types.
NONE: no aut hentication check
LDAP: LDAP/ AD based aut hentication
KERBERCS: Ker ber os/ GSSAPI aut henti cati on
CUSTOM Custom aut henti cation provider
(Use with property hive.server2.custom aut hentication. cl ass)
</ descri pti on>
</ property>


http://en.wikipedia.org/wiki/Iptables

Disable Hive Metastore security
To disable Hive Metastore security, perform the following steps:

e Setthe hi ve. met ast or e. sasl . enabl ed property to f al se in all configurations, the metastore service side
as well as for all clients of the metastore. For example, these might include HiveServer2, Impala, Pig and so on.

e Remove or comment the following parameters in hi ve-si t e. xnl for the metastore service. Note that this is a
server-only change.

— hive. netastore. kerberos. keytab.file
— hive. net ast ore. ker ber os. pri nci pal

Disable Underlying Hadoop Security

If you also want to disable the underlying Hadoop security, remove or comment out the following parameters in
hive-site.xn.

e hive.server2. authentication. kerberos. keyt ab
e hive.server2. authentication. kerberos. pri nci pal

Hive Metastore Server Security Configuration

o Important:

This section describes how to configure security for the Hive metastore server. If you are using
HiveServer2, see HiveServer2 Security Configuration.

Here is a summary of Hive metastore server security in CDH 5:

¢ No additional configuration is required to run Hive on top of a security-enabled Hadoop cluster in standalone
mode using a local or embedded metastore.

e HiveServer does not support Kerberos authentication for clients. While it is possible to run HiveServer with a
secured Hadoop cluster, doing so creates a security hole since HiveServer does not authenticate the Thrift clients
that connect to it. Instead, you can use HiveServer2 HiveServer2 Security Configuration.

¢ The Hive metastore server supports Kerberos authentication for Thrift clients. For example, you can configure a
standalone Hive metastore server instance to force clients to authenticate with Kerberos by setting the following
properties in the hi ve-si t e. xm configuration file used by the metastore server:

<property>
<nane>hi ve. net ast or e. sasl . enabl ed</ nane>
<val ue>true</ val ue>
<description>f true, the netastore thrift interface will be secured with SASL. dients
nmust aut henticate w th Kerberos. </ description>
</ property>

<property>

<nanme>hi ve. net ast or e. ker ber os. keyt ab. fi | e</ nane>

<val ue>/ et ¢/ hi ve/ conf/ hi ve. keyt ab</ val ue>

<description>The path to the Kerberos Keytab file containing the netastore thrift
server's service principal.</description>
</ property>

<property>
<nane>hi ve. met ast or e. ker ber os. pri nci pal </ name>
<val ue>hi ve/ _HOST@/OUR- REALM COWK/ val ue>
<descri ption>The service principal for the metastore thrift server. The special string
_HOST will be replaced automatically with the correct host nane. </ description>
</ property>



E,i Note:

The values shown above for the hi ve. net ast or e. ker ber os. keyt ab. fil e and

hi ve. met ast or e. ker ber os. pri nci pal properties are examples which you will need to
replace with the appropriate values for your cluster. Also note that the Hive keytab file should
have its access permissions set to 600 and be owned by the same account that is used to run the
Metastore server, which is the hi ve user by default.

e Requests to access the metadata are fulfilled by the Hive metastore impersonating the requesting user. This
includes read access to the list of databases, tables, properties of each table such as their HDFS location, file type
and so on. You can restrict access to the Hive metastore service by allowing it to impersonate only a subset of
Kerberos users. This can be done by setting the hadoop. pr oxyuser . hi ve. gr oups propertyincor e-si te. xn
on the Hive metastore host.

For example, if you want to give the hi ve user permission to impersonate members of groups hi ve and user 1:

<property>

<nanme>hadoop. pr oxyuser. hi ve. gr oups</ nane>
<val ue>hi ve, user 1</ val ue>

</ property>

In this example, the Hive metastore can impersonate users belonging to only the hi ve and user 1 groups.
Connection requests from users not belonging to these groups will be rejected.
Using Hive to Run Queries on a Secure HBase Server

To use Hive to run queries on a secure HBase Server, you must set the following Hl VE_OPTS environment variable:

env HI VE_OPTS="- hi veconf hbase. security. authenticati on=kerberos -hiveconf
hbase. mast er . ker ber os. pri nci pal =hbase/ _HOST@OUR- REALM COM - hi veconf
hbase. r egi onserver. ker ber os. pri nci pal =hbase/ _HOST@/OUR- REALM COM - hi veconf
hbase. zookeeper . quor um=zookeeper 1, zookeeper 2, zookeeper 3" hi ve

where:

* You replace YOUR- REALMwith the name of your Kerberos realm

¢ You replace zookeeper 1, zookeeper 2, zookeeper 3 with the names of your ZooKeeper servers. The
hbase. zookeeper . quor umproperty is configured in the hbase- si t e. xrd file.

e The special string _HOST is replaced at run-time by the fully-qualified domain name of the host machine where
the HBase Master or RegionServer is running. This requires that reverse DNS is properly working on all the hosts
configured this way.

In the following, HOST is the name of the host where the HBase Master is running:
- hi veconf hbase. nast er. ker beros. pri nci pal =hbase/ _HOST@'OUR- REALM COM
In the following, _HOST is the hostname of the HBase RegionServer that the application is connecting to:

- hi veconf hbase. regi onserver. kerberos. pri nci pal =hbase/ _HOST@/OUR- REALM COM

E’; Note:

You can also set the Hl VE_OPTS environment variable in your shell profile.

HttpFS Authentication

This section describes how to configure HttpFS CDH 5 with Kerberos security on a Hadoop cluster:



e Configuring the HttpFS Server to Support Kerberos Security on page 142
e Using curl to access an URL Protected by Kerberos HTTP SPNEGO on page 143

For more information about HttpFS, see
https://archive.cloudera.com/cdh5/cdh/5/hadoop/hadoop-hdfs-httpfs/index.html.

o Important:

To enable HttpFS to work with Kerberos security on your Hadoop cluster, make sure you perform the
installation and configuration steps in Configuring Hadoop Security in CDH 5.

o Important:

If the NameNode, Secondary NameNode, DataNode, JobTracker, TaskTrackers, ResourceManager,
NodeManagers, HttpFS, or Oozie services are configured to use Kerberos HTTP SPNEGO authentication,
and two or more of these services are running on the same host, then all of the running services must
use the same HTTP principal and keytab file used for their HTTP endpoints.

Configuring the HttpFS Server to Support Kerberos Security

1. Create an HttpFS service user principal that is used to authenticate with the Hadoop cluster. The syntax of the
principal is: ht t pf s/ <ful l y. qual i fi ed. donmai n. name>@YOUR- REALM> where:
fully.qualified. domai n. name is the host where the HttpFS server is running YOUR- REALMis the name of
your Kerberos realm

kadni n: addprinc -randkey httpfs/fully.qualified.domain. name@OUR- REALM COM

2. Create a HTTP service user principal that is used to authenticate user requests coming to the HttpFS HTTP
web-services. The syntax of the principal is: HTTP/ <f ul | y. qual i f i ed. don®i n. name>@YOUR- REALM> where:
"fully.qualified.domain. nane' is the host where the HttpFS server is running YOUR- REALMis the name
of your Kerberos realm

kadmi n: addprinc -randkey HTTP/fully. qualified. domai n. nane@OUR- REALM COM

o Important:

The HTTP/ component of the HTTP service user principal must be upper case as shown in the
syntax and example above.

3. Create keytab files with both principals.

$ kadnin
kadm n: xst -k httpfs.keytab httpfs/fully.qualified.donain. nane
kadmi n: xst -k http.keytab HTTP/ful ly. qualified. domai n. nane

4. Merge the two keytab files into a single keytab file:

$ ktutil

ktutil: rkt httpfs.keytab
ktutil: rkt http.keytab
ktutil: wkt httpfs-http. keytab

5. Test that credentials in the merged keytab file work. For example:

$ klist -e -k -t httpfs-http. keytab


https://archive.cloudera.com/cdh5/cdh/5/hadoop/hadoop-hdfs-httpfs/index.html

6. Copythehtt pf s- htt p. keyt ab file to the HttpFS configuration directory. The owner of the ht t pf s- ht t p. keyt ab
file should be the ht t pf s user and the file should have owner-only read permissions.

7. Edit the HttpFS server ht t pf s-si t e. xml configuration file in the HttpFS configuration directory by setting the
following properties:

Property Value

httpfs.authentication.type kerberos

httpfs.hadoop.authentication.type kerberos

httpfs.authentication.kerberos.principal HTTP/<HTTPFS-HOSTNAME>@<YOUR-REALM.COM>

httpfs.authentication.kerberos.keytab /etc/hadoop-httpfs/conf/httpfs-http.keytab

httpfs.hadoop.authentication.kerberos.principal httpfs/<HTTPFS-HOSTNAME>@<YOUR-REALM.COM>

httpfs.hadoop.authentication.kerberos.keytab /etc/hadoop-httpfs/conf/httpfs-http.keytab

httpfs.authentication.kerberos.name.rules Use the value configured for
'hadoop.security.auth_to_local' in 'core-site.xml'

Important:

You must restart the HttpFS server to have the configuration changes take effect.

Using curl to access an URL Protected by Kerberos HTTP SPNEGO

Important:

Your version of cur | must support GSS and be capable of running cur| - V.

To configure curl to access an URL protected by Kerberos HTTP SPNEGO:
1. Runcurl -V:

$ curl -V
curl 7.19.7 (universal -appl e-darwi n10.0) libcurl/7.19.7 OpenSSL/O0. 9. 8l
zlib/1.2.3

Protocols: tftp ftp telnet dict |dap http file https ftps
Features: GSS-Negotiate |IPv6 Largefile NILM SSL |ibz
2. Login to the KDC using ki ni t .
$ kinit
Pl ease enter the password for tucu@OCALHOST:
3. Use curl to fetch the protected URL:
$ curl --cacert
/path/to/truststore. pem--negotiate -u : -b ~/cookiejar.txt -c

~/ cooki ejar.txt https://local host: 14000/ webhdf s/ v1l/ ?op=li st st at us

where:

e The--cacert optionis required if you are using TLS/SSL certificates that curl does not recognize by default.
e The--negoti at e option enables SPNEGO incur | .



e The-u : option is required but the username is ignored (the principal that has been specified for ki ni t is
used).

e The-b and - c options are used to store and send HTTP cookies.

¢ Cloudera does not recommend using the - k or - - i nsecur e option as it turns off curl's ability to verify the
certificate.

Hue Authentication

This page describes properties in the Hue configuration file, hue. i ni , that support authentication and Hue security
in general.

For information on configuring Hue with Kerberos, , encrypting session communication, and enabling single sign-on
with SAML, see:

¢ Configuring Kerberos Authentication for Hue on page 145
e |Integrating Hue with LDAP on page 148
e Configuring Hue for SAML on page 152

Enabling LDAP Authentication with HiveServer2 and Impala

LDAP authentication with HiveServer2 and Impala can be enabled by setting the following properties under their
respective sections in hue. i ni , [ beeswax] and[i npal a] .

aut h_user nane LDAP username of Hue user to be authenticated.

aut h_password LDAP password of Hue user to be authenticated.

These login details are only used by Impala and Hive to authenticate to LDAP. The Impala and Hive services trust Hue
to have already validated the user being impersonated, rather than simply passing on the credentials.

Session Timeout

User sessions are controlled with thet t | (time-to-live) property under[ deskt op] >[ [ sessi on] ] inhue. i ni . After
n seconds, the session expires whether active or not.

ttl The cookie with the users session ID expires after n seconds.

Default: t t1 =1209600 which is 60*60*24*14 seconds or 2 weeks

Idle Session Timeout

Idle sessions are controlled with the idle_session_timeout property under [ deskt op] >[[aut h]] inhue.ini.
Sessions that are idle for n seconds, expire. You can disable this property by setting it to a negative value.

i dl e_session_tinmeout The cookie with the users session ID expires after idle for n seconds. Set to a
negative value to prevent idle sessions from timing out. For example:

i dl e_sessi on_ti meout =900 means that sessions expire after being idle
for 15 minutes

i dl e_sessi on_ti meout =- 1 means that idle sessions do not expire (until
ttl)

Secure Cookies

Secure session cookies can be enable by specifying the secur e configuration property under the [ deskt op] >

[[ session]] sectionin hue. i ni . Additionally, you can set the ht t p- onl y flag for cookies containing users' session
IDs.



secure The cookie with the user session ID is secure. Should only be enabled with
HTTPS.

Default: f al se

http-only The cookie with the user session ID session ID uses the HTTP only flag.

Default: f al se

Allowed HTTP Methods

You can specify the HTTP request methods that the server should respond to using the ht t p_al | owed_net hods
property under the [ deskt op] section in hue. i ni .

http_al | owed_net hods Default: opti ons, get, head, post, put, del et e, connect

Restricting the Cipher List

Cipher list support with HTTPS can be restricted by specifying the ssl _ci pher _I i st configuration property under
the [ deskt op] sectionin hue. i ni .

ssl _cipher_list Default: ! aNULL: ! eNULL: ! LON ! EXPORT: ! SSLv2

URL Redirect Whitelist

Restrict the domains or pages to which Hue can redirect users. The r edi rect _whi t el i st property can be found
under the [ deskt op] sectionin hue.ini.

redirect _whitelist For example, to restrict users to your local domain and FQDN, the following
value can be used:

A *$, Ahttp: \/\/ ww. nydomai n. com /. *$

Configuring Kerberos Authentication for Hue

You can configure Hue in CDH 5 to support Hadoop security on a cluster using Kerberos.
To configure the Hue server to support Hadoop security using Kerberos:

1. Create a Hue user principal in the same realm as the Hadoop cluster of the form:
kadmi n: addprinc -randkey hue/ hue. server.fully.qualified.donmai n. name@OUR- REALM COM

where: hue is the principal the Hue server is running as, hue. server. ful | y. qual i fi ed. domai n. nane is the
fully-qualified domain name (FQDN) of your Hue server, YOUR- REALM COMis the name of the Kerberos realm
your Hadoop cluster is in

2. Create a keytab file for the Hue principal using the same procedure that you used to create the keytab for the
hdf s or mapr ed principal for a specific host. You should name this file hue. keyt ab and put this keytab file in
the directory/ et ¢/ hue on the machine running the Hue server. Like all keytab files, this file should have the most
limited set of permissions possible. It should be owned by the user running the hue server (usually hue) and should
have the permission 400.

3. To test that the keytab file was created properly, try to obtain Kerberos credentials as the Hue principal using only
the keytab file. Substitute your FQDN and realm in the following command:

$ kinit -k -t /etc/huel/hue. keytab
hue/ hue. server.fully. qualified. domai n. name @OUR- REALM COM




4. Inthe/ et ¢/ hue/ hue. i ni configuration file, add the following lines in the sections shown. Replace the
ki nit _pat hvalue, / usr/ ker ber os/ bi n/ ki ni t, shown below with the correct path on the user's system.

[ deskt op]

[[kerberos]]

# Path to Hue's Kerberos keytab file
hue_keyt ab=/ et c/ hue/ hue. keyt ab

# Kerberos principal nane for Hue
hue_pri nci pal =hue/ FQDN@REALM

# add kinit path for non root users
ki ni t _pat h=/usr/kerberos/bin/kinit

[ beeswax]

# |f Kerberos security is enabled, use fully-qualified domain name (FQDN)
## hive_server_host =<FCQDN of H ve Server>

# Hive configuration directory, where hive-site.xm is |ocated
## hive_conf _dir=/etc/hivelconf

[impal a]
## server _host =l ocal host
# The follow ng property is required when inpalad and Hue
# are not running on the same host
## i npal a_pri nci pal =i npal a/ i npal ad. host name. donai nnane. com

[ search]
# URL of the Solr Server
## solr_url=http://1ocal host: 8983/ solr/
# Requires FQDN in solr_url if enabled
## security_enabl ed=fal se

[ hadoop]
[[hdfs_clusters]]

[[[default]]]

# Enter the host and port on which you are running the Hadoop NanmeNode
nanenode_host =FQDN

hdf s_port =8020

htt p_port=50070

security_enabl ed=true

# Thrift plugin port for the name node
## thrift_port=10090

# Configuration for YARN (MR2)

[[yarn_clusters]]

[[[defaul t]]]

# Enter the host on which you are running the ResourceManager
## resour cenanager _host =l ocal host

# Change this if your YARN cluster is Kerberos-secured
## security_enabl ed=fal se

# Thrift plug-in port for the JobTracker
## thrift_port=9290

[11boozie]
# The URL where the Qozie service runs on. This is required in order for users to submt
j obs.
## oozie_url=http://1ocal host: 11000/ oozi e
# Requires FQDN in oozie_url if enabl ed
## security_enabl ed=fal se



o Important:

Inthe / et ¢/ hue/ hue. i ni file, verify the following:

— Make sure the j obt r acker _host property is set to the fully-qualified domain name of the
host running the JobTracker. The JobTracker hostname must be fully-qualified in a secured
environment.

— Make sure the f s. def aul t f s property under each [[hdfs_clusters]] section contains the
fully-qualified domain name of the file system access point, which is typically the NameNode.

— Make sure the hi ve_conf _di r property under the [ beeswax] section points to a directory
containing a valid hi ve- si t e. xm (either the original or a synced copy).

— Make sure the FQDN specified for HiveServer2 is the same as the FQDN specified for the
hue_pri nci pal configuration property. Without this, HiveServer2 will not work with security
enabled.

5. Inthe/ et ¢/ hadoop/ conf/ cor e-si te. xm configuration file on all of your cluster nodes, add the following
lines:

<!-- Hue security configuration -->
<property>
<name>hue. ker ber os. pri nci pal . short nane</ nane>
<val ue>hue</ val ue>
</ property>
<property>
<nanme>hadoop. pr oxyuser . hue. gr oups</ nane>
<val ue>*</val ue> <!-- A group which all users of Hue belong to, or the wldcard val ue
wan o
</ property>
<property>
<nanme>hadoop. pr oxyuser . hue. host s</ nanme>
<val ue>hue. server.fully. qualified. domai n. name</ val ue>
</ property>

o Important:

Make sure you change the / et ¢/ hadoop/ conf/ cor e-si t e. xml configuration file on all of
your cluster nodes.

6. If Hue is configured to communicate to Hadoop using HttpFS, then you must add the following properties to
httpfs-site. xn:

<property>
<nanme>ht t pfs. pr oxyuser. hue. host s</ nane>
<val ue>ful ly. qual i fi ed. domai n. nanme</ val ue>
</ property>
<property>
<nanme>ht t pfs. proxyuser. hue. gr oups</ nane>
<val ue>*</val ue>
</ property>

7. Add the following properties to the Oozie server oozi e-si t e. xnl configuration file in the Oozie configuration
directory:

<property>
<name>00zi e. servi ce. ProxyUser Servi ce. proxyuser . hue. host s</ nanme>
<val ue>*</val ue>

</ property>

<property>
<name>00zi e. servi ce. ProxyUser Servi ce. proxyuser . hue. gr oups</ nanme>



<val ue>*</val ue>
</ property>

8. Restart the JobTracker to load the changes from the cor e-si t e. xnd file.

$ sudo service hadoop- 0. 20- mapr educe-j obtracker restart

9. Restart Oozie to load the changes from the oozi e-si te. xm file.

$ sudo service oozie restart

10 Restart the NameNode, JobTracker, and all DataNodes to load the changes from the cor e- si t e. xn file.

$ sudo servi ce hadoop- 0. 20- (nanenode| j obt racker | dat anode) restart

Integrating Hue with LDAP

When Hue is integrated with LDAP users can use their existing credentials to authenticate and inherit their existing
groups transparently. There is no need to save or duplicate any employee password in Hue. There are several other
ways to authenticate with Hue such as PAM, SPNEGO, OpenID, OAuth, SAML2 and so on. This topic details how you
can configure Hue to authenticate against an LDAP directory server.

When authenticating using LDAP, Hue validates login credentials against an LDAP directory service if configured with
the LDAP authentication backend:

[ deskt op]
[[aut h]]
backend=deskt op. aut h. backend. LdapBackend

The LDAP authentication backend will automatically create users that don’t exist in Hue by default. Hue needs to import
users in order to properly perform the authentication. Passwords are never imported when importing users. If you
want to disable automatic import set the cr eat e_users_on_| ogi n property under the [ desktop] > [[] dap]]
section of hue. i ni tofal se.

[ deskt op]

[[!dap]] _
create_users_on_| ogi n=f al se

The purpose of disabling the automatic import is to allow only a predefined list of manually imported users to login.
There are two ways to authenticate with a directory service through Hue:

¢ Search Bind
e Direct Bind

You can specify the authentication mechanism using the sear ch_bi nd_aut hent i cat i on property under the
[desktop] > [[Idap]] section of hue.ini.

sear ch_bi nd_aut henti cati on Uses search bind authentication by default. Set this property to f al se to use
direct bind authentication.

Default: t rue

Search Bind

The search bind mechanism for authenticating will perform an | dapsear ch against the directory service and bind
using the found distinguished name (DN) and password provided. This is the default method of authentication used
by Hue with LDAP.

The following configuration properties under the [ deskt op] > [[ldap]] > [[[users]]] sectionin hue. i ni
can be set to restrict the search process.


http://www.zytrax.com/books/ldap/ch14/#ldapsearch
http://www.zytrax.com/books/ldap/apa/dn-rdn.html

user _filter General LDAP filter to restrict the search.

Default: " obj ect cl ass=*"

user _nanme_attr The attribute that will be considered the username to be searched against.
Typical attributes to search for include: ui d, sAMAccount Nane.

Default: sAMAccount Nane

With the above configuration, the LDAP search filter will take on the form:

(&(obj ect d ass=*) (sAMAccount Nane=<user entered username>))

Important: Setting sear ch_bi nd_aut henti cati on=true in hue. i ni tells Hue to perform an

o LDAP search using the bind credentials specified for the bi nd_dn and bi nd_passwor d configuration
properties. Hue will start searching the subtree starting from the base DN specified for the base_dn
property. It will then search the base DN for an entry whose attribute, specified inuser _nane_attr,
has the same value as the short name provided on login. The search filter, defined in user _filter
will also be used to limit the search.

Direct Bind

The direct bind mechanism for authenticating will bind to the LDAP server using the username and password provided
at login.

The following configuration properties can be used to determine how Hue binds to the LDAP server. These can be set
under the [ deskt op] > [[| dap]] section of hue. i ni .

nt _domai n The NT domain to connect to (only for use with Active Directory). This
AD-specific property allows Hue to authenticate with AD without having to
follow LDAP references to other partitions. This typically maps to the email
address of the user or the user's ID in conjunction with the domain.

If provided, Hue will use User Principal Names (UPNs) to bind to the LDAP
service.

Default: nyconpany. com

| dap_usernane_pattern Provides a template for the DN that will ultimately be sent to the directory
service when authenticating. The <user nane> parameter will be replaced
with the username provided at login.

Default: " ui d=<user nane>, ou=Peopl e, dc=nyconpany, dc=conf
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Important: Setting sear ch_bi nd_aut henti cati on=f al se in hue. i ni tells Hue to perform a
direct bind to LDAP using the credentials provided (not bi nd_dn and bi nd_passwor d specified in
hue. i ni ). There are two ways direct bind works depending on whether the nt _donai n property is
specified in hue. i ni :

e nt_donmi n is specified: This is used to connect to an Active Directory service. In this case, the
User Principal Name (UPN) is used to perform a direct bind. Hue forms the UPN by concatenating
the short name provided at login with the nt _domai n. For example, <shor t
name>@:nt _domai n>. The | dap_user nane_pat t er n property is ignored.

e nt _domai n is not specified: This is used to connect to all other directory services (can handle
Active Directory, but nt _donmi n is the preferred way for AD). In this case,
| dap_user nane_patt er nis used and it should take on the form
cn=<user nane>, dc=exanpl e, dc=comwhere <user name> will be replaced with the username
provided at login.

Importing LDAP Users and Groups

If an LDAP user needs to be part of a certain group and be given a particular set of permissions, you can import this
user with the User Admin interface in Hue.

due #  Query Editors v Data Browsers v Workflows v Search ki File Browser = Job Browser o hdfsv o B =

@ User Admin Users  Groups  Permissions

Hue Users - Add/Sync LDAP user

Usemame
Distinguished name L]

Create home directory [

LCLISTATET  Cancel

Groups can also be imported using the User Admin interface, and users can be added to this group. As in the image
below, not only can groups be discovered using DN and rDN search, but users that are members of the group or
members of its subordinate groups can be imported as well.

150 | Cloudera Security
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due ) Query Editors Data Browsers v Workflows v Search K File Browser = Job Browser o hdfsv (7] =] C3

@ User Admin Users  Groups  Permissions

Hue Groups - Add/Sync LDAP group

Name
Distinguished name ||
Import new members  []

Import new members from L
all subgroups

Create home directories o

Add/Sync group JeLTE]

You have the following options available when importing a user/group:

¢ Distinguished name: If checked, the username provided must be a full distinguished name (for example,
ui d=hue, ou=Peopl e, dc=get hue, dc=com). Otherwise, the Username provided should be a fragment of a
Relative Distinguished Name (rDN) (for example, the username hue maps to the rDN ui d=hue). Hue will perform
an LDAP search using the same methods and configurations as described above. That is, Hue will take the provided
username and create a search filter using the user filter anduser _nane_attr configurations.

¢ Create home directory: If checked, when the user is imported, their home directory in HDFS will automatically
be created if it doesn’t already exist.

o Important: When managing LDAP entries, the User Admin app will always perform an LDAP search
and will always use bi nd_dn, bi nd_passwor d, base_dn, as defined in hue. i ni .

Synchronizing LDAP Users and Groups

Users and groups can be synchronized with the directory service using the User Admin interface or using a command
line utility. The image from the Importing LDAP Users and Groups section uses the words Add/Sync to indicate that
when a user or group that already exists in Hue is being added, it will in fact be synchronized instead. In the case of
importing users for a particular group, new users will be imported and existing users will be synchronized.

E,’ Note: Users that have been deleted from the directory service will not be deleted from Hue. Those
users can be manually deactivated from Hue using the User Admin interface.

Attributes Synchronized

Currently, only the first name, last name, and email address are synchronized. Hue looks for the LDAP attributes

gi venNane, sn, and mai | when synchronizing. The user _nane_at t r configuration property is used to appropriately
choose the username in Hue. For instance, ifuser _nane_at t r’is setto ui d”, then the "uid" returned by the directory
service will be used as the username of the user in Hue.

User Admin interface

The Sync LDAP users/groups button in the User Admin interface will automatically synchronize all users and groups.
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Synchronize Using a Command-Line Interface

For example, to synchronize users and groups using a command-line interface:

<hue root>/buil d/ env/ bi n/ hue sync_| dap_users_and_gr oups

LDAPS/StartTLS support

Secure communication with LDAP is provided using the TLS/SSL and StartTLS protocols. They allow Hue to validate the
directory service it is going to converse with. Hence, if a Certificate Authority certificate file is provided, Hue will
communicate using LDAPS. You can specify the path to the CA certificate under:

[ deskt op]

[[|dap]]
| dap_cert=/etc/hue/ca.crt

The StartTLS protocol can be used as well:

[ deskt op]

[[!dap]]
use_start _tls=true

Configuring Hue for SAML

This page describes the configuration required to use Hue with SAML 2.0 (Security Assertion Markup Language) for
single sign-on (SSO) authentication.

The SAML 2.0 Web Browser SSO profile has three components: a Service Provider, a User Agent and an Identity Provider.
In this case, Hue is the Service Provider (SP), you can use an Identity Provider (IdP) of your choice, and your browser,
representing you, the user, is the User Agent. When a user requests access to an application, Hue sends an authentication
request from the browser to the Identity Provider which then authenticates the user and redirects the browser back
to Hue.

Prerequisites

The instructions on this page assume that you have an Identity Provider set up and running. This blog post guides users
through setting up SSO with Hue, using the SAML backend and Shibboleth as the Identity Provider.

Step 1: Install git, gcc, python-devel, swig, and openssl packages

For example, on RHEL systems, use the following commands:

yuminstall git gcc python-devel sw g openssl

o Important: Users with CDH 5.5.x and higher should disable cipher algorithms, MD5, RC4, and DH in
thefile, j ava. securi ty. See Troubleshooting below.

Step 2: Install djangosaml and pysaml2 libraries

o Important: CDH 5.4.x and higher include the djangosaml and pysamlI2 libraries. Do not install.

The libraries, dj angosamni 2 and pysami 2, support SAMLin Hue. They depend on the xm sec1 package to be installed
and executable by the user, Hue. First, install the xm sec1 package on your system.

RHEL, CentOS and SLES:

For RHEL, CentOS and SLES systems, the xm sec1 package is available for download from the EPEL repository. To
install packages from the EPEL repository, first download the appropriate the RPM package to your machine, substituting
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the version in the package URL with the one required for your system. For example, use the following commands for
CentOS 5 or RHEL 5:

rpm -Uvh http://downl oad. f edor aproj ect. or g/ pub/ epel / 5/ i 386/ epel -r el ease-5-4. noarch. rpm

yuminstall xmsecl
yuminstall xm secl-openssl

Oracle Linux:

For Oracle Linux systems, download the xm sec1 package from http://www.aleksey.com/xmlisec/ and execute the
following commands:

tar -xvzf xm secl-<version>.tar.gz
cd xm secl- <versi on>

./configure && make

sudo make install

o Important: The xm secl package must be executable by the user, Hue.

You should now be able to install dj angosan and pysani 2 on your machines.

buil d/env/bin/pip install -e git+https://github. com abec/pysam 2@HEAD#egg=pysani 2
buil d/env/bin/pip install -e git+https://github. com abec/dj angosam 2@HEAD#egg=dj angosamn 2

Step 3: Update the Hue configuration file

To enable support for SAML, update the necessary parameters in Hue's configuration file, hue. i ni . This table lists
the available SAML parameters in hue. i ni under the section, [l i bsanl].

Parameter

Description

cert file

Path to the X.509 certificate to be sent along with the encrypted metadata. File
format must be .PEM.

create_users_on_|login

Boolean, that when True, creates users from Openld, upon successful login.

key file

Path to the private key used to encrypt the metadata. File format must be .PEM.

key file_password

Password used to decrypt the X.509 certificate in memory.

| ogout _request s_si gned

Boolean, that when True, signs Hue-initiated logout requests with an X.509
certificate.

met adata_file

Path to the Identity Provider metadata that you copy to a readable local file.

optional _attributes

Comma-separated list of optional attributes that Hue requests from the Identity
Provider.

required_attributes

Comma-separated list of attributes that Hue requests from the Identity Provider.
For example, ui d, emai | , and so on.

user _attri bute_nmappi ng

Map of Identity Provider attributes to Hue django user attributes. For example,
{'uid':'username’, 'email':'email'}.

xm sec_bi nary

Path to the xnl sec_bi nary, an executable to sign, verify, encrypt, and decrypt
SAML requests and assertions. It must be executable by the user, Hue.

For deployments that do not use parcels, set the parameter, r edi rect _whi t el i st, in the [[desktop]] section of
hue. i ni, to the fully-qualified domain name of the SAML server so that Hue can redirect the SAML server for
authentication. This is not required if you are using a CDH parcel-based deployment managed by Cloudera Manager.
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redirect _whitelist Value: "M\ /. $, *https:\/\/<fgdn_of _SAM__server>\/.$"

Here is an example configuration of the [ | i bsani ] section from hue. i ni .

xm sec_bi nary=/usr/| ocal / bi n/ xm secl
create_users_on_| ogi n=true

nmet adat a_f il e=/ et c/ hue/ sam / net adat a. xm
key file=/etc/huel/sanl/key.pem
cert_file=/etc/hue/san/cert.pem

| ogout _r equest s_si gned=true

Step 3a: Update the SAML Metadata file

Update the metadata file pointed to by the property, net adat a_fi | e, in hue. i ni . The metadata file is used by the
Service and Identity providers to confirm the veracity of each other (as opposed to the user).

Check your Identity Provider documentation for details on how to procure the XML metadata and paste it into the
<net adat a_fil e_name>. xm file at the location specified by the configuration parameter met adat a_fi | e. For
example, if your Identity Provider is Shibboleth, visit ht t ps: // <I dPHOST>: 8443/ i dp/ shi bbol et h, copy the
metadata content available there, and paste it into the Hue metadata file.

E,’ Note: You may have to edit the content copied from your Identity Provider's metadata file. For
example, the IdP's port number (8443) might be missing from its URL.

Step 3b: Configure Paths to the Private key and Certificate

To enable communication between Hue and the Identity Provider, specify two properties in hue. i ni : setkey file
to the path of the private key and cert _fi | e to the path of the certificate file. Both files must be in the .PEM format.
The private key signs requests sent to the Identity Provider and the certificate file encrypts and decrypts messages
from the Identity Provider.

’ Note: The key and certificate files specified by thekey _fil eandcert_fil e parametersinhue. i ni
El must be .PEM files.

Users with password-protected certificates can set the property, key_fi |l e_passwordin hue. i ni . Hue uses the
password to decrypt the SAML certificate in memory and passes it to xmlsecl through a named pipe. The decrypted
certificate never touches the disk. This only works for POSIX-compatible platforms.

Step 3c: Configure Hue to use SAML Backend

Configure the property, backend, to use the SAML authentication backend and allow user logins and create users.
The backend property is in hue. i ni under[ desktop] >[[auth]].

backend=l i bsam . backend. SAM_L2Backend
Step 4: Restart the Hue server
Use the following command to restart the Hue server.
sudo service hue restart
Troubleshooting
e SSLError: OpenSSL might fail in CDH 5.5.x and higher with this message:

SSLError: [Errno bad handshake] [('SSL routines', 'SSL3_CHECK CERT_AND ALGORI THM, 'dh
key too small')]


https://en.wikipedia.org/wiki/SAML_2.0#SAML_2.0_Metadata

To resolve, append the following code to the file, / usr/j aval/ <your j dk
version>-cloudera/jre/lib/securityl/java.security:

jdk.tls.disabl edAl gorithnms=MD5, RC4, DH

* Failed to decrypt: The following error is an indication that you are using a slightly different SAML protocol from
what Hue expects:

Error: ('failed to decrypt', -1)

To resolve:

1. Download and rename Python script, fix-xmlsec1.txt.

wget http://wwv cl ouder a. conf docunent ati on/ ot her/shared/ fi x-xm secl.txt -Ofix-xnm secl. py

2. Change permissions as appropriate, for example:

chmod 755 fix-xml secl. py

3. Inhue. ini,setxm sec_bi nary=<path_to_script>/fix-xn secl. py.
4. Runfix-xm secl. py.

This script repairs the known issue whereby xmlsec1 is not compiled with the <RetrievalMethod> and cannot find
the location of the encrypted key. SAML2 responses can place <EncryptedKey> outside of the <EncryptedData>
tree and this script simply moves the <EncryptedKey> under the <EncryptedData>.

Impala Authentication

Authentication is the mechanism to ensure that only specified hosts and users can connect to Impala. It also verifies
that when clients connect to Impala, they are connected to a legitimate server. This feature prevents spoofing such as
impersonation (setting up a phony client system with the same account and group names as a legitimate user) and
man-in-the-middle attacks (intercepting application requests before they reach Impala and eavesdropping on sensitive
information in the requests or the results).

Impala supports authentication using either Kerberos or LDAP.

E’; Note: Regardless of the authentication mechanism used, Impala always creates HDFS directories and

data files owned by the same user (typically i npal a). To implement user-level access to different
databases, tables, columns, partitions, and so on, use the Sentry authorization feature, as explained
in Enabling Sentry Authorization for Impala on page 422.

Once you are finished setting up authentication, move on to authorization, which involves specifying what databases,
tables, HDFS directories, and so on can be accessed by particular users when they connect through Impala. See Enabling
Sentry Authorization for Impala on page 422 for details.

Enabling Kerberos Authentication for Impala

Impala supports Kerberos authentication. For more information on enabling Kerberos authentication, see the topic
on Configuring Hadoop Security in the CDH 5 Security Guide.

When using Impala in a managed environment, Cloudera Manager automatically completes Kerberos configuration.
In an unmanaged environment, create a Kerberos principal for each host runningi npal ad or st at est or ed. Cloudera
recommends using a consistent format, such asi npal a/ _HOST@Your - Real m but you can use any three-part Kerberos
server principal.

In Impala 2.0 and later, user () returns the full Kerberos principal string, such as user @xanpl e. com in a Kerberized
environment.


http://tiny.cloudera.com/fix-xmlsec1
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E,i Note: Regardless of the authentication mechanism used, Impala always creates HDFS directories and

data files owned by the same user (typically i npal a). To implement user-level access to different
databases, tables, columns, partitions, and so on, use the Sentry authorization feature, as explained
in Enabling Sentry Authorization for Impala on page 422.

An alternative form of authentication you can use is LDAP, described in Enabling LDAP Authentication for Impala on
page 158.

Requirements for Using Impala with Kerberos

On version 5 of Red Hat Enterprise Linux and comparable distributions, some additional setup is needed for the
i mpal a- shel | interpreter to connect to a Kerberos-enabled Impala cluster:

sudo yuminstall python-devel openssl-devel python-pip
sudo pi p-python install ssl

o Important:

¢ If you plan to use Impala in your cluster, you must configure your KDC to allow tickets to be
renewed, and you must configure kr b5. conf to request renewable tickets. Typically, you can
do this by adding the max_r enewabl e_| i f e setting to your realm in kdc. conf, and by adding
therenew_ | i f eti me parameter to the | i bdef aul t s section of kr b5. conf .

For more information about renewable tickets, see the Kerberos documentation.

¢ The Impala Web Ul does not support Kerberos authentication.

¢ You cannot use the Impala resource management feature on a cluster that has Kerberos
authentication enabled.

Startalli npal ad and st at est or ed daemons with the - - pri nci pal and - - keyt ab- fi | e flags set to the principal
and full path name of the keyt ab file containing the credentials for the principal.

Impala supports the Cloudera ODBC driver and the Kerberos interface provided. To use Kerberos through the ODBC
driver, the host type must be set depending on the level of the ODBD driver:

e Secl npal a for the ODBC 1.0 driver.
e SecBeeswax for the ODBC 1.2 driver.

Blank for the ODBC 2.0 driver or higher, when connecting to a secure cluster.
e HS2NoSas! for the ODBC 2.0 driver or higher, when connecting to a non-secure cluster.

To enable Kerberos in the Impala shell, start the i npal a- shel | command using the - k flag.

To enable Impala to work with Kerberos security on your Hadoop cluster, make sure you perform the installation and
configuration steps in Authentication in the CDH 5 Security Guide.

Configuring Impala to Support Kerberos Security
Enabling Kerberos authentication for Impala involves steps that can be summarized as follows:

¢ Creating service principals for Impala and the HTTP service. Principal names take the form:
servi ceNane/ ful ly. qual i fi ed. donai n. name @GXERBERCS. REALM

¢ Creating, merging, and distributing key tab files for these principals.

e Editing/ et c/ def aul t /i npal a (in cluster not managed by Cloudera Manager), or editing the Security settings
in the Cloudera Manager interface, to accommodate Kerberos authentication.


http://web.mit.edu/Kerberos/krb5-1.8/
http://www.cloudera.com/documentation/enterprise/latest/topics/sg_authentication.html

Enabling Kerberos for Impala

1. Create an Impala service principal, specifying the name of the OS user that the Impala daemons run under, the
fully qualified domain name of each node running i npal ad, and the realm name. For example:

$ kadmin
kadni n: addprinc -requires_preauth -randkey
i mpal a/ i npal a_host . exanpl e. com@EST. EXAMPLE. COM

2. Create an HTTP service principal. For example:
kadmi n: addprinc -randkey HTTP/inpal a_host. exanpl e. com@EeEST. EXAMPLE. COM
E,i Note: The HTTP component of the service principal must be uppercase as shown in the preceding
example.

3. Create keyt ab files with both principals. For example:

kadm n: xst
kadm n: xst
kadmi n: quit

i mpal a. keyt ab i npal a/i npal a_host . exanpl e. com

-k
-k http. keytab HTTP/i npal a_host. exanpl e. com

4. Usekt util toreadthe contents of the two keytab files and then write those contents to a new file. For example:

$ ktutil

ktutil: rkt inpala.keytab
ktutil: rkt http.keytab
ktutil: wkt inpala-http. keytab
ktutil: quit

5. (Optional) Test that credentials in the merged keytab file are valid, and that the “renew until” date is in the future.
For example:

$ klist -e -k -t inpala-http.keytab

6. Copy the i npal a- htt p. keyt ab file to the Impala configuration directory. Change the permissions to be only
read for the file owner and change the file owner to the i npal a user. By default, the Impala user and group are
both named i npal a. For example:

cp inpal a-http. keytab /etc/inpal a/ conf
cd /etc/inpal a/ conf

chnmod 400 i npal a- http. keyt ab

chown i npal a:inpal a i npal a-http. keytab

BH AP

7. Add Kerberos options to the Impala defaultsfile,/ et ¢/ def aul t / i npal a. Add the options for both the i npal ad
and st at est or ed daemons, using the | MPALA_SERVER ARGSand | MPALA STATE_STORE_ARGSvariables. For
example, you might add:

-kerberos_reinit_interval =60
- princi pal =i mpal a_1/i npal a_host . exanpl e. com@EST. EXAMPLE. COM
-keytab_fil e=/var/run/cl oudera-scm agent/ process/ 3212-i npal a- | MPALAD/ i npal a. keyt ab

For more information on changing the Impala defaults specifiedin/ et ¢/ def aul t/ i npal a, see Modifying Impala
Startup Options.

E’; Note: Restarti npal ad and st at est or ed for these configuration changes to take effect.



Enabling Kerberos for Impala with a Proxy Server

A common configuration for Impala with High Availability is to use a proxy server to submit requests to the actual

i npal ad daemons on different hosts in the cluster. This configuration avoids connection problems in case of machine
failure, because the proxy server can route new requests through one of the remaining hosts in the cluster. This
configuration also helps with load balancing, because the additional overhead of being the “coordinator node” for
each query is spread across multiple hosts.

Although you can set up a proxy server with or without Kerberos authentication, typically users set up a secure Kerberized
configuration. For information about setting up a proxy server for Impala, including Kerberos-specific steps, see Using
Impala through a Proxy for High Availability.

Enabling Impala Delegation for Kerberos Users

See Configuring Impala Delegation for Hue and Bl Tools on page 161 for details about the delegation feature that lets
certain users submit queries using the credentials of other users.

Using TLS/SSL with Business Intelligence Tools

You can use Kerberos authentication, TLS/SSL encryption, or both to secure connections from JDBC and ODBC applications
to Impala. See Configuring Impala to Work with JDBC and Configuring Impala to Work with ODBC for details.

Prior to CDH 5.7 / Impala 2.5, the Hive JDBC driver did not support connections that use both Kerberos authentication
and SSL encryption. If your cluster is running an older release that has this restriction, to use both of these security
features with Impala through a JDBC application, use the Cloudera JDBC Connector as the JDBC driver.

Enabling Access to Internal Impala APIs for Kerberos Users

For applications that need direct access to Impala APls, without going through the HiveServer2 or Beeswax interfaces,
you can specify a list of Kerberos users who are allowed to call those APIs. By default, the i npal a and hdf s users are
the only ones authorized for this kind of access. Any users not explicitly authorized through the

i nternal _principal s_whitelist configuration setting are blocked from accessing the APIs. This setting applies
to all the Impala-related daemons, although currently it is primarily used for HDFS to control the behavior of the catalog
server.

Enabling LDAP Authentication for Impala

Authentication is the process of allowing only specified named users to access the server (in this case, the Impala
server). This feature is crucial for any production deployment, to prevent misuse, tampering, or excessive load on the
server. Impala uses LDAP for authentication, verifying the credentials of each user who connects throughi npal a- shel |,
Hue, a Business Intelligence tool, JDBC or ODBC application, and so on.

E,i Note: Regardless of the authentication mechanism used, Impala always creates HDFS directories and

data files owned by the same user (typically i npal a). To implement user-level access to different
databases, tables, columns, partitions, and so on, use the Sentry authorization feature, as explained
in Enabling Sentry Authorization for Impala on page 422.

An alternative form of authentication you can use is Kerberos, described in Enabling Kerberos Authentication for Impala
on page 155.

Requirements for Using Impala with LDAP

Authentication against LDAP servers is available in Impala 1.2.2 and higher. Impala 1.4.0 adds support for secure LDAP
authentication through SSL and TLS.

The Impala LDAP support lets you use Impala with systems such as Active Directory that use LDAP behind the scenes.
Kerberos Authentication for Connections Between Impala Components

Only client->Impala connections can be authenticated by LDAP.


http://www.cloudera.com/content/www/en-us/downloads.html.html

You must use the Kerberos authentication mechanism for connections between internal Impala components, such as
between the i npal ad, st at est or ed, and cat al ogd daemons. See Enabling Kerberos Authentication for Impala on
page 155 on how to set up Kerberos for Impala.

Server-Side LDAP Setup
These requirements apply on the server side when configuring and starting Impala:
To enable LDAP authentication, set the following startup options for i npal ad:

e --enabl e_| dap_aut h enables LDAP-based authentication between the client and Impala.

e --|dap_uri setsthe URI of the LDAP server to use. Typically, the URIl is prefixed with | dap: //.InImpala 1.4.0
and higher, you can specify secure SSL-based LDAP transport by using the prefix| daps: / /. The URI can optionally
specify the port, for example: | dap: / /|1 dap_server. cl oudera. com 389 or
| daps:/ /1 dap_server. cl oudera. com 636. (389 and 636 are the default ports for non-SSL and SSL LDAP
connections, respectively.)

e Forl daps:// connections secured by SSL, - -1 dap_ca_certificate="/path/to/certificate/pent
specifies the location of the certificate in standard . PEMformat. Store this certificate on the local filesystem, in a
location that only the i npal a user and other trusted users can read.

Support for Custom Bind Strings

When Impala connects to LDAP it issues a bind call to the LDAP server to authenticate as the connected user. Impala
clients, including the Impala shell, provide the short name of the user to Impala. This is necessary so that Impala can
use Sentry for role-based access, which uses short names.

However, LDAP servers often require more complex, structured usernames for authentication. Impala supports three
ways of transforming the short name (for example, ' henry' ) to a more complicated string. If necessary, specify one
of the following configuration options when starting the i npal ad daemon on each DataNode:

e --| dap_donai n: Replaces the username with a string user name@ dap_dormai n.
e --| dap_baseDN: Replaces the username with a “distinguished name” (DN) of the form:
ui d=useri d, | dap_baseDN. (This is equivalent to a Hive option).
e --|dap_bi nd_pattern:Thisis the most general option, and replaces the username with the string

Idap_bind_pattern where all instances of the string #Ul Dare replaced with userid. For example, an
| dap_bi nd_patt er nof "user =#Ul D, OU=f 00, CN=bar " with a username of henr y will construct a bind name
of "user =henry, OU=f oo, CN=bar ".

For clusters not managed by Cloudera Manager, specify the option on the i npal ad command line. For clusters managed
by Cloudera Manager 5.4.0 and higher, search for the configuration field names | dap_donai n, | dap_basedn, or

| dap_bi nd_pat t er n, fill in and save the appropriate field values, and restart the Impala service. Prior to Cloudera
Manager 5.4.0, these values were filled in using the Impala Daemon Command Line Argument Advanced Configuration
Snippet (Safety Valve) field.

These options are mutually exclusive; Impala does not start if more than one of these options is specified.

Secure LDAP Connections

To avoid sending credentials over the wire in cleartext, you must configure a secure connection between both the
client and Impala, and between Impala and the LDAP server. The secure connection could use SSL or TLS.

Secure LDAP connections through SSL:

For SSL-enabled LDAP connections, specify a prefix of | daps: // instead of | dap: / /. Also, the default port for
SSL-enabled LDAP connections is 636 instead of 389.

Secure LDAP connections through TLS:

TLS, the successor to the SSL protocol, is supported by most modern LDAP servers. Unlike SSL connections, TLS
connections can be made on the same server port as non-TLS connections. To secure all connections using TLS, specify
the following flags as startup options to the i npal ad daemon:


http://en.wikipedia.org/wiki/Transport_Layer_Security

e --|dap_tI s tells Impala to start a TLS connection to the LDAP server, and to fail authentication if it cannot be
done.

e --ldap_ca_certificate="/path/to/certificatelpent specifiesthe location of the certificate in standard
. PEMformat. Store this certificate on the local filesystem, in a location that only the i mpal a user and other trusted
users can read.

LDAP Authentication for impala-shell Interpreter

To connect to Impala using LDAP authentication, you specify command-line options to the i npal a- shel | command
interpreter and enter the password when prompted:

e -| enables LDAP authentication.

e - u sets the user. Per Active Directory, the user is the short user name, not the full LDAP distinguished name. If
your LDAP settings include a search base, use the - - | dap_bi nd_patt er n on the i npal ad daemon to translate
the short user name from i nmpal a- shel | automatically to the fully qualified name.

e inpal a- shel | automatically prompts for the password.

For the full list of available i mpal a- shel | options, see impala-shell Configuration Options.

LDAP authentication for JDBC applications: See Configuring Impala to Work with JDBC for the format to use with the
JDBC connection string for servers using LDAP authentication.

Enabling LDAP for Impala in Hue

Enabling LDAP for Impala in Hue Using Cloudera Manager

1. Go to the Hue service.

. Click the Configuration tab.

. Select Scope > Hue Server.

. Select Category > Advanced.

. Add the following properties to the Hue Server Advanced Configuration Snippet (Safety Valve) for
hue_safety_valve_server.ini property.

u b WN

[i mpal a]
aut h_user name=<LDAP usernane of Hue user to be authenticated>
aut h_passwor d=<LDAP password of Hue user to be authenticated>

6. Click Save Changes.

Enabling LDAP for Impala in Hue Using the Command Line

LDAP authentication for the Impala app in Hue can be enabled by setting the following properties under the [ i npal a]
section in hue. i ni .

aut h_user nane LDAP username of Hue user to be authenticated.

aut h_password LDAP password of Hue user to be authenticated.

These login details are only used by Impala to authenticate to LDAP. The Impala service trusts Hue to have already
validated the user being impersonated, rather than simply passing on the credentials.

Enabling Impala Delegation for LDAP Users

See Configuring Impala Delegation for Hue and Bl Tools on page 161 for details about the delegation feature that lets
certain users submit queries using the credentials of other users.

LDAP Restrictions for Impala

The LDAP support is preliminary. It currently has only been tested against Active Directory.




Using Multiple Authentication Methods with Impala

Impala 2.0 and later automatically handles both Kerberos and LDAP authentication. Each i npal ad daemon can accept
both Kerberos and LDAP requests through the same port. No special actions need to be taken if some users authenticate
through Kerberos and some through LDAP.

Prior to Impala 2.0, you had to configure each i npal ad to listen on a specific port depending on the kind of
authentication, then configure your network load balancer to forward each kind of request to a DataNode that was
set up with the appropriate authentication type. Once the initial request was made using either Kerberos or LDAP
authentication, Impala automatically handled the process of coordinating the work across multiple nodes and transmitting
intermediate results back to the coordinator node.

Configuring Impala Delegation for Hue and Bl Tools

When users submit Impala queries through a separate application, such as Hue or a business intelligence tool, typically
all requests are treated as coming from the same user. In Impala 1.2 and higher,,Impala supports applications to pass
along credentials for the users that connect to them, known as “delegation”, and to issue Impala queries with the
privileges for those users. Currently, the delegation feature is available only for Impala queries submitted through
application interfaces such as Hue and Bl tools; for example, Impala cannot issue queries using the privileges of the
HDFS user.

The delegation feature is enabled by a startup option for i npal ad: - - aut hori zed_pr oxy_user _confi g. When
you specify this option, users whose names you specify (such as hue) can delegate the execution of a query to another
user. The query runs with the privileges of the delegated user, not the original user such as hue. The name of the
delegated user is passed using the HiveServer2 configuration property i npal a. doas. user.

You can specify a list of users that the application user can delegate to, or * to allow a superuser to delegate to any
other user. For example:

i mpal ad --authorized_proxy_user_config 'hue=user1, user2; adm n=*"

E,’ Note: Make sure to use single quotes or escape characters to ensure that any * characters do not
undergo wildcard expansion when specified in command-line arguments.

See Modifying Impala Startup Options for details about adding or changing i npal ad startup options. See this Cloudera
blog post for background information about the delegation capability in HiveServer2.

To set up authentication for the delegated users:

¢ On the server side, configure either user/password authentication through LDAP, or Kerberos authentication, for
all the delegated users. See Enabling LDAP Authentication for Impala on page 158 or Enabling Kerberos Authentication
for Impala on page 155 for details.

¢ On the client side, follow the instructions in the “Using User Name and Password” section in the ODBC driver
installation guide. Then search for “delegation” in that same installation guide to learn about the Delegation UID
field and Del egat i onUl D configuration keyword to enable the delegation feature for ODBC-based Bl tools.

Enabling Delegation in Cloudera Manager
To enable delegation in Cloudera Manager:

1. Navigate to Clusters > Impala > Configuration > Policy File-Based Sentry.

2. In the Proxy User Configuration field, type the a semicolon-separated list of key=value pairs of authorized proxy
users to the user(s) they can impersonate. The list of delegated users are delimited with a comma, e.g. hue=userl,
user2.

3. Click Save Changes and then restart Impala service.
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Llama Authentication

E,i Note:

The use of the Llama component for integrated resource management within YARN is no longer
supported with CDH 5.5 / Impala 2.3 and higher.

For clusters running Impala alongside other data management components, you define static service
pools to define the resources available to Impala and other components. Then within the area allocated
for Impala, you can create dynamic service pools, each with its own settings for the Impala admission
control feature.

This section describes how to configure Llama in CDH 5 with Kerberos security in a Hadoop cluster.

E,i Note: Llama has been tested only in a Cloudera Manager deployment. For information on using
Cloudera Manager to configure Llama and Impala, see Installing Impala.

Configuring Llama to Support Kerberos Security

1. Create a Llama service user principal using the syntax: | | ama/ f ul | y. qual i f i ed. domai n. nanme @OUR- REALM
This principal is used to authenticate with the Hadoop cluster, where fully.qualified.domain.name is the host
where Llama is running and YOUR-REALM is the name of your Kerberos realm:

$ kadmi n
kadni n: addprinc -randkey
I'lama/fully. qualified. donai n. nane@OUR- REALM

2. Create a keytab file with the Llama principal:

$ kadmin
kadmi n: xst -k |lama. keytab Ilanma/fully.qualified.donmain. nane

3. Test that the credentials in the keytab file work. For example:
$ klist -e -k -t |l ama. keytab

4. Copy the |l | ama. keyt ab file to the Llama configuration directory. The owner of the | | ama. keyt ab file should
be the | | ama user and the file should have owner-only read permissions.
5. Edit the Llama | | ama- si t e. xm configuration file in the Llama configuration directory by setting the following

properties:

Property Value

Il ama. am server.thrift.security true

Il ama. am server.thrift. kerberos. keytab.file Il ama/ conf . keyt ab

I lama. am server.thrift.kerberos. server. principal.name|llanma/fully. qualified. domai n. name

I'lana. amserver.thrift. kerberos.notification. principal.nane|i npal a

6. Restart Llama to make the configuration changes take effect.

Oozie Authentication

This section describes how to configure Oozie CDH 5 with Kerberos security on a Hadoop cluster:




¢ Configuring Kerberos Authentication for the Oozie Server on page 163
e Configuring Oozie HA with Kerberos on page 164

o Important:

To enable Oozie to work with Kerberos security on your Hadoop cluster, make sure you perform the
installation and configuration steps in Configuring Hadoop Security in CDH 5. Also note that when
Kerberos security is enabled in Oozie, a web browser that supports Kerberos HTTP SPNEGO is required
to access the Oozie web-console (for example, Firefox, Internet Explorer or Chrome).

o Important:

If the NameNode, Secondary NameNode, DataNode, JobTracker, TaskTrackers, ResourceManager,
NodeManagers, HttpFS, or Oozie services are configured to use Kerberos HTTP SPNEGO authentication,
and two or more of these services are running on the same host, then all of the running services must
use the same HTTP principal and keytab file used for their HTTP endpoints.

Configuring Kerberos Authentication for the Oozie Server

1. Create a Oozie service user principal using the syntax:
oozi e/ <fully.qualified. domai n. name>@YOUR- REALM>. This principal is used to authenticate with the
Hadoop cluster. where: f ul I y. qual i fi ed. domai n. nane is the host where the Oozie server is running
YOUR- REAL Mis the name of your Kerberos realm.

kadni n: addprinc -randkey oozie/fully.qualified.domain. name@OUR- REALM COM

2. Create a HTTP service user principal using the syntax: HTTP/ <f ul | y. qual i fi ed. don®i n. nane>@YOUR- REALM>.
This principal is used to authenticate user requests coming to the Oozie web-services. where:
fully.qualified. domai n. nane is the host where the Oozie server is running YOUR- REALMis the name of
your Kerberos realm.

kadmi n: addprinc -randkey HTTP/fully. qualified. domai n. nane@OUR- REALM COM

o Important:

The HTTP/ component of the HTTP service user principal must be upper case as shown in the
syntax and example above.

3. Create keytab files with both principals.

$ kadnin
kadm n: xst -k oozie. keytab oozie/fully.qualified.donain. nane
kadmi n: xst -k http.keytab HTTP/ful ly. qualified. domai n. nane

4. Merge the two keytab files into a single keytab file:

$ ktutil

ktutil: rkt oozie.keytab
ktutil: rkt http.keytab
ktutil: wkt oozie-http.keytab

5. Test that credentials in the merged keytab file work. For example:

$ klist -e -k -t oozie-http. keytab



6. Copytheoozi e- htt p. keyt ab file to the Oozie configuration directory. The owner of the oozi e- ht t p. keyt ab
file should be the oozi e user and the file should have owner-only read permissions.

7. Edit the Oozie server oozi e- si t e. xm configuration file in the Oozie configuration directory by setting the
following properties:

o Important: You must restart the Oozie server to have the configuration changes take effect.

Property Value

00zi e. servi ce. HadoopAccessor Servi ce. kerberos. enabl ed | t r ue

local.realm <REALM>

oozi e. servi ce. HadoopAccessor Servi ce. keytab. fil e |/ et c/ oozi e/ conf/ oozi e- htt p. keyt ab for a
package installation, or

<EXPANDED_DI R>/ conf/ oozi e- ht t p. keyt ab fora
tarball installation

00zi e. servi ce. HadoopAccessor Servi ce. kerberos. princi pal | oozi e/ < ully. qual i fi ed. donai n. nane>@YOLR REALM GOV

oozi e. authentication.type ker ber os

oozi e. aut henti cati on. ker ber os. pri nci pal HITH <ful ly. qual i fi ed. donai n. nane>@YOLR REALM GOV

oozi e. aut henti cati on. ker ber os. nane. rul es |Use the value configured for
hadoop. security.auth_to_l ocal in
core-site.xm

Configuring Oozie HA with Kerberos

o Important:

¢ If you use Cloudera Manager, do not use these command-line instructions. Use the Cloudera
Manager Kerberos wizard instead, which automates the steps described in this section. If you
have already enabled Kerberos, Cloudera Manager will automatically generate Kerberos credentials
for the new Oozie server. It will also regenerate credentials for any existing servers.

¢ This information applies specifically to CDH 5.7.2. If you use a lower version of CDH, see the
documentation for that version located at Cloudera Documentation.

In CDH 5, you can configure multiple active Oozie servers against the same database, providing high availability for
Oozie. For instructions on setting up Oozie HA, see Configuring Oozie for High Availability

Let's assume a setup with three hosts running Oozie servers: host 1. exanpl e. com host 2. exanpl e. com and
host 3. exanpl e. com The Load Balancer which directs traffic to the Oozie servers is running on oozi e. exanpl e. com
Perform the following steps to configure Kerberos authentication on this Oozie HA-enabled deployment:

1. Assuming your Kerberos realm is EXAMPLE. COM create the following Kerberos principals:

e 00zi e/ host 1. exanpl e. com@XAMPLE. COM
e 00zi e/ host 2. exanpl e. com@XAVPLE. COM
e 00zi e/ host 3. exanpl e. com@EXAVPLE. COM
e HTTP/ host 1. exanpl e. com@&XAMPLE. COM
e HTTP/ host 2. exanpl e. com@XAMPLE. COM
e HTTP/ host 3. exanpl e. com@&XAMPLE. COM


http://www.cloudera.com/content/support/en/documentation.html

e For the Load Balancer: HTTP/ oozi e. exanpl e. com@XAMPLE. COM

2. On each host, create a keytab file with the corresponding oozi e and HTTP principals from the list above. Each
keytab file should also have the Load Balancer's HTTP principal. For example, the keytab file on host 1 would
comprise:

e 00zi e/ host 1. exanpl e. com@XAVPLE. COM
e HTTP/ host 1. exanpl e. com@XAMPLE. COM
e HTTP/ oozi e. exanpl e. com@&XAMPLE. COM

3. On each host, configure the following properties in oozi e-si te. xni :

<property>
<nanme>o0zi e. aut henti cati on. ker ber os. pri nci pal </ nane>
<val ue>HTTP/ <host nane>@EXAMPLE. COW/ val ue>
<descri pti on>
I ndi cates the Kerberos principal to be used for HTTP endpoi nt.
The principal MIUST start with "HTTP/' as per Kerberos HTTP SPNEGO speci fication.

</ descri pti on>
</ property>
<property>
<nanme>o0zi e. aut henti cati on. ker ber os. keyt ab</ nanme>
<val ue>${ oozi e. servi ce. HadoopAccessor Servi ce. keyt ab. fil e} </ val ue>
<descri pti on>
Location of the keytab file with the credentials for the principal.
Referring to the same keytab file Qozie uses for its Kerberos credentials for
Hadoop
</ descri pti on>
</ property>

Search Authentication

This section describes how to configure Search in CDH 5 to enable authentication.

When authentication is enabled, only specified hosts and users can connect to Search. Authentication also verifies that
clients connect to legitimate servers. This feature prevents spoofing such as impersonation and man-in-the-middle
attacks. Search supports Kerberos and LDAP authentication.

Cloudera Search supports a variety of combinations of authentication protocols:

Table 5: Authentication Protocol Combinations

Solr Authentication Use Case
No authentication Insecure cluster
Kerberos only The Hadoop cluster has Kerberos turned on and every user

(or client) connecting to Solr has a Kerberos principal.

Kerberos and LDAP The Hadoop cluster has Kerberos turned on. External Solr
users (or clients) don’t have Kerberos principal but do have
an identity in the LDAP server. Client authentication using
LDAP requires that Kerberos is enabled for the cluster.
Using LDAP alone is not supported.

Once you are finished setting up authentication, configure Sentry authorization. Authorization involves specifying
which resources can be accessed by particular users when they connect through Search. See Enabling Sentry
Authorization for Search using the Command Line on page 432 for details.




Enabling Kerberos Authentication for Search

Cloudera Search supports Kerberos authentication. All necessary packages are installed when you install Search. To
enable Kerberos, create principals and keytabs and then modify default configurations.

The following instructions only apply to configuring Kerberos in an unmanaged environment. Kerberos configuration
is automatically handled by Cloudera Manager if you are using Search in a Cloudera Manager environment.

To create principals and keytabs
Repeat this process on all Solr server hosts.

1. Create a Solr service user principal using the syntax: sol r/ <f ul | y. qual i fi ed. domai n. name>@<YOUR- REALM>.
This principal is used to authenticate with the Hadoop cluster. where: ful | y. qual i fi ed. domai n. nane is the
host where the Solr server is running YOUR- REALMis the name of your Kerberos realm.

$ kadm n
kadm n: addprinc -randkey solr/fully.qualified.donmain. nane@OUR- REALM COM

2. Create a HTTP service user principal using the syntax: HTTP/ <f ul | y. qual i f i ed. donmai n. namre>@YOUR- REALM>.
This principal is used to authenticate user requests coming to the Solr web-services. where:
fully.qualified. domai n. nane is the host where the Solr server is running YOUR- REALMis the name of your
Kerberos realm.

kadm n: addprinc -randkey HTTP/fully.qualified. domai n. nane@OUR- REALM COM

E’; Note:

The HTTP/ component of the HTTP service user principal must be upper case as shown in the
syntax and example above.

3. Create keytab files with both principals.

kadm n: xst -norandkey -k solr.keytab solr/fully.qualified. donain. nane \
HTTP/ ful ly. qualifi ed. domai n. nanme

4. Test that credentials in the merged keytab file work. For example:
$ klist -e -k -t solr.keytab

5. Copy the sol r. keyt ab file to the Solr configuration directory. The owner of the sol r . keyt ab file should be
the sol r user and the file should have owner-only read permissions.

To modify default configurations
Repeat this process on all Solr server hosts.

1. Ensure that the following properties appearin/ et ¢/ def aul t/ sol r or
/ opt/ cl ouder a/ par cel s/ CDH-*/ et ¢/ def aul t/ sol r and that they are uncommented. Modify these properties
to match your environment. The relevant properties to be uncommented and modified are:
SOLR_AUTHENTI CATI ON_TYPE=ker ber os
SOLR_AUTHENTI CATI ON_SI MPLE_ALLOW ANON=t r ue
SOLR_AUTHENTI CATI ON_KERBEROS_KEYTAB=/ et ¢/ sol r/ conf/sol r. keyt ab
SOLR_AUTHENTI CATI ON_KERBEROS PRI NCI PAL=HTTP/ | ocal host @ OCALHCST

SOLR_AUTHENTI CATI ON_KERBEROS_NAVE_RULES=DEFAULT
SOLR_AUTHENTI CATI ON_JAAS CONF=/ et c/ sol r/ conf/j aas. conf

E,i Note: Modify the values for these properties to match your environment. For example, the
SOLR_AUTHENTI CATI ON_KERBERCS PRI NCI PAL=HTTP/ | ocal host @ OCALHOST mustinclude
the principal instance and Kerberos realm for your environment. That is often different from
| ocal host @ OCALHOST.

2. Set hadoop. security. auth_to_| ocal to match the value specified by
SOLR_AUTHENTI CATI ON_KERBEROS_NAME_RULESin/ et c/ defaul t/sol r or
[ opt/cl ouderal/ parcel s/ CDH*/ et c/ defaul t/sol r.



E,i Note: Forinformation on how to configure the rules, see Configuring the Mapping from Kerberos
Principals to Short Names. For additional information on using Solr with HDFS, see Configuring
Solr for Use with HDFS.

3. If using applications that use the sol rj library, set up the Java Authentication and Authorization Service (JAAS).

a. Create aj aas. conf file in the Solr configuration directory containing the following settings. This file and its
location must match the SOLR_AUTHENTI CATI ON_JAAS_CONF value. Make sure that you substitute a value
for pri nci pal that matches your particular environment.

Cient {
com sun. security. aut h. nodul e. Kr b5Logi nMbdul e required
useKeyTab=true
useTi cket Cache=f al se

keyTab="/et c/sol r/ conf/sol r. keyt ab"
principal ="solr/fully.qualified.domain. name@YOUR- REALM>" ;

Enabling LDAP Authentication for Search

Before continuing, make sure that you have completed the steps in Enabling Kerberos Authentication for Search on
page 166. Solr supports LDAP authentication for external Solr client including:

e Command-line tools
e curl

e Web browsers

¢ Solr Java clients

In some cases, Solr does not support LDAP authentication. Use Kerberos authentication instead in these cases. Solr
does not support LDAP authentication with:

e Search indexing components including the MapReduce indexer, Lily HBase indexer, or Flume.
e Solr internal requests such as those for replication or querying.
¢ Hadoop delegation token management requests such as GETDELEGATI ONTOKEN or RENEVDEL EGATI ONTOKEN.

Configuring LDAP Authentication for Solr using Cloudera Manager
You can configure LDAP-based authentication using Cloudera Manager at the Solr service level.

1. Go to the Solr service.

. Click the Configuration tab.

. Select Scope > Solr

. Select Category > Security

. Select Enable LDAP.

. Enter the LDAP URI in the LDAP URI property.

. Configure only one of following mutually exclusive parameters:
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¢ LDAP BaseDN: Replaces the username with a "distinguished name" (DN) of the form:
ui d=useri d, | dap_baseDN. Typically used for OpenLDAP server installation.

-OR-

e LDAP Domain: Replaces the username with a string user nane@ dap_donai n. Typically used for Active
Directory server installation.


http://www.cloudera.com/content/cloudera/en/documentation/core/latest/topics/cdh_sg_kerbprin_to_sn.html
http://www.cloudera.com/content/cloudera/en/documentation/core/latest/topics/cdh_sg_kerbprin_to_sn.html

Configuring LDAP Authentication for Solr Using the Command Line

To enable LDAP authentication using the command line, configure the following environment variables in
/etc/default/solr:

SOLR_AUTHENTI CATI ON_HTTP_SCHEMES=Negot i at e, Basi ¢
SOLR_AUTHENTI CATI ON_HTTP_DELEGATI ON_MGMI_SCHEMES=Negot i at e
SOLR_AUTHENTI CATI ON_HTTP_BASI C_HANDLER=I dap

SCLR_AUTHENTI CATI ON_HTTP_NEGOTI ATE_HANDLER=ker ber os
SCLR_AUTHENTI CATI ON_LDAP_PROVI DER_URL=I dap: / / ww. exanpl e. com

# Specify value for only one of SOLR_AUTHENTI CATI ON_LDAP_BASE_DN or
SOLR_AUTHENTI CATI ON_LDAP_BI ND_DOVAI N property.

SCLR_AUTHENTI CATI ON_LDAP_BASE DN=ou=User s, dc=exanpl e, dc=com

# SOLR_AUTHENTI CATI ON_LDAP_BI ND_DOMAI N=

# Required when using ‘Start TLS extension

# SOLR_AUTHENTI CATI ON_LDAP_ENABLE_START_TLS=f al se

Securing LDAP Connections

You can secure communications using LDAP-based encryption.

To avoid sending credentials over the wire in clear-text, you must configure a secure connection between both the
client and Solr, and between Solr and the LDAP server. The secure connection could use SSL or TLS.

Secure LDAP connections through SSL:

For SSL-enabled LDAP connections, specify a prefix of | daps: // instead of | dap: / /. Also, the default port for
SSL-enabled LDAP connections is 636 instead of 389.

Secure LDAP connections through TLS:

TLS, the successor to the SSL protocol, is supported by most modern LDAP servers. Unlike SSL connections, TLS
connections can be made on the same server port as non-TLS connections. You can enable xxx using Cloudera Manager.

1. Go to the Solr service.

. Click the Configuration tab.

. Select Scope > Solr

. Select Category > Security

. Select Enable LDAP TLS.

. Import the LDAP server security certificate in the Solr Trust Store file:
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a. Enter the location for the Solr Trust Store File in Solr TLS/SSL Certificate Trust Store File.
b. Enter the password for the Solr Trust Store File in Solr TLS/SSL Certificate Trust Store Password.

LDAP Client Configuration

Some HTTP clients such as curl or the Apache Http Java client must be configured to use a particular scheme. For
example:

¢ curl tool supports using Kerberos or username/password authentication. Kerberos is activated using the
- -negot i at e flag and username/password based authentication is activated using the - - basi ¢ and - u flags.
e Apache HttpClient library can be configured to use specific authentication scheme. For more information, see the
HTTP authentication chapter of Apache's HttpClient Tutorial.

Typically, web browsers automatically choose a preferred authentication scheme. For more information, see the HTTP
authentication topic in The Chromium Projects.

To use LDAP authentication with Solr Java clients, Ht t pCl i ent Conf i gur er needs to configured for Solr. This can
either be done programmatically or using Java system properties.


http://en.wikipedia.org/wiki/Transport_Layer_Security
http://hc.apache.org/httpcomponents-client-ga/tutorial/html/authentication.html
https://www.chromium.org/developers/design-documents/http-authentication
https://www.chromium.org/developers/design-documents/http-authentication

For example, programmatic initialization might appear as:

Sanpl eSolrClient.java

i mport org.apache.solr.client.solrj.inpl.HtpOientUil;
i mport org.apache.solr.client.solrj.inpl.PreenptiveBasi cAut hConfi gurer;
i mport org. apache. sol r. common. par ans. Modi fi abl eSol r Par ans;

/**
* This method initializes the Solr client to use LDAP authentication
* This configuration is applicable to all Solr clients.
* @aram | dapUser Nane LDAP user nane
* @aram | dapPassword LDAP user password
*
/
public static void initialize(String |dapUserName, String |dapPassword) {
HtpCOientUil.setConfigurer(new PreenptiveBasi cAut hConfigurer());
Modi f i abl eSol r Parans parans = new Modi fi abl eSol r Par ans() ;
parans. set (Httpdient Uil .PROP_BASI C_AUTH USER, | dapUser Nane);
parans. set (HttpdientUil.PROP_BASI C_AUTH PASS, | dapPassword);
/1 Configure the JVM default paraneters.
Preenpt i veBasi cAut hConfi gur er. set Def aul t Sol r Par ans( par ans) ;

}
For configuration using system properties, configure the following system properties:

Table 6: System properties configuration for LDAP authentication

System property Description

sol r. httpclient.configurer Fully qualified classname of Ht t pCl i ent Confi gur er
implementation. For example,
agaechesdr.diet.sdrj.inp. Freenpti veBasi cALhQxfigurer.

solr.httpclient.config Http client configuration properties file path. For example,
| dap-credenti al s. properties.

For example, the entry in | dap- credenti al s. properti es might appear as:

| dap-credenti al s. properties

ht t pBasi cAut hUser =user 1
ht t pBasi cAut hPasswor d=passwd

Using Kerberos with Search
The process of enabling Solr clients to authenticate with a secure Solr is specific to the client. This section demonstrates:

¢ Using Kerberos and curl

e Using solrctl

e Configuring Solr]) Library Usage

¢ This enables technologies including:

e Command line solutions
e Java applications
e The MapReducelndexerTool

e Configuring Flume Morphline Solr Sink Usage

Secure Solr requires that the CDH components that it interacts with are also secure. Secure Solr interacts with HDFS,
ZooKeeper and optionally HBase, MapReduce, and Flume.



Using Kerberos and curl

You can use Kerberos authentication with clients such ascur | . Touse cur | , begin by acquiring valid Kerberos credentials
and then run the desired command. For example, you might use commands similar to the following:

$ kinit -kt usernane. keytab usernane
$ curl --negotiate -u foo:bar http://solrserver:8983/solr/

E,’ Note: Depending on the tool used to connect, additional arguments may be required. For example,

withcurl, - -negoti at e and - u are required. The username and password specified with - u is not
actually checked because Kerberos is used. As a result, any value such as foo:bar or even just : is
acceptable. While any value can be provided for - u, note that the option is required. Omitting - u
results in a 401 Unauthorized error, even though the - u value is not actually used.

Using solrctl

If you are using sol rct | to manage your deployment in an environment that requires Kerberos authentication, you
must have valid Kerberos credentials, which you can get using ki ni t . For more information on sol rct | , see solrctl
Reference

Configuring SolrJ Library Usage

If using applications that use the solrj library, begin by establishing a Java Authentication and Authorization Service
(JAAS) configuration file.

Create a JAAS file:

¢ If you have already used ki ni t to get credentials, you can have the client use those credentials. In such a case,
modify your j aas-cl i ent . conf file to appear as follows:

Cient {
com sun. security. aut h. rodul e. Kr b5Logi nMbdul e requi red
useKeyTab=f al se
useTi cket Cache=t rue
princi pal ="user/fully.qualified.domai n. name @&YOUR- REALM>" ;

where user/ful ly. qualified. domai n. name @YOUR- REALM> is replaced with your credentials.
¢ You want the client application to authenticate using a keytab you specify:

Cient {
com sun. security. aut h. rodul e. Kr b5Logi nMbdul e requi red
useKeyTab=true
keyTab="/pat h/t o/ keyt ab/ user . keyt ab"
st or eKey=t rue
useTi cket Cache=f al se
princi pal ="user/fully.qualified.domai n. name @&YOUR- REALM>" ;

where / pat h/ t o/ keyt ab/ user . keyt ab is the keytab file you want to use and
user/fully.qualified.domai n. name@YOUR- REALM> is the principal in that keytab you want to use.

Use the JAAS file to enable solutions:
e Command line solutions

Set the property when invoking the program. For example, if you were using a jar, you might use:

java -Djava.security.auth.login.config=/hone/user/jaas-client.conf -jar app.jar

¢ Java applications



Set the Java system propertyj ava. security. aut h. | ogi n. confi g. For example, if the JAAS configuration file
is located on the filesystem as / hone/ user/j aas-cl i ent. conf. The Java system property

java.security.auth. | ogin. confi g must be set to point to this file. Setting a Java system property can be
done programmatically, for example using a call such as:

System set Property("java. security.auth.login.config", "/honme/user/jaas-client.conf");

¢ The MapReducelndexerTool

The MapReducelndexerTool uses Solr) to pass the JAAS configuration file. Using the MapReducelndexerTool in a
secure environment requires the use of the HADOOP_OPTS variable to specify the JAAS configuration file. For
example, you might issue a command such as the following:

HADOOP_OPTS="- Dj ava. security. aut h. | ogi n. confi g=/ hone/ user/j aas. conf" \
hadoop jar MapReducel ndexer Tool

¢ Configuring the hbase-indexer CLI

Certain hbase-indexer CLI commands such as r epl i cat i on- st at us attempt to read ZooKeeper hosts owned
by HBase. To successfully use these commands in Search for CDH 5 in a secure environment, specify a JAAS
configuration file with the HBase principal in the HBASE | NDEXER OPTS environment variable. For example, you
might issue a command such as the following:

HBASE | NDEXER_OPTS="-Dj ava. security. auth. | ogi n. confi g=/ hone/ user/ hbase-j aas. conf" \
hbase-i ndexer replication-status

Configuring Flume Morphline Solr Sink Usage
Repeat this process on all Flume hosts:

1. If you have not created a keytab file, do so now at/ et ¢/ f | une- ng/ conf/ f | une. keyt ab. This file should
contain the service principal f | une/ <ful | y. qual i fi ed. donmai n. name>@YOUR- REALM>. See Flume
Authentication on page 120 for more information.

2. Create a JAAS configuration file for flume at/ et ¢/ f | unme- ng/ conf /j aas- cl i ent. conf.The file should appear
as follows:

Cient {
com sun. security. aut h. nodul e. Kr b5Logi nMbdul e required
useKeyTab=t rue
useTi cket Cache=f al se
keyTab="/etc/fl ume-ng/ conf/fl une. keyt ab"
principal ="flunme/<fully.qualified. domai n. nane>@YOUR- REALM>";

3. Add the flume JAAS configuration to the JAVA_OPTSin/ et ¢/ f |1 ume- ng/ conf/ f | ume- env. sh. For example,
you might change:

JAVA OPTS="- Xmx500nt
to:

JAVA CPTS="- Xmx500m - Dj ava. security. aut h. | ogi n. confi g=/etc/flume-ng/conf/jaas-client.conf"

Spark Authentication

Minimum Required Role: Security Administrator (also provided by Full Administrator)



Spark currently support two methods of authentication. Authentication can be configured using Kerberos or using a
shared secret. When using Spark on YARN, Cloudera recommends using Kerberos authentication since it is stronger
security measure.

Configuring Kerberos Authentication for Spark

o Important:

¢ If you want to enable Spark event logging on a Kerberos-enabled cluster, you will need to enable
Kerberos authentication for Spark as well, since Spark's event logs are written to HDFS.

¢ You can use Spark on a Kerberos-enabled cluster only in the YARN mode, not in the Standalone
mode.

The following steps describe how to set up Kerberos authentication for Spark using the command line.

Create the Spark Principal and Keytab File

1. Create the spar k principal and spar k. keyt ab file:

kadni n: addprinc -randkey spark/fully.qualified.domain. name@OUR- REALM COM
kadm n: xst -k spark. keytab spark/fully.qualified.domain.name

2. Move the file into the Spark configuration directory and restrict its access exclusively to the spar k user:

$ nmv spark. keytab /etc/spark/conf/
$ chown spark /etc/spark/conf/spark. keytab
$ chnod 400 /etc/ spark/conf/spark. keyt ab

For more details on creating Kerberos principals and keytabs, see Step 4: Create and Deploy the Kerberos Principals
and Keytab Files on page 98.

Configure the Spark History Server to Use Kerberos

Using Cloudera Manager
If you are using Cloudera Manager, use the following steps to edit the spar k- env. sh file.

1. Open the Cloudera Manager Administration Console and navigate to the Spark service.

. Click the Configuration tab.

. Select Scope > History Server.

. Select Category > Advanced.

. Edit the History Server Advanced Configuration Snippet (Safety Valve) for spark-conf/spark-env.sh property to
add the following properties:
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SPARK_HI STORY_OPTS=- Dspar k. hi st ory. ker ber os. enabl ed=t rue \
- Dspar k. hi story. ker ber os. pri nci pal =spark/fully. qualified. domai n. nane@OUR- REALM COM \
- Dspark. hi story. ker ber os. keyt ab=/ et c/ spar k/ conf/ spar k. keyt ab

6. Click Save Changes to commit the changes.

Using the Command Line

If you are using the command-line, open the Spark configuration file / et ¢/ spar k/ conf / spar k- env. sh file and add
the following properties:

SPARK_HI STORY_OPTS=- Dspar k. hi st ory. ker ber os. enabl ed=true \
- Dspar k. hi story. ker ber os. pri nci pal =spark/fully. qualified. domai n. nane@OUR- REALM COM \
- Dspark. hi story. ker ber os. keyt ab=/ et c/ spar k/ conf/ spar k. keyt ab



Running Spark Applications on a Secure Cluster

You can submit compiled Spark applications with the spar k- subni t script. Specify the following additional
command-line options when running the spar k- subni t script on a secure cluster using the form: - - opt i on val ue.

Option Description

--keyt ab The full path to the file that contains the keytab for the principal. This keytab
is copied to the node running the ApplicationMaster using the Secure

Distributed Cache, for periodically renewing the login tickets and the delegation
tokens. For information on setting up the principal and keytab, see Configuring
a Cluster with Custom Kerberos Principals on page 70and Spark Authentication

on page 171.
--principal Principal to be used to log in to the KDC, while running on secure HDFS.
- - proxy- user This property allows you to use the spar k- submi t script to impersonate

client users when submitting jobs.

Configuring Spark Authentication Using a Shared Secret

Authentication using a shared secret can be configured using the spar k. aut hent i cat e configuration parameter.
The authentication process is essentially a handshake between Spark and the other party to ensure they have the same
shared secret and can be allowed to communicate. If the shared secret does not match, they will not be allowed to
communicate.

If you are using Spark on YARN, setting spar k. aut hent i cat e parameter to t r ue will generate and distribute the
shared secret to all applications communicating with Spark. For Cloudera Manager deployments, use the following
instructions:

1. Go to the Spark Service > Configuration tab.

2. In the Search field, type spar k aut hent i cat e to find the Spark Authentication settings.
3. Check the checkbox for the Spark Authentication property.

4. Click Save Changes.

Configuring Spark on YARN for Long-Running Applications

For long-running applications, such as Spark Streaming jobs, to write to HDFS, you must configure Kerberos authentication
for Spark for Spark, and pass the Spark principal and keytab to the spar k- subnmi t script using the - - pri nci pal and
- - keyt ab parameters. The keytab is copied to the host running the ApplicationMaster, and the Kerberos login is
renewed periodically by using the principal and keytab to generate the required delegation tokens for communication
with HDFS.

To make sure the Spark keytab is delivered to the ApplicationMaster host securely, configure TLS/SSL communication
for YARN and HDEFS encryption on your cluster.

Sqoop 2 Authentication

This section describes how to configure Sqoop 2 with Kerberos security in a Hadoop cluster.

E,i Note: Sqoop 2 is being deprecated. Cloudera recommends using Sqoop 1.

Create the Sqoop 2 Principal and Keytab File

You need to create a sqoop2. keyt ab file for Sqoop 2. Follow these steps:


https://spark.apache.org/docs/1.6.0/configuration.html

1. Create the principal and keytab file:

kadm n: addprinc -randkey sqoop2/fully.qualified.domai n. name@OUR- REALM COM
kadm n: xst -k sqoop2. keytab sqoop2/fully.qualified.domain. name

2. Move the file into the Sqoop 2 configuration directory and restrict its access exclusively to the sqoop2 user:

$ nmv sqoop2. keytab /etc/sqoop2/ conf/
$ chown sqoop2 /etc/sqoop2/ conf/sqoop2. keyt ab
$ chrod 400 /etc/sqoop2/ conf/sqoop2. keyt ab

For more details on creating Kerberos principals and keytabs, see Step 4: Create and Deploy the Kerberos Principals
and Keytab Files on page 98.

Configure Sqoop 2 to Use Kerberos

Edit the Sqoop 2 configuration file sqoop. properti es fileinthe/ et ¢/ sqoop2/ conf directory and add the following
properties:

or g. apache. sqoop. aut henti cat i on. t ype=KERBERCS

or g. apache. sqoop. aut hent i cati on. handl er =or g. apache. sqoop. securi ty. Ker ber osAut henti cat i onHandl er
or g. apache. sgoop. aut hent i cat i on. ker ber 0s. pri nci pal =sqoop2/ f ul | y. qual i fi ed. donai n. nane@Q0OUR REALM GM
or g. apache. sqoop. aut henti cati on. ker ber os. keyt ab=/ et c/ sqoop2/ conf/ sqoop2. keyt ab

ZooKeeper Authentication

This section describes how to configure ZooKeeper in CDH 5 to enable Kerberos security:

¢ Configuring ZooKeeper Server for Kerberos Authentication on page 174
e Configuring the ZooKeeper Client Shell to Support Kerberos Security on page 175
e Verifying the Configuration on page 176

o Important:

Prior to enabling ZooKeeper to work with Kerberos security on your cluster, make sure you first review
the requirements in Configuring Hadoop Security in CDH 5.

Configuring ZooKeeper Server for Kerberos Authentication

You can configure the ZooKeeper server for Kerberos authentication in Cloudera Manager or through the command
line.

Using Cloudera Manager to Configure ZooKeeper Server for Kerberos Authentication
To set up the ZooKeeper server for Kerberos authentication in Cloudera Manager, complete the following steps:

. In Cloudera Manager, open the ZooKeeper service.
. Click the Configuration tab.
. Enter Kerberos in the in the Search bar.

. Find the Enable Kerberos Authentication property and select the check-box next to the ZooKeeper services that
you want to configure for Kerberos authentication.
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Using the Command Line to Configure ZooKeeper Server for Kerberos Authentication

Follow the steps below for each ZooKeeper server in the ensemble. To maintain consistency across ZooKeeper servers
in the ensemble, use the same name for the keytab file you deploy to each server, for example, zookeeper . keyt ab.
Each keytab file will contain its respective host's fully-qualified domain name (FQDN).



1. Create a service principal for the ZooKeeper server using the fully-qualified domain name (FQDN) of the host on
which ZooKeeper server is running and the name of your Kerberos realm using the pattern
zookeeper/ f qdn. exanpl e. com@ YOUR- REALM This principal will be used to authenticate the ZooKeeper
server with the Hadoop cluster. Create this service principal as follows:

kadni n: addprinc -randkey zookeeper/fqgdn. exanpl e. com@/OUR- REALM

2. Create a keytab file for the ZooKeeper server:

$ kadnmin
kadm n: xst -k zookeeper. keytab zookeeper/fqgdn. exanpl e. com@OUR- REALM

E’; Note: For consistency across ZooKeeper Servers, use the same name for the keytab file you
create for each subsequent ZooKeeper Server host system you configure using these steps, for
example, zookeeper . keyt ab.

3. Copy the zookeeper . keyt ab file to the ZooKeeper configuration directory on the ZooKeeper server host, using
the appropriate ZooKeeper configuration directory: / et ¢/ zookeeper/ conf /. The zookeeper . keyt ab file
should be owned by the zookeeper user, with owner-only read permissions.

4. Add the following lines to the ZooKeeper configuration file zoo. cf g:

aut hProvi der . 1=or g. apache. zookeeper. server. aut h. SASLAut henti cati onPr ovi der
j aasLogi nRenew=3600000

5. Set up the Java Authentication and Authorization Service (JAAS) by creating aj aas. conf file in the ZooKeeper
configuration directory with the settings shown below, replacing f gdn. exanpl e. comwith the ZooKeeper server's
hostname.

Server {
com sun. security. aut h. nodul e. Kr b5Logi nModul e requi red
useKeyTab=t r ue
keyTab="/ et c/ zookeeper/ conf/ zookeeper . keyt ab"
st or eKey=true
useTi cket Cache=f al se
princi pal ="zookeeper/f gdn. exanpl e. com
@OUR- REALM';
b

6. Add the following setting to the j ava. env file located in the ZooKeeper configuration directory, creating the file
if necessary:

export JVMFLAGS="-Dj ava. security. auth.| ogin. config=/etc/zookeeper/conf/jaas.conf"

7. Repeat these steps for each ZooKeeper server in the ensemble.
8. Restart the ZooKeeper server to have the configuration changes take effect. See ZooKeeper Installation for details.

Configuring the ZooKeeper Client Shell to Support Kerberos Security

1. If you want to use the ZooKeeper client shell zookeeper - cl i ent with Kerberos authentication, create a principal
using the syntax: zkcl i @<YOUR- REALM>. This principal is used to authenticate the ZooKeeper client shell to the
ZooKeeper service. where: YOUR- REALMis the name of your Kerberos realm.

kadm n: addprinc -randkey zkcli @OUR- REALM COM

2. Create a keytab file for the ZooKeeper client shell.

$ kadmin
kadmi n: xst -norandkey -k zkcli.keytab zkcli @OUR- REALM COM


http://docs.oracle.com/javase/7/docs/technotes/guides/security/jaas/tutorials/GeneralAcnOnly.html

E,i Note:

Some versions of kadmin do not support the - nor andkey option in the command above. If your
version does not, you can omit it from the command. Note that doing so will result in a new
password being generated every time you export a keytab, which will invalidate
previously-exported keytabs.

3. Set up JAAS in the configuration directory on the host where the ZooKeeper client shell is running. For a package
installation, the configuration directory is / et ¢/ zookeeper/ conf /. For a tar ball installation, the configuration
directory is <EXPANDED DI R>/ conf . Create aj aas. conf file containing the following settings:

Cient {
com sun. security. aut h. mrodul e. Kr b5Logi nMbdul e requi red
useKeyTab=t r ue
keyTab="/pat h/to/ zkcl i . keyt ab"
st or eKey=t rue
useTi cket Cache=f al se
princi pal =" zkcl i @YOUR- REALM>" ;
b

4. Add the following setting to the j ava. env file located in the configuration directory. (Create the file if it does
not already exist.)

export JVMFLAGS="-Dj ava. security. auth.|ogin.config=/etc/zookeeper/conf/jaas.conf"

Verifying the Configuration

1. Make sure that you have restarted the ZooKeeper cluster with Kerberos enabled, as described above.
2. Start the client (where the hostname is the name of a ZooKeeper server):

zookeeper-client -server hostnane: port

3. Create a protected znode from within the ZooKeeper CLI. Make sure that you substitute YOUR- REAL Mas appropriate.

create /znodel znodeldata sasl: zkcli @{YOUR- REALM }: cdw a

4. Verify the znode is created and the ACL is set correctly:
get Acl /znodel

The results from get Acl should show that the proper scheme and permissions were applied to the znode.

Hadoop Users in Cloudera Manager and CDH

A number of special users are created by default when installing and using CDH and Cloudera Manager. Given below
is a list of users and groups as of the latest release. Also listed are the corresponding Kerberos principals and keytab
files that should be created when you configure Kerberos security on your cluster.

E’; Note: Cloudera Manager 5.3 introduces a new single user mode. In single user mode, the Cloudera
Manager Agent and all the processes run by services managed by Cloudera Manager are started as a
single configured user and group. See Configuring Single User Mode for more information.




Table 7: Users and Groups

Component
(Version)

Unix User ID

Groups

Notes

Cloudera Manager
(all versions)

cl ouder a-scm

cl ouder a-scm

Cloudera Manager processes such as the Cloudera
Manager Server and the monitoring roles run as this
user.

The Cloudera Manager keytab file must be named
cnf . keyt ab since that name is hard-coded in
Cloudera Manager.

i\lote: Applicable to clusters managed
Elby Cloudera Manager only.

Apache Accumulo [accunul o accunmul o Accumulo processes run as this user.

(Accumulo 1.4.3

and higher)

Apache Avro No special users.

Apache Flume flunme flume The sink that writes to HDFS as this user must have

(CDH 4, CDH 5) write privileges.

Apache HBase hbase hbase The Master and the RegionServer processes run as

(CDH 4, CDH 5) this user.

HDFS (CDH 4, CDH | hdf s hdfs, hadoop The NameNode and DataNodes run as this user, and

5) the HDFS root directory as well as the directories used
for edit logs should be owned by it.

Apache Hive (CDH | hi ve hi ve The HiveServer2 process and the Hive Metastore

4,CDH 5) processes run as this user.
A user must be defined for Hive access to its
Metastore DB (for example, MySQL or Postgres) but
it can be any identifier and does not correspond to a
Unix uid. This is
j avax. j do. opti on. Connecti onUser Nane in
hive-site.xml.

Apache HCatalog |hive hi ve The WebHCat service (for REST access to Hive

(CDH 4.2 and functionality) runs as the hi ve user.

higher, CDH 5)

HttpFS (CDH 4, httpfs httpfs The HttpFS service runs as this user. See HttpFS

CDH 5) Security Configuration for instructions on how to
generate the merged ht t pf s- ht t p. keyt ab file.

Hue (CDH 4, CDH | hue hue Hue services run as this user.

5)

Hue Load Balancer | apache apache The Hue Load balancer has a dependency on the

(Cloudera Manager apache2 package that uses the apache user name.

5.5 and higher) Cloudera Manager does not run processes using this
user ID.

Impala i mpal a i npal a, hive Impala services run as this user.
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Apache Kafka kaf ka kaf ka Kafka services run as this user.

(Cloudera

Distribution of

Kafka 1.2.0)

Java KeyStore KMS | kns ks The Java KeyStore KMS service runs as this user.

(CDH 5.2.1 and

higher)

Key Trustee KMS | ks ks The Key Trustee KMS service runs as this user.

(CDH 5.3 and

higher)

Key Trustee Server | keyt r ust ee keytrustee The Key Trustee Server service runs as this user.

(CDH 5.4 and

higher)

Kudu kudu kudu Kudu services run as this user.

Llama (CDH 5) [l ama Il ama Llama runs as this user.

Apache Mahout No special users.

MapReduce (CDH | mapr ed mapr ed, hadoop |Without Kerberos, the JobTracker and tasks run as

4, CDH 5) this user. The LinuxTaskController binary is owned by
this user for Kerberos.

Apache Oozie oozi e oozie The Oozie service runs as this user.

(CDH 4, CDH 5)

Parquet No special users.

Apache Pig No special users.

Cloudera Search |solr solr The Solr processes run as this user.

(CDH 4.3 and

higher, CDH 5)

Apache Spark (CDH | spar k spark The Spark History Server process runs as this user.

5)

Apache Sentry sentry sentry The Sentry service runs as this user.

(CDH 5.1 and

higher)

Apache Sqoop sgoop sqoop This user is only for the Sqoop1 Metastore, a

(CDH 4, CDH 5) configuration option that is not recommended.

Apache Sqoop?2 sqoop2 sqoop, sqoop2 The Sqoop2 service runs as this user.

(CDH 4.2 and

higher, CDH 5)

Apache Whirr No special users.

YARN (CDH 4, CDH |yarn yarn, hadoop Without Kerberos, all YARN services and applications

5) run as this user. The LinuxContainerExecutor binary
is owned by this user for Kerberos.

Apache ZooKeeper | zookeeper zookeeper The ZooKeeper processes run as this user. It is not

(CDH 4, CDH 5)

configurable.
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Keytabs and Keytab File Permissions

E,i Note:

The Kerberos principal names should be of the format,
usernane/ fully. qualified. domai n. nane @OUR- REALM COM where the term user nane refers
to the username of an existing UNIX account, such as hdf s or mapr ed. The table below lists the
usernames to be used for the Kerberos principal names. For example, the Kerberos principal for Apache
Flume would be f 1 ume/ ful 1 y. qual i fi ed. donmai n. nane @OUR- REALM COM

For keytabs with multiple principals, Cloudera Manager merges them appropriately from individual
keytabs. If you do not use Cloudera Manager, you must merge the keytabs manually.

Table 8: Clusters Managed by Cloudera Manager

(cl oudera-scm

Component (Unix | Service Kerberos Filename (*. | Keytab File | Keytab File |File

User ID) Principals | keytab) Owner Group Permission
(octal)

Cloudera Manager |NA cloudera-scm | cmf cloudera-scm | cloudera-scm | 600

hdfs-DATANODE

hdfs-
SECONDARYNAMENODE

Cloudera cloudera-mgmt- hdfs headlamp | cloudera-scm | cloudera-scm | 600
Management REPORTSMANAGER
Service
(cl oudera-scm
Cloudera cloudera-mgmt- hue cmon cloudera-scm | cloudera-scm | 600
Management SERVICEMONITOR,
Service cloudera-mgmt-
(cl oudera-scm |ACTIVITYMONITOR
Cloudera cloudera-mgmt- N/A N/A N/A N/A N/A
Management HOSTMONITOR
Service
(cl oudera-scm
Apache Accumulo | acumucl6ACIUMULOL6 MIASTER | accumulo accumulo16 | cloudera-scm | cloudera-scm | 600
I
(accumul o) awmUoI6ACIUMULOI6 TRACRR
aumubl6ACIUMULOL6 IVONITOR
accumulo16-ACCUMULO16_GC
aumuo16A00UMULO16 TSERVER
Flume (1 une) flume-AGENT flume flume cloudera-scm | cloudera-scm | 600
HBase (hbase) hbase-HBASETHRIFTSERVER | HTTP HTTP cloudera-scm | cloudera-scm | 600
hbase-REGIONSERVER hbase hbase
hbase-HBASERESTSERVER
hbase-MASTER
HDFS ( hdf s) hdfs-NAMENODE hdfs, HTTP | hdfs cloudera-scm | cloudera-scm | 600
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Hive ( hi ve) hive-HIVESERVER2 hive hive cloudera-scm | cloudera-scm | 600
hive-WEBHCAT HTTP HTTP
hive-HIVEMETASTORE hive hive
HttpFS (htt pfs) | hdfs-HTTPFS httpfs httpfs cloudera-scm | cloudera-scm | 600
Hue (hue) hue-KT_RENEWER hue hue cloudera-scm | cloudera-scm | 600
Impala (i npal a) |impala-STATESTORE impala impala cloudera-scm | cloudera-scm | 600
impala-CATALOGSERVER
impala-IMPALAD
Java KeyStore KMS | kms-KMS HTTP kms cloudera-scm | cloudera-scm | 600
(kms)
Apache Kafka kafka-KAFKA_BROKER kafka kafka kafka kafka 600
(kaf ka)
Key Trustee KMS keytrustee-KMS_KEYTRUSTEE | HTTP keytrustee | cloudera-scm | cloudera-scm | 600
(krrs)
Llama (11 anm) impala-LLAMA llama, HTTP |llama cloudera-scm | cloudera-scm | 600
MapReduce mapreduce-JOBTRACKER | mapred, mapred cloudera-scm | cloudera-scm | 600
(mapred) mapreduce- TASKTRACKER | 111"
Oozie (00zi €) oozie-OOZIE_SERVER oozie, HTTP |oozie cloudera-scm | cloudera-scm | 600
Search (sol r) solr-SOLR_SERVER solr, HTTP solr cloudera-scm | cloudera-scm | 600
Sentry (sentry) |sentry-SENTRY_SERVER sentry sentry cloudera-scm | cloudera-scm | 600
Spark (spar k) spark_on_yarn- spark spark cloudera-scm | cloudera-scm | 600
SPARK_YARN_HISTORY_SERVER
YARN (yar n) yarn-NODEMANAGER yarn, HTTP |yarn cloudera-scm | cloudera-scm | 644
yarn- RESOURCEMANAGER 600
yarn-JOBHISTORY 600
ZooKeeper zookeeper-server zookeeper |zookeeper |cloudera-scm | cloudera-scm | 600
(zookeeper)

Table 9: CDH Clusters Not Managed by Cloudera Manager

Apache Accumulo

accumulo16-ACCUMULO16_MASTER

(accumul 0)

accumulo16-ACCUMULO16_TRACER

accumulo16-ACCUMULO16_MONITOR

accumulo16-ACCUMULO16_GC

accumulo16-ACCUMULO16_TSERVER

accumulo

accumulol16

accumulo

accumulo

600
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Flume (fl ume) | flume-AGENT flume flume flume flume 600
HBase (hbase) hbase-HBASETHRIFTSERVER HTTP HTTP hbase hbase 600
hbase-REGIONSERVER hbase hbase
hbase-HBASERESTSERVER
hbase-MASTER
HDFS (hdf s) hdfs-NAMENODE hdfs, HTTP | hdfs hdfs hdfs 600
hdfs-DATANODE
hdfs- SECONDARYNAMENODE
Hive (hi ve) hive-HIVESERVER2 hive hive hive hive 600
hive-WEBHCAT HTTP HTTP
hive-HIVEMETASTORE hive hive
HttpFS (ht t pf s) | hdfs-HTTPFS httpfs httpfs httpfs httpfs 600
Hue (hue) hue-KT_RENEWER hue hue hue hue 600
Impala (i npal a) |impala-STATESTORE impala impala impala impala 600
impala-CATALOGSERVER
impala-IMPALAD
Llama (Il ama) |impala-LLAMA llama, llama llama llama 600
HTTP
Java KeyStore kms-KMS HTTP kms kms kms 600
KMS (kns)
Apache Kafka kafka-KAFKA_BROKER kafka kafka kafka kafka 600
(kaf ka)
Key Trustee KMS | kms-KEYTRUSTEE HTTP kms kms kms 600
(krrs)
MapReduce mapreduce-JOBTRACKER mapred, mapred mapred hadoop 600
(mapred) mapreduce- TASKTRACKER HTTP
Oozie (oozi €) oozie-OOZIE_SERVER oozie, oozie oozie oozie 600
HTTP
Search (sol r) solr-SOLR_SERVER solr, HTTP |solr solr solr 600
Sentry (sentry) |sentry-SENTRY_SERVER sentry sentry sentry sentry 600
Spark (spar k) spark_on_yarn- spark spark spark spark 600
SPARK_YARN_HISTORY_SERVER
YARN (yar n) yarn-NODEMANAGER yarn, HTTP |yarn yarn hadoop 644
yarn- RESOURCEMANAGER 600
yarn-JOBHISTORY 600
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Component (Unix | Service Kerberos |Filename |Keytab File | Keytab File | File

User ID) Principals | (*.keytab) | Owner Group Permission
(octal)
ZooKeeper zookeeper-server zookeeper |zookeeper |zookeeper |zookeeper |600

(zookeeper)

Configuring a Cluster-dedicated MIT KDC with Cross-Realm Trust

If you use Cloudera Manager to enable Hadoop security on your cluster, the Cloudera Manager Server will create
several principals and then generate keytabs for those principals. Cloudera Manager will then deploy the keytab files
on every host in the cluster. See Hadoop Users in Cloudera Manager and CDH on page 176 for a complete listing of the
principals created by Cloudera Manager.

E,i Note: The following instructions illustrate an example of creating and deploying the principals and
keytab files for MIT Kerberos. (If you are using another version of Kerberos, refer to the Kerberos
documentation for the version of the operating system you are using, for instructions.)

When to use kadmin.local and kadmin

When performing the Kerberos commands in this document, you can use kadmi n. | ocal or kadm n depending on
your access and account:

¢ Ifyou canlogon to the KDC host directly, and have root access or a Kerberos admin account, use the kadmi n. | ocal
command.
¢ When accessing the KDC from a remote host, use the kadnm n command.

To start kadmi n. | ocal on the KDC host:
$ sudo kadnin. | ocal
To run kadni n from any host:

$ kadnin

E’; Note:

e In this guide, kadni n is shown as the prompt for commands in the kadmi n shell, but you can
type the same commands at the kadmni n. | ocal promptin the kadmi n. | ocal shell.

e Running kadmi n. | ocal may prompt you for a password because it is being run using sudo. You
should provide your Unix password. Running kadmi n may prompt you for a password because
you need Kerberos admin privileges. You should provide your Kerberos admin password.

Setting up a Cluster-Dedicated KDC and Default Realm for the Hadoop Cluster

Cloudera has tested the following configuration approaches to Kerberos security for clusters managed by Cloudera
Manager. For administration teams that are just getting started with Kerberos security, we recommend starting with
these approaches to the configuration of KDC services for a number of reasons.

The number of Service Principal Names (SPNs) that are created and managed by the Cloudera Manager server for a
CDH cluster can be significant, so it isimportant to realize the potential impact on cluster uptime and overall operations
if you choose to manage keytabs manually instead. The Cloudera Manager server manages the creation of service
keytabs on the proper hosts based on the current configuration of the database. Manual keytab management can be
error prone and introduce delays when deploying or moving services within the cluster, especially under time-sensitive
conditions.



Cloudera Manager creates SPNs within a KDC that it can access with the kadm n command based on configuration of
the / et c/ kr b5. conf file on the Cloudera Manager host. SPNs are created with the format

servi ce- nane/ host . f gdn. nane @XAMPLE. COMwhere ser vi ce- nane is the relevant CDH service name such as
hue or hbase or hdf s.

If your site already has a working KDC, and any existing principals share the same name as any of the principals that
Cloudera Manager creates, the Cloudera Manager Server generates a new randomized key for those principals, and
consequently causes existing keytabs to become invalid.

This is why Cloudera recommends using a dedicated local MIT Kerberos KDC and realm for the Hadoop cluster. You
can set up a one-way cross-realm trust from the cluster-dedicated KDC and realm to your existing central MIT Kerberos
KDC, or to an existing Active Directory realm. Using this method, there is no need to create Hadoop service principals
in the central MIT Kerberos KDC or in Active Directory, but principals (users) in the central MIT KDC or in Active Directory
can be authenticated to Hadoop. The steps to implement this approach are as follows:

1. Install and configure a cluster-dedicated MIT Kerberos KDC that will be managed by Cloudera Manager for creating
and storing the service principals for your Hadoop cluster.

E,i Note: The kr b5- ser ver package includes a | ogr ot at e policy file to rotate log files monthly.
To take advantage of this, install the | ogr ot at e package. No additional configuration is necessary.

2. See the example kdc. conf and kr b5. conf files in Sample Kerberos Configuration files: krb5.conf, kdc.conf,
kadm5.acl on page 196 for configuration considerations for the KDC and Kerberos clients.

3. Configure a default Kerberos realm for the cluster you want Cloudera Manager to manage and set up one-way
cross-realm trust between the cluster-dedicated KDC and either your central KDC or Active Directory. Follow the
appropriate instructions below for your deployment: Using a Cluster-Dedicated KDC with a Central MIT KDC on
page 183 or Using a Cluster-Dedicated MIT KDC with Active Directory on page 185.

Cloudera strongly recommends the method above because:

¢ It requires minimal configuration in Active Directory.

e |t is comparatively easy to script the creation of many principals and keytabs. A principal and keytab must be
created for every daemon in the cluster, and in a large cluster this can be extremely onerous to do directly in
Active Directory.

e There is no need to involve central Active Directory administrators in order to get service principals created.

¢ |t allows for incremental configuration. The Hadoop administrator can completely configure and verify the
functionality the cluster independently of integrating with Active Directory.

Using a Cluster-Dedicated KDC with a Central MIT KDC

Important: If you plan to use Oozie or the Hue Kerberos Ticket Renewer in your cluster, you must

o configure your KDC to allow tickets to be renewed, and you must configure kr b5. conf to request
renewable tickets. Typically, you can do this by adding the max_r enewabl e_|I i f e setting to your
realm in kdc. conf, and by adding therenew_| i f et i me parameter to the | i bdef aul t s section
of kr b5. conf . For more information about renewable tickets, see the Kerberos documentation. This
is demonstrated in the Sample Kerberos Configuration files: krb5.conf, kdc.conf, kadm5.acl on page
196.

1. Inthe/ var/ ker ber os/ kr b5kdc/ kdc. conf file on the local dedicated KDC server host, configure the default
realm for the Hadoop cluster by substituting your Kerberos realm in the following r eal ns property:

[real ns]
HADQOOP. EXAMPLE. COM = {


http://web.mit.edu/Kerberos/krb5-1.8/

2. Inthe/ et ¢/ kr b5. conf file on all cluster hosts and all Hadoop client user hosts, configure the default realm for
the Hadoop cluster by substituting your Kerberos realm in the following r eal s property. Also specify the local
dedicated KDC server hostname in the / et ¢/ kr b5. conf file (for example, kdc01. exanpl e. com).

[I'i bdefaul ts]
defaul t_real m = HADOOP. EXAMPLE. COM
[real nB]
HADOOP. EXAMPLE. COM = {
kdc = kdcO1l. hadoop. exanpl e. com 88
adm n_server = kdcO1l. hadoop. exanpl e. com 749
def aul t _donmi n = hadoop. exanpl e. com

}

EXAMPLE. COM = {
kdc = kdcO1l. exanpl e. com 88
adm n_server = kdcO1l. exanpl e. com 749
default _domain = exanpl e. com

[ domai n_real n
. hadoop. exanpl e. com = HADOOP. EXAVPLE. COM
hadoop. exanpl e. com = HADOOP. EXAMPLE. COM
. exanpl e. com = EXAMPLE. COM
exanpl e. com = EXAMPLE. COM

3. To set up the cross-realm trust in the cluster-dedicated KDC, type the following command in the kadm n. | ocal
or kadmi n shell on the cluster-dedicated KDC host to create a kr bt gt principal. Substitute your cluster-dedicated
KDC realm for HADOOP. EXAMPLE. COM and substitute your central KDC realm for EXAMPLE. COM Enter a trust
password when prompted. Note the password because you will need to enter the exact same password in the
central KDC in the next step.

kadmi n: addprinc kr bt gt/ HADOOP. EXAMPLE. COM@&XAMPLE. COM

4. Each of your Hadoop client users must also place this information in their local cor e- si t e. xnmi file. The easiest
way to do so is by using the Cloudera Manager Admin Console to generate a client configuration file.

5. To set up the cross-realm trust in the central KDC, type the same command in the kadni n. | ocal or kadmi n
shell on the central KDC host to create the exact same kr bt gt principal and password.

kadnmi n:  addpri nc kr bt gt/ HADOOP. EXAMPLE. COM@XAMPLE. COM

Important: In order for a cross-realm trust to operate properly, both KDCs must have the same
kr bt gt principal and password, and both KDCs must be configured to use the same encryption
type.

6. To properly translate principal names from the central KDC realm into the cluster-dedicated KDC realm for the
Hadoop cluster, configure the Trusted Kerberos Realms property of the HDFS service.

. Open the Cloudera Manager Admin Console.

. Go to the HDFS service.

. Click the Configuration tab.

. Select Scope > HDFS (Service Wide)

. Select Category > Security.
Type Ker ber os in the Search box.

. Edit the Trusted Kerberos Realms property to add the name of your central KDC realm. If you need to use
more advanced mappings which do more than just allow principals from another domain, you may enter
them in the Additional Rules to Map Kerberos Principals to Short Names property. For more information

about name mapping rules, see Configuring the Mapping from Kerberos Principals to Short Names on page
118.
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7. Each of your Hadoop client users must also place this information in their local cor e- si t e. xm file. The easiest
way to do so is by using the Cloudera Manager Admin Console to generate a client configuration file.




8. Proceed to Step 2: If You are Using AES-256 Encryption, Install the JCE Policy File on page 77. Later in this procedure,
you will restart the services to have the configuration changes in cor e- si t e. xn take effect.

Using a Cluster-Dedicated MIT KDC with Active Directory

Important: If you are using Cloudera Manager, ensure you have installed the openl dap-clients
package on the Cloudera Manager Server host before you begin configuring Kerberos authentication.

On the Active Directory Server

1. On the Active Directory server host, type the following command to add the local realm trust to Active Directory:

net domtrust HADOOP. EXAMPLE. COM / Donai n: EXAMPLE. COM / add /real m/ passwor dt : Tr ust Passwor d

2. On the Active Directory server host, type the following command to set the proper encryption type:
Windows 2003 RC2

Windows 2003 server installations do not support AES encryption for Kerberos. Therefore RC4 should be used.
Please see the Microsoft reference documentation for more information.

kt pass /M TReal mNanme HADOOP. EXAMPLE. COM / Trust Encryp RC4
Windows 2008
kset up / Set EncTypeAttr HADOOP. EXAMPLE. COM <enc_t ype>

Where the <enc_t ype> parameter can be replaced with parameter strings for AES, DES, or RC4 encryption modes.
For example, for AES encryption, replace <enc_t ype> with AES256- CTS- HVAC- SHA1- 96 or

AES128- CTS- HVAC- SHA1- 96 and for RC4 encryption, replace with RC4- HVAC- MD5. See the Microsoft reference
documentation for more information.

o Important: Make sure that the encryption type you specify is supported on both your version
of Windows Active Directory and your version of MIT Kerberos.

On the MIT KDC Server

1. Inthe/var/ ker ber os/ kr b5kdc/ kdc. conf file on the local dedicated KDC server host, configure the default
realm for the Hadoop cluster by substituting your Kerberos realm in the following r eal ns property:

[ real nms]
. EXAMPLE. COM = {

2. Each of your Hadoop client users must also place this information in their local cor e- si t e. xml file. The easiest
way to do so is by using the Cloudera Manager Admin Console to generate a client configuration file.

3. On the local MIT KDC server host, type the following command in the kadmin.local or kadmin shell to add the
cross-realm kr bt gt principal:

kadnmi n: addprinc -e "<keysalt _|ist>" krhbtgt/HADOOP. EXAMPLE. COM@GEXAMPLE. COM

where the <keysal t _| i st > parameter specifies the types of keys and their salt to be used for encryption of the
password for this cross-realm krbtgt principal. It can be set to AES, or RC4 keytypes with a salt value of :normal.
Note that DES is deprecated and should no longer be used. You can specify multiple keysalt types using the
parameter in the command above. Make sure that at least one of the encryption types corresponds to the
encryption types found in the tickets granted by the KDC in the remote realm. For an example of the values to
use, see the examples based on the Active Directory functional domain level, below.


http://social.technet.microsoft.com/wiki/contents/articles/2751.kerberos-interoperability-step-by-step-guide-for-windows-server-2003.aspx
http://technet.microsoft.com/en-us/library/hh240207.aspx
http://technet.microsoft.com/en-us/library/hh240207.aspx

Examples by Active Directory Domain or Forest "Functional level"

Active Directory will, based on the Domain or Forest functional level, use encryption types supported by that
release of the Windows Server operating system. It is not possible to use AES encryption types with an AD 2003
functional level. If you notice that DES encryption types are being used when authenticating or requesting service
tickets to Active Directory then it might be necessary to enable weak encryption types in the / et ¢/ kr b5. conf .
See Sample Kerberos Configuration files: krb5.conf, kdc.conf, kadm5.acl on page 196 for an example.

e Windows 2003

kadni n: addprinc -e "rc4-hmac: normal " kr bt gt/ HADOOP. EXAMPLE. COM@EXAMPLE. COM

¢ Windows 2008

kadnmi n: addprinc -e "aes256-cts: nornmal aesl128-cts:nornmal rc4-hmac: normal "
kr bt gt / HADOOP. EXAMPLE. COM@EXAMPLE. COM

E,’ Note: The cross-realm kr bt gt principal that you add in this step must have at least one entry

that uses the same encryption type as the tickets that are issued by the remote KDC. If there are
no matching encryption types, principals in the local realm can successfully access the Hadoop
cluster, but principals in the remote realm are unable to.

On All Cluster Hosts

1. Inthe/ et ¢/ kr b5. conf file on all cluster hosts and all Hadoop client user hosts, configure both Kerberos realms.
Note that def aul t _r eal mshould be configured as the local MIT Kerberos realm for the cluster. Your kr b5. conf
may contain more configuration properties than those demonstrated below. This example is provided to clarify
configuration parameters. See Sample Kerberos Configuration files: krb5.conf, kdc.conf, kadm5.acl on page 196
for more information.

[1'i bdefaul ts]
defaul t _real m = HADOOP. EXAMPLE. COM
[ real ms]
EXAMPLE. COM = {
kdc = dcO1. exanpl e. com 88
adm n_server = dc01. exanpl e.com 749

}
HADOOP. EXAMPLE. COM = {

kdc = kdcO1l. hadoop. exanpl e. com 88
adm n_server = kdcO1l. hadoop. exanpl e. com 749

}

[ donmai n_real nj
. hadoop. exanpl e. com = HADOOP. EXAVPLE. COM
hadoop. exanpl e. com = HADOOP. EXAMPLE. COM
. exanpl e. com = EXAVPLE. COM
exanpl e. com = EXAMPLE. COM

2. Use one of the following methods to properly translate principal names from the Active Directory realm into the
cluster-dedicated KDC realm for the Hadoop cluster.

¢ Using Cloudera Manager: Configure the Trusted Kerberos realms property of the HDFS service:

1. Open the Cloudera Manager Admin Console.
. Go to the HDFS service.

. Click the Configuration tab.

. Select Scope > HDFS (Service Wide)

. Select Category > Security.

. Type Ker ber os in the Search box.

. Edit the Trusted Kerberos Realms property to add the name of your central KDC realm. If you need to
use more advanced mappings which do more than just allow principals from another domain, you may
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enter them in the Additional Rules to Map Kerberos Principals to Short Names property. For more
information about name mapping rules, see Configuring the Mapping from Kerberos Principals to Short
Names on page 118.

¢ Using the Command Line: Configure the hadoop. security. auth_t o_| ocal settinginthecore-site. xm
file on all of the cluster hosts. The following example translates all principal names with the realm
EXAMPLE. COMinto the first component of the principal name only. It also preserves the standard translation
for the default realm (the cluster realm).

<property>
<nanme>hadoop. security. aut h_t o_| ocal </ name>
<val ue>
RULE: [ 1: $1@0] (~. * @EXAMPLE\ . COMB) s/ (. *) @GEXAMPLE\ . COMB/ $1/ g
RULE: [ 2: $1@0] (". * @XAVPLE\ . COMB) s/ ~(. *) @XAVPLE\ . COVB/ $1/ g
DEFAULT
</ val ue>
</ property>

Integrating Hadoop Security with Active Directory

Considerations when using an Active Directory KDC
Performance:

As your cluster grows, so will the volume of Authentication Service (AS) and Ticket Granting Service (TGS) interaction
between the services on each cluster server. Consider evaluating the volume of this interaction against the Active
Directory domain controllers you have configured for the cluster before rolling this feature out to a production
environment. If cluster performance suffers, over time it might become necessary to dedicate a set of AD domain
controllers to larger deployments.

Network Proximity:

By default, Kerberos uses UDP for client/server communication. Often, AD services are in a different network than
project application services such as Hadoop. If the domain controllers supporting a cluster for Kerberos are not in the
same subnet, or they're separated by a firewall, consider using the udp_preference_linmt = 1 settinginthe

[1'i bdef aul t s] section of the kr b5. conf used by cluster services. Cloudera strongly recommends against using AD
domain controller (KDC) servers that are separated from the cluster by a WAN connection, as latency in this service
will significantly impact cluster performance.

Process:

Troubleshooting the cluster's operations, especially for Kerberos-enabled services, will need to include AD administration
resources. Evaluate your organizational processes for engaging the AD administration team, and how to escalate in
case a cluster outage occurs due to issues with Kerberos authentication against AD services. In some situations it might
be necessary to enable Kerberos event logging to address desktop and KDC issues within windows environments.

Also note that if you decommission any Cloudera Manager roles or nodes, the related AD accounts will need to be
deleted manually. This is required because Cloudera Manager will not delete existing entries in Active Directory.

o Important: With CDH 5.1 and higher, clusters managed by Cloudera Manager 5.1 (and higher) do not
require a local MIT KDC and are able to integrate directly with an Active Directory KDC. Cloudera
recommends you use a direct-to-AD setup. For instructions, see Enabling Kerberos Authentication

Using the Wizard on page 59.

If direct integration with AD is not currently possible, use the following instructions to configure a local MIT KDC to
trust your AD server:

1. Run an MIT Kerberos KDC and realm local to the cluster and create all service principals in this realm.


https://support.microsoft.com/en-us/kb/262177?wa=wsignin1.0

2. Set up one-way cross-realm trust from this realm to the Active Directory realm. Using this method, there is no
need to create service principals in Active Directory, but Active Directory principals (users) can be authenticated
to Hadoop. See Configuring a Local MIT Kerberos Realm to Trust Active Directory on page 188.

Configuring a Local MIT Kerberos Realm to Trust Active Directory

On the Active Directory Server

1. Add the local realm trust to Active Directory with this command:

netdom trust YOUR- LOCAL- REALM COMPANY. COM / Donmai n: AD- REALM COVPANY. COM / add /real m
/ passwor dt : <Tr ust Passwor d>

2. Set the proper encryption type with this command:

On Windows 2003 RC2:

kt pass /M TReal mName YOUR- LOCAL- REALM COMPANY. COM / Trust Encryp <enc_type>

On Windows 2008:
ksetup / Set EncTypeAttr YOUR- LOCAL- REALM COVPANY. COM <enc_t ype>

The <enc_type> parameter specifies AES, DES, or RC4 encryption. Refer to the documentation for your version of
Windows Active Directory to find the <enc_type> parameter string to use.

3. Get and verify the list of encryption types set with this command:

On Windows 2008:

ksetup / Get EncTypeAttr YOUR- LOCAL- REALM COVPANY. COM

Important: Make sure the encryption type you specify is supported on both your version of
Windows Active Directory and your version of MIT Kerberos.

On the MIT KDC Server

Type the following command in the kadmin.local or kadmin shell to add the cross-realm krbtgt principal. Use the same
password you used in the net domcommand on the Active Directory Server.

kadm n: addprinc -e "<enc_type_list>"
kr bt gt / YOUR- LOCAL- REALM COVPANY. COM@\D- REALM COVPANY. COM

where the <enc_type_list> parameter specifies the types of encryption this cross-realm krbtgt principal will support:
either AES, DES, or RC4 encryption. You can specify multiple encryption types using the parameter in the command
above, what's important is that at least one of the encryption types corresponds to the encryption type found in the
tickets granted by the KDC in the remote realm. For example:

kadnm n: addprinc -e "rc4-hnmac: nornal des3- hmac-shal: nornal "
kr bt gt / YOUR- LOCAL- REALM COVPANY. COM@A\D- REALM COVPANY. COM

E,’ Note: The cross-realm krbtgt principal that you add in this step must have at least one entry that
uses the same encryption type as the tickets that are issued by the remote KDC. If no entries have the
same encryption type, then the problem you will see is that authenticating as a principal in the local
realm will allow you to successfully run Hadoop commands, but authenticating as a principal in the
remote realm will not allow you to run Hadoop commands.



On All of the Cluster Hosts

1. Verify that both Kerberos realms are configured on all of the cluster hosts. Note that the default realm and the
domain realm should remain set as the MIT Kerberos realm which is local to the cluster.

[real ns]
AD- REALM CORP. FOO. COM = {
kdc = ad. corp.foo.com 88
adm n_server = ad. corp.foo.com 749
default_domain = foo.com

}

CLUSTER- REALM CORP. FOO. COM = {
kdc = cluster01l. corp. foo.com 88
adm n_server = cluster0Ll. corp.foo.com 749
default _domain = foo.com

2. To properly translate principal names from the Active Directory realm into local names within Hadoop, you must
configure the hadoop. security. auth_to_| ocal settinginthecore-site.xnl file on all of the cluster
machines. The following example translates all principal names with the realm AD- REALM CORP. FOO. COMinto
the first component of the principal name only. It also preserves the standard translation for the default realm
(the cluster realm).

<property>
<nanme>hadoop. security. aut h_t o_| ocal </ name>
<val ue>

RULE: [ 1: $1@0] (~. * @\D- REALM . CORP\ . FOO\ . COMB) s/ (. *) @\D- REALM . CORP\ . FOO\ . COVB/ $1/ g
RULE: [ 2: $1@0] (~. * @\D- REALM . CORP\ . FOO\ . COMB) s/ (. *) @\D- REALM . CORP\ . FOO\ . COVB/ $1/ g
DEFAULT

</ val ue>
</ property>

For more information about name mapping rules, see Configuring the Mapping from Kerberos Principals to Short
Names on page 118.

Integrating Hadoop Security with Alternate Authentication

One of the ramifications of enabling security on a Hadoop cluster is that every user who interacts with the cluster must
have a Kerberos principal configured. For some of the services, specifically Oozie and Hadoop (for example, JobTracker
and TaskTracker), it can be convenient to run a mixed form of authentication where Kerberos authentication is used
for APl or command line access while some other form of authentication (for example, SSO and LDAP) is used for
accessing Web Uls. Using an alternate authentication deployment is considered an advanced topic because only a
partial implementation is provided in this release: you will have to implement some of the code yourself.

E’; Note: The following instructions assume you already have a Kerberos-enabled cluster.

Proceed as follows:

e Configuring the AuthenticationFilter to use Kerberos on page 190
e Creating an AltKerberosAuthenticationHandler Subclass on page 190
e Enabling Your AltKerberosAuthenticationHandler Subclass on page 190

See also the Example Implementation for Oozie on page 191.



Configuring the AuthenticationFilter to use Kerberos

First, you must do all of the steps in the Server Side Configuration section of the Hadoop Auth, Java HTTP SPNEGO
Documentation to configure Aut hent i cat i onFi | t er to use Kerberos. You must configure Aut henti cati onFi | t er
to use Kerberos before doing the steps below.

Creating an AltKerberosAuthenticationHandler Subclass

An Aut hent i cat i onHandl er is installed on the server-side to handle authenticating clients and creating an
Aut henti cati onToken.

1. Subclass the
or g. apache. hadoop. security. aut henti cati on. server. Al t Ker ber osAut henti cati onHandl er class
(in the hadoop- aut h package).
2. When a client sends a request, the authenticate method will be called. For browsers,
Al t Ker ber osAut hent i cati onHandl er will call the al t er nat eAut hent i cat e method, which is what you
need to implement to interact with the desired authentication mechanism. For non-browsers,
Al t Ker ber osAut hent i cat i onHandl er will follow the Kerberos SPNEGO sequence (this is provided for you).
3. The al t er nat eAut henti cat e( H t pSer vl et Request request, HttpServl et Response response)
method in your subclass should following these rules:
4. Return nul | if the authentication is still in progress; the r esponse object can be used to interact with the client.
5. Throw an Aut hent i cat i onExcept i on if the authentication failed.
6. Return an Aut hent i cat i onToken if the authentication completed successfully.

Enabling Your AltKerberosAuthenticationHandler Subclass

You can enable the alternate authentication on Hadoop Web Uls, Oozie Web Uls, or both. You will need to include a
JAR containing your subclass on the classpath of Hadoop or Oozie. All Kerberos-related configuration properties will
still apply.

Enabling Your AltKerberosAuthenticationHandler Subclass on Hadoop Web Uls

1. Stop Hadoop by running the following command on every node in your cluster (as root):

$ for x in "cd /etc/init.d ; |Is hadoop-*" ; do sudo service $x stop ; done

2. Set the following property in cor e- si t e. xm , where
org. ny. subcl ass. of . Al t Ker ber osAut hent i cati onHandl er is the classname of your subclass:

<property>

<name>hadoop. htt p. aut henti cati on. t ype</ nanme>

<val ue>or g. my. subcl ass. of . Al t Ker ber osAut henti cati onHandl er </ val ue>
</ property>

3. (Optional) You can also specify which user-agents you do not want to be considered as browsers by setting the

following property as required (default value is shown). Note that all Java-based programs (such as Hadoop client)
will use j ava as their user-agent.

<property>
<nanme>hadoop. htt p. aut henti cati on. al t - ker ber 0s. non- br owser . user - agent s</ nane>
<val ue>j ava, curl , wget, perl </ val ue>

</ property>

4. Copy the JAR containing your subclass into / usr/ | i b/ hadoop/ i b/.
5. Start Hadoop by running the following command:

$ for x in “cd /etc/init.d ; |s hadoop-*" ; do sudo service $x start ; done


https://archive.cloudera.com/cdh5/cdh/5/hadoop/hadoop-auth/index.html
https://archive.cloudera.com/cdh5/cdh/5/hadoop/hadoop-auth/index.html

Enabling Your AltKerberosAuthenticationHandler Subclass on Oozie Web Ul

E,i Note:

These instructions assume you have already performed the installation and configuration steps in
Oozie Security Configuration.

1. Stop the Oozie Server:

sudo /shin/service oozie stop

2. Set the following property in cozi e-si t e. xnl , where
org. ny. subcl ass. of . Al t Ker ber osAut hent i cati onHandl er is the classname of your subclass:

<property>

<nane>o0zi e. aut henti cati on. t ype</ nane>

<val ue>org. nmy. subcl ass. of . Al t Ker ber osAut henti cati onHandl er </ val ue>
</ property>

3. (Optional) You can also specify which user-agents you do not want to be considered as browsers by setting the
following property as required (default value is shown). Note that all Java-based programs (such as Hadoop client)
will use j ava as their user-agent.

<property>
<nane>00zi e. aut henti cati on. al t - ker ber 0s. non- br owser . user - agent s</ nane>
<val ue>j ava, curl, wget, perl </ val ue>

</ property>

4. Copy the JAR containing your subclass into/ var/ | i b/ oozi e.
5. Start the Oozie Server:

sudo /sbhin/service oozie start

Example Implementation for Oozie

n Warning:

The example implementation is NOT SECURE. Its purpose is to be as simple as possible, as an example
of how to write your own Al t Ker ber osAut hent i cat i onHandl er subclass.

It should NOT be used in a production environment

An example implementation of Al t Ker ber osAut hent i cat i onHandl er is included (though not built by default)
with Oozie. Also included is a simple Login Server with two implementations. The first one will authenticate any user
who is using a username and password that are identical, such as f 0o: f 00. The second one can be configured against
an LDAP server to use LDAP for authentication.

You can read comprehensive documentation on the example at Creating Custom Authentication.



https://archive.cloudera.com/cdh5/cdh/5/oozie/ENG_Custom_Authentication.html

o Important:

If you installed Oozie from the CDH packages and are deploying oozi e- | ogi n. war alongside

00zi e. war, you will also need to run the following commands after you copy the oozi e- | ogi n. war
fileto/ usr/1i b/ oozi e/ oozi e- server (ifusingYARNor/ usr/1i b/ oozi e/ oozi e- server-0. 20
if using MRv1) because it won't automatically be expanded:

jar xvf oozie-Ilogin.war
nkdi r oozie-1ogin

mv META- | NF oozi e-1 ogi n/
nmv VEB- | NF oozi e- | ogi n/

Authenticating Kerberos Principals in Java Code

This topic provides an example of how to authenticate a Kerberos principal in a Java application using the
or g. apache. hadoop. securi ty. User G oupl nf or mat i on class.

The following code snippet authenticates the cl ouder a principal using the cl ouder a. keyt ab file:

/1 Aut henticating Kerberos principal
Systemout.println("Principal Authentication: ");

final String user = "cl oudera@LOUDERA. COM';

final String keyPath = "cl oudera. keyt ab";

User G oupl nformati on. | ogi nUser Fr onKeyt ab(user, keyPath);

Using a Web Browser to Access an URL Protected by Kerberos HTTP SPNEGO

To access a URL protected by Kerberos HTTP SPNEGO, use the following instructions for the browser you are using.

To configure Mozilla Firefox:

1. Open the low level Firefox configuration page by loading the about : conf i g page.

2. In the Search text box, enter: net wor k. negoti at e-aut h. trusted-uris

3. Double-clickthe net wor k. negot i at e- aut h. t r ust ed- uri s preference and enter the hostname or the domain
of the web server that is protected by Kerberos HTTP SPNEGO. Separate multiple domains and hostnames with
acomma.

4. Click OK.
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To configure Internet Explorer:

Follow the instructions given below to configure Internet Explorer to access URLs protected by

Configuring the Local Intranet Domain

1. Open Internet Explorer and click the Settings "gear" icon in the top-right corner. Select Internet options.

2. Select the Security tab.
3. Select the Local Intranet zone and click the Sites button.
4

. Make sure that the first two options, Include all local (intranet) sites not listed in other zones and Include all

sites that bypass the proxy server are checked.

5. Click Advanced and add the names of the domains that are protected by Kerberos HTTP SPNEGO, one at a time,

to the list of websites. For example, myhost . exanpl e. com Click Close.
6. Click OK to save your configuration changes.
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Configuring Authentication

You can add and remove websites from this zone. All websites in
this zone will use the zone's security settings.

Add this website to the zone:

Websites:

http:f{myhost.example.com
https:/jwww. google.com

[ require server verification (https:) for all sites in this zone

Configuring Intranet Authentication

1. Click the Settings "gear" icon in the top-right corner. Select Internet options.

2. Select the Security tab.

3. Select the Local Intranet zone and click the Custom level... button to open the Security Settings - Local Intranet
Zone dialog box.

4. Scroll down to the User Authentication options and select Automatic logon only in Intranet zone.

5. Click OK to save these changes.
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Security Settings - Local Intrane

= | Enable X55 filter
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| Scripting of Java applets
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Enable
i) Prompt
E& User Authentication
9& Logon
() Anonymous logon
@ Automatic logon only in Intranet zone
(7) Automatic logon with current user name and password |j

() Prompt for user name and password

I:EI [§

a4 | m |

*Takes effect after you restart your computer

Reset custom settings

Reset to: [Medium-luw (default)

Verifying Proxy Settings
You need to perform the following steps only if you have a proxy server already enabled.

1. Click the Settings "gear" icon in the top-right corner. Select Internet options.
. Select the Connections tab and click LAN Settings.

. Verify that the proxy server Address and Port number settings are correct.

. Click Advanced to open the Proxy Settings dialog box.

. Add the Kerberos-protected domains to the Exceptions field.

. Click OK to save any changes.
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Configuring Authentication

Local Area Metwork (LAN) Setti

Automatic configuration

Automatic configuration may override manual settings. To ensure the
use of manual settings, disable automatic configuration.

Automatically detect settings
|:| Ise automatic configuration script

Proxy server

IUse a proxy server for your LAM (These settings will not apply to
dial-up or VPM connections),

Address: | Sroxy.example. Port 80

["| Bypass proxy server for local addreszes

To configure Google Chrome:

If you are using Windows, use the Control Panel to go to the Internet Options dialog box. Configuration changes
required are the same as those described above for Internet Explorer.

On MacOS or Linux, add the - - aut h- ser ver - whi t el i st parameter to the googl e- chr ome command. For example,
to run Chrome from a Linux prompt, run the googl e- chr one command as follows,

> googl e-chrone --auth-server-whitelist = "hostnane/ domain"

Troubleshooting Authentication Issues

Typically, if there are problems with security, Hadoop will display generic messages about the cause of the problem.
This topic contains some sample Kerberos configuration files for your reference. It also has solutions to potential
problems you might face when configuring a secure cluster:

Sample Kerberos Configuration files: krb5.conf, kdc.conf, kadm5.acl

kdc. conf:

[ kdcdef aul t s]
kdc_ports = 88
kdc_tcp_ports = 88

[ real ms]
EXAMPLE. COM = {
#mast er _key_type = aes256-cts
max_renewabl e_|ife = 7d Oh Om Os
acl _file = /var/kerberos/krb5kdc/ kadnb. acl
dict_file = /usr/share/dict/words
adm n_keytab = /var/ ker ber os/ krb5kdc/ kadnb. keyt ab
# note that aes256 is ONLY supported in Active Directory in a donain / forrest operating
at a 2008 or greater functional |evel.
# aes256 requires that you downl oad and deploy the JCE Policy files for your JDK rel ease
| evel to provide
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# strong java encryption extension |levels |ike AES256. Make sure to match based on the
encryption configured within AD for

# cross realmauth, note that RC4 = arcfour when conparing wi ndows and |inux enctypes
supported_enctypes = aes256-cts: normal aesl28-cts:normal arcfour-hnac: nornal
default_principal _flags = +renewabl e, +forwardabl e

kr b5. conf:

[ I oggi ng] .
default = FILE: /var/log/krb5libs.|og
kdc = FILE:/var/| og/ krb5kdc. | og
adm n_server = FlILE:/var/| og/ kadm nd. | og

[1'i bdefaul ts]
default _real m = EXAMPLE. COM
dns_| ookup_real m = fal se
dns_| ookup_kdc = fal se
ticket lifetime = 24h
renew |ifetine = 7d
forwardabl e = true

# udp_preference_linmt =1

# set udp_preference_limt = 1 when TCP only shoul d be

# used. Consider using in conmplex network environments when

# troubl eshooti ng or when dealing with inconsistent

# client behavior or GSS (63) nessages.

# uncoment the following if AD cross real mauth is ONLY providing DES encrypted tickets
# al | ow weak-crypto = true

[real nB]

AD- REALM EXAMPLE. COM = {
kdc AD1. ad-r eal m exanpl e. com 88
kdc AD2. ad-r eal m exanpl e. com 88
adm n_server = ADL. ad-real m exanpl e. com 749
adm n_server = AD2. ad-real m exanpl e. com 749
default _domai n = ad-real m exanpl e. com

}

EXAMPLE. COM = {
kdc = kdcl. exanpl e. com 88
adm n_server = kdcl.exanpl e.com 749
defaul t _domain = exanpl e.com

}

# The domain_realmis critical for mappi ng your host domai n nanmes to the kerberos real ns

# that are servicing them Make sure the |owercase |eft hand portion indicates any
domai ns or subdomai ns

# that will be related to the kerberos REALM on the right hand side of the expression.
REALMs wi | |

# al ways be UPPERCASE. For exanple, if your actual DNS domain was test.com but your
kerberos REALM i s

# EXAMPLE. COM t hen you woul d have,

[ domai n_r eal n

test.com = EXAMPLE. COM

#AD domai ns and real ns are usually the sane
ad- donai n. exanpl e. com = AD- REALM EXAMPLE. COM
ad-r eal m exanpl e. com = AD- REALM EXAMPLE. COM

kadnb. acl :

* [ adnmi n@HADOOP. COM *

cl ouder a- scm@HADOOP. COM * f | unme/ * @HADOOP. COM
cl ouder a- scm@HADOOP. COM * hbase/ * GHADOOP. COM
cl ouder a- scm@HADOOP. COM * hdf s/ * @HADOOP. COM
cl ouder a- scm@HADOOP. COM * hi ve/ * @GHADOOP. COM
cl ouder a- scm@+ADOOP. COM * ht t pf s/ * @GHADOOP. COM
*
*

cl ouder a- scm@+ADOOP. COM HTTP/ * @HADOOP. COM
cl ouder a- scm@HADOOP. COM * hue/ * @GHADOOP. COM



cl ouder a- scma@+HADOOP. COM *
cl ouder a- scm@+HADOOP. COM *
cl ouder a- scma@+HADOOP. COM *
cl ouder a- scm@+HADOOP. COM *
cl ouder a- scma@+HADOOP. COM *
cl ouder a- scm@+HADOOP. COM *
cl ouder a- scm@+HADOOP. COM *

i mpal a/ * @GHADOCP. COM
mapr ed/ * @GHADOOP. COM
oozi e/ * @HADOOP. COM

sol r/ * @HADOOP. COM
sqoop/ * @GHADOCP. COM

yar n/ * @HADOOP. COM
zookeeper / * @GHADOOP. COM

Potential Security Problems and Their Solutions

This Troubleshooting section contains sample Kerberos configuration files, kr b5. conf and kdc. conf for your reference.
It also has solutions to potential problems you might face when configuring a secure cluster:

Issues with Generate Credentials

Cloudera Manager uses a command called Generate Credentials to create the accounts needed by CDH for enabling
authentication using Kerberos. The command is triggered automatically when you are using the Kerberos Wizard or
making changes to your cluster that will require new Kerberos principals.

When configuring Kerberos, if CDH services do not start, and on the Cloudera Manager Home > Status tab you see a
validation error, Rol e i s mi ssing Kerberos keyt ab, it means the Generate Credentials command failed. To see
the output of the command, go to the Home > Status tab and click the All Recent Commands tab.

Here are some common error messages:

Problems

Possible Causes

Solutions

With Active Directory

| dap_sasl _interactive_bhind_s:
Can't contact LDAP server

(-1

The Domain Controller
specified is incorrect
or LDAPS has not been
enabled for it.

Verify the KDC configuration by going to the Cloudera
Manager Admin Console and go to Administration>
Settings> Kerberos. Also check that LDAPS is enabled
for Active Directory.

network address for admn
server in requested realm
while initializing kadnm n
interface.

| dap_add: | nsufficient access |The Active Directory |Use the Delegate Control wizard to grant permission
(50) account you are using | to the Cloudera Manager account to create other
for Cloudera Manager | accounts. You can also login to Active Directory as the
does not have Cloudera Manager user to check that it can create
permissions to create | other accounts in your Organizational Unit.
other accounts.
With MIT KDC
kadmi n: Cannot resol ve The hostname for the | Check the kdc field for your default realm in

KDC server is
incorrect.

kr b5. conf and make sure the hostname is correct.

Running any Hadoop command fails after enabling security.

Description:

A user must have a valid Kerberos ticket in order to interact with a secure Hadoop cluster. Running any Hadoop
command (such as hadoop fs -1 s)will fail if you do not have a valid Kerberos ticket in your credentials cache. If you
do not have a valid ticket, you will receive an error such as:

11/01/04 12:08:12 WARN i pc. d i ent:

j avax. security. sasl. Sasl Excepti on:

GSS initiate failed [ Caused by GSSException:
Failed to find any Kerberos tgt)]

| evel :

Excepti on encountered while connecting to the server

No valid credentials provided (Mechani sm



Bad connection to FS. command aborted. exception: Call to nn-host/10.0.0.2:8020 failed
on | ocal exception: java.io.|OException:

javax. security.sasl.Sasl Exception: GSSinitiate failed [ Caused by GSSException: No valid
credentials provided (Mechanismlevel: Failed to find any Kerberos tgt)]

Solution:

You can examine the Kerberos tickets currently in your credentials cache by running the kl i st command. You can
obtain a ticket by running the ki ni t command and either specifying a keytab file containing credentials, or entering
the password for your principal.

Using the UserGrouplnformation class to authenticate Oozie

Secured CDH services mainly use Kerberos to authenticate RPC communication. RPCs are one of the primary means
of communication between nodes in a Hadoop cluster. For example, RPCs are used by the YARN NodeManager to
communicate with the ResourceManager, or by the HDFS client to communicate with the NameNode.

CDH services handle Kerberos authentication by calling the UGl login method, | ogi nUser Fr onKeyt ab( ) , once every
time the service starts up. Since Kerberos ticket expiration times are typically short, repeated logins are required to
keep the application secure. Long-running CDH applications have to be implemented accordingly to accommodate
these repeated logins. If an application is only going to communicate with HDFS, YARN, MRv1, and HBase, then you
only need to call the User Gr oupl nf or mat i on. | ogi nUser Fr onKeyt ab() method at startup, before any actual API
activity occurs. The HDFS, YARN, MRv1 and HBase services' RPC clients have their own built-in mechanisms to
automatically re-login when a keytab's Ticket-Granting Ticket (TGT) expires. Therefore, such applications do not need
to include calls to the UGI re-login method because their RPC client layer performs the re-login task for them.

However, some applications may include other service clients that do not involve the generic Hadoop RPC framework,
such as Hive or Oozie clients. Such applications must explicitly call the

User G oupl nf or mat i on. get Logi nUser (). check TGTAndRel ogi nFr onKeyt ab() method before every attempt
to connect with a Hive or Oozie client. This is because these clients do not have the logic required for automatic
re-logins.

This is an example of an infinitely polling Oozie client application:

/1l App startup
User Gr oupl nf ormat i on. | ogi nFronKeyt ab( KEYTAB_PATH, PRI NCl PAL_STRI NG ;

Ooziedient client = |oginUser.doAs(new Privil egedActi on<Ooziedient>() {
public Ooziedient run() {
try {
returnnew Qozi eC i ent (OZI E_SERVER URI ) ;
} catch (Exception e) {
e.printStackTrace();
returnnul | ;

s

while (true & client !'= null) {
/1 Application's |ong-running |oop

/1 Every tine, conplete the TGT check first
User Groupl nfornati on | ogi nUser = User Groupl nf or mati on. get Logi nUser () ;
| ogi nUser . checkTGTAndRel ogi nFr onKeyt ab() ;

/1 Perform Oozie client work within the context of the |ogin user object
| ogi nUser . doAs(new Privil egedActi on<Voi d>() {
publicVoid run() {

try {
Li st <Workfl owJob> list = client.getJobsInfo("");
for (Workflowlob wfJob : 1ist)

System out. printl n(wfJob.getld());

}
} catch (Exception e) {
e.printStackTrace();

} /1 End of function bl ock



}); // End of doAs
} // End of 1oop

Java is unable to read the Kerberos credentials cache created by versions of MIT Kerberos 1.8.1 or higher.

Description:

If you are running MIT Kerberos 1.8.1 or higher, the following error will occur when you attempt to interact with the
Hadoop cluster, even after successfully obtaining a Kerberos ticket using ki ni t :

11/01/04 12:08:12 WARN i pc. i ent: Exception encountered while connecting to the server
: javax.security.sasl. Sasl Exception:

GSS initiate failed [ Caused by GSSException: No valid credentials provided (Mechani sm

level: Failed to find any Kerberos tgt)]

Bad connection to FS. command aborted. exception: Call to nn-host/10.0.0.2:8020 failed
on | ocal exception: java.io.|OException:

javax. security.sasl.Sasl Exception: GSSinitiate failed [ Caused by GSSException: No valid
credentials provided (Mechanismlevel: Failed to find any Kerberos tgt)]

Because of a change [ 1] in the format in which MIT Kerberos writes its credentials cache, there is a bug [ 2] in the
Oracle JDK 6 Update 26 and earlier that causes Java to be unable to read the Kerberos credentials cache created by
versions of MIT Kerberos 1.8.1 or higher. Kerberos 1.8.1 is the default in Ubuntu Lucid and higher releases and Debian
Squeeze and higher releases. (On RHEL and CentQS, an older version of MIT Kerberos which does not have this issue,
is the default.)

Footnotes:

[ 1] MIT Kerberos change: http://krbdev.mit.edu/rt/Ticket/Display.htmI?id=6206

[ 2] Report of bug in Oracle JDK 6 Update 26 and lower:
http://bugs.sun.com/bugdatabase/view_bug.do?bug_id=6979329

Solution:

If you encounter this problem, you can work around it by running ki ni t - Rafter running ki ni t initially to obtain
credentials. Doing so will cause the ticket to be renewed, and the credentials cache rewritten in a format which Java
can read. To illustrate this:

$ klist
klist: No credentials cache found (ticket cache FILE:/tnp/krb5cc_1000)
$ hadoop fs -Is
11/01/04 13:15:51 WARN i pc. dient: Exception encountered while connecting to the server
j avax. security. sasl. Sasl Excepti on:
GSS initiate failed [ Caused by GSSException: No valid credentials provided (Mechani sm
level: Failed to find any Kerberos tgt)]
Bad connection to FS. command aborted. exception: Call to nn-host/10.0.0.2:8020 failed
on | ocal exception: java.io.|OException:
javax. security.sasl.Sasl Exception: GSSinitiate failed [ Caused by GSSException: No valid
$cr edentials provided (Mechanismlevel: Failed to find any Kerberos tgt)]
kinit
gassword for at m@yOUR- REALM COM
kli st
Ti cket cache: FILE:/tnp/krb5cc_1000
Def aul t principal: at m@OUR- REALM COM

Valid starting Expi res Servi ce princi pal

01/04/11 13:19:31 01/04/11 23:19:31 krbtgt/ YOUR- REALM COM@OUR- REALM COM
renew until 01/05/11 13:19:30

$ hadoop fs -Is

11/01/04 13:15:59 WARN i pc. dient: Exception encountered while connecting to the server

j avax. security. sasl. Sasl Excepti on:

GSS initiate failed [ Caused by GSSException: No valid credentials provided (Mechani sm

level: Failed to find any Kerberos tgt)]

Bad connection to FS. command aborted. exception: Call to nn-host/10.0.0.2:8020 failed
on | ocal exception: java.io.|OException:

javax. security.sasl.Sasl Exception: GSSinitiate failed [ Caused by GSSException: No valid


http://krbdev.mit.edu/rt/Ticket/Display.html?id=6206
http://bugs.sun.com/bugdatabase/view_bug.do?bug_id=6979329

credentials provided (Mechanismlevel: Failed to find any Kerberos tgt)]
$ kinit -R
$ hadoop fs -1Is
Found 6 itens
drwx------ - atmatm 0 2011-01-02 16: 16 /user/atni.staging

E,’ Note:

This workaround for Problem 2 requires the initial ticket to be renewable. Note that whether or not
you can obtain renewable tickets is dependent upon a KDC-wide setting, as well as a per-principal
setting for both the principal in question and the Ticket Granting Ticket (TGT) service principal for the
realm. A non-renewable ticket will have the same values for its "valid starting" and "renew until"
times. If the initial ticket is not renewable, the following error message is displayed when attempting
to renew the ticket:

kinit: Ticket expired while renewi ng credentials

java.io.lOException: Incorrect permission

Description:

An error such as the following example is displayed if the user running one of the Hadoop daemons has a umask of
0002, instead of 0022:

java.io. |l CeException: Incorrect permssion for
/var/ f ol der s/ B3/ B3d2vCmAF+mmAz VPBBOVBE+++TI / - Tnp-/ t npYTi | 84/ df s/ dat a/ dat al,
expected: rwxr-xr-x, while actual: rwxrwxr-x
at org.apache. hadoop. util . Di skChecker. checkPerm ssi on(Di skChecker.java: 107)
at
or g. apache. hadoop. uti | . D skChecker. mkdi r sWt hExi st sAndPer ni ssi onCheck( D skChecker . j ava: 144)

at org. apache. hadoop. util . Di skChecker. checkDi r (D skChecker.java: 160)
at org. apache. hadoop. hdf s. server. dat anode. Dat aNode. nakel nst ance( Dat aNode. j ava: 1484)

at
or g. apache. hadoop. hdf s. server. dat anode. Dat aNode. i nst ant i at eDat aNode( Dat aNode. j ava: 1432)

at
or g. apache. hadoop. hdf s. server. dat anode. Dat aNode. i nst ant i at eDat aNode( Dat aNode. j ava: 1408)
at org. apache. hadoop. hdfs. M ni DFSO ust er. st art Dat aNodes(M ni DFSCl ust er. j ava: 418)

at org. apache. hadoop. hdf s. M ni DFSCl ust er. <i ni t >(M ni DFSCl ust er. j ava: 279)
at org. apache. hadoop. hdf s. M ni DFSCl ust er. <i ni t >(M ni DFSCl ust er. | ava: 203)
at
or g. apache. hadoop. t est. M ni Hadoopd ust er Manager . st art (M ni HadoopQ ust er Manager . j ava: 152)

at

or g. apache. hadoop. t est. M ni Hadoopd ust er Manager . r un( M ni Hadoopd ust er Manager . j ava: 129)
at

org. apache. hadoop. t est . M ni Hadoopd ust er Manager . mai n( M ni Hadoopd ust er Manager . j ava: 308)

at sun.reflect. Nati veMet hodAccessor | npl.invokeO(Native Mt hod)
at sun.reflect. Nati veMet hodAccessor | npl . i nvoke( Nati veMet hodAccessorl nmpl . j ava: 39)

at
sun. refl ect. Del egati ngMet hodAccessor | npl . i nvoke(Del egati ngMet hodAccessor | npl . java: 25)
at java.lang.refl ect. Method. i nvoke( Met hod. j ava: 597)
at
org. apache. hadoop. util. ProgranDriver $ProgranDescri pti on.invoke(ProgranDriver.java: 68)
at org.apache. hadoop. util.ProgranDriver.driver(ProgranDriver.java: 139)
at org.apache. hadoop.test.All TestDriver. mai n(Al| TestDriver.java: 83)
at sun.reflect. Nati veMet hodAccessor | npl.invokeO(Native Method)
at sun.reflect. Nati veMet hodAccessor | npl . i nvoke( Nati veMet hodAccessorl nmpl . j ava: 39)



at

sun. refl ect. Del egati ngMet hodAccessor | npl . i nvoke(Del egati ngMet hodAccessor | npl . j ava: 25)
at java.lang.refl ect. Met hod. i nvoke( Met hod. j ava: 597)
at org.apache. hadoop. util. RunJar. mai n(RunJar. j ava: 186)

Solution:

Make sure that the umask for hdf s and mapr ed is 0022.

A cluster fails to run jobs after security is enabled.

Description:

A cluster that was previously configured to not use security may fail to run jobs for certain users on certain TaskTrackers
(MRv1) or NodeManagers (YARN) after security is enabled due to the following sequence of events:

1. A cluster is at some point in time configured without security enabled.
2. A user X runs some jobs on the cluster, which creates a local user directory on each TaskTracker or NodeManager.
3. Security is enabled on the cluster.

4. User X tries to run jobs on the cluster, and the local user directory on (potentially a subset of) the TaskTrackers
or NodeManagers is owned by the wrong user or has overly-permissive permissions.

The bug is that after step 2, the local user directory on the TaskTracker or NodeManager should be cleaned up, but
isn't.

If you're encountering this problem, you may see errors in the TaskTracker or NodeManager logs. The following example
is for a TaskTracker on MRv1:

10/ 11/ 03 01: 29: 55 | NFO mapred. Jobd ient: Task Id : attenpt_201011021321_0004_m 000011 _0,
Status : FAILED

Error initializing attenpt_201011021321_0004_m 000011_O:

java.io. | OException: org.apache. hadoop. util . Shel | $Exi t CodeExcepti on:

at org. apache. hadoop. mapr ed. Li nuxTaskCont rol | er. runComnmand( Li nuxTaskControl |l er.java: 212)

at
or g. apache. hadoop. mapr ed. Li nuxTaskControl l er.initializeUser(Li nuxTaskControl |l er.java: 442)

at

or g. apache. hadoop. mapr educe. server. t askt racker. Local i zer.initializeUserD rs(Local i zer. java: 272)
at org. apache. hadoop. mapr ed. TaskTr acker. | ocal i zeJob( TaskTr acker . j ava: 963)

at org. apache. hadoop. mapr ed. TaskTr acker. st art NewTask( TaskTr acker. j ava: 2209)

at org. apache. hadoop. mapr ed. TaskTr acker $TaskLauncher. run(TaskTracker.j ava: 2174)

Caused by: org.apache. hadoop. util. Shel | $Exi t CodeExcepti on:

at org. apache. hadoop. util. Shel | .runComand( Shel | .java: 250)

at org.apache. hadoop. util. Shell.run(Shell.java:177)

at org. apache. hadoop. util. Shel | $Shel | CommandExecut or . execut e( Shel | . j ava: 370)

at org. apache. hadoop. mapr ed. Li nuxTaskControl | er. runComand(Li huxTaskControl | er.java: 203)

5 nore

Solution:

Delete the mapr ed. | ocal . di r oryar n. nodemanager . | ocal - di r s directories for that user across the cluster.
The NameNode does not start and KrbException Messages (906) and (31) are displayed.

Description:

When you attempt to start the NameNode, a login failure occurs. This failure prevents the NameNode from starting
and the following KrbException messages are displayed:

Caused by: KrbException: Integrity check on decrypted field failed (31) - PREAUTH FAI LED}}



and

Caused by: KrbException: ldentifier doesn't match expected val ue (906)

E,’ Note:

These KrbException error messages are displayed only if you enable debugging output. See Enabling
Debugging Output for the Sun Kerberos Classes.

Solution:

Although there are several possible problems that can cause these two KrbException error messages to display, here
are some actions you can take to solve the most likely problems:

¢ If you are using CentOS/Red Hat Enterprise Linux 5.6 or higher, or Ubuntu, which use AES-256 encryption by
default for tickets, you must install the Java Cryptography Extension (JCE) Unlimited Strength Jurisdiction Policy
File on all cluster and Hadoop user machines. For information about how to verify the type of encryption used in
your cluster, see Step 3: If you are Using AES-256 Encryption, Install the JCE Policy File on page 98. Alternatively,
you can change your kdc. conf or kr b5. conf to not use AES-256 by removing aes256- ct s: nor nal from the
support ed_enct ypes field of the kdc. conf or kr b5. conf file. Note that after changing the kdc. conf file,
you'll need to restart both the KDC and the kadmin server for those changes to take affect. You may also need to
recreate or change the password of the relevant principals, including potentially the TGT principal
(krbtgt/REALM@REALM).

¢ Inthe [realms] section of your kdc. conf file, in the realm corresponding to HADOOP. LOCALDOVAI N, add (or
replace if it's already present) the following variable:

supported_enctypes = des3-hnmac-shal: normal arcfour-hmac: normal des-hmac-shal: nor nal
des- cbc- nd5: nornmal des-cbc-crc:normal des-cbc-crc:v4 des-cbe-crc: afs3

e Recreate the hdf s keytab file and mapr ed keytab file using the - nor andkey option in the xst command (for
details, see Step 4: Create and Deploy the Kerberos Principals and Keytab Files on page 98).

kadmi n. | ocal : xst -norandkey -k hdfs. keytab hdfs/fully.qualified.donain. nane
HTTP/ful ly. qualified. domai n. name

kadmi n. | ocal: xst -norandkey -k mapred. keytab napred/fully. qualified. donai n. nane
HTTP/ful ly. qualified. domai n. name

The NameNode starts but clients cannot connect to it and error message contains enctype code 18.

Description:

The NameNode keytab file does not have an AES256 entry, but client tickets do contain an AES256 entry. The NameNode
starts but clients cannot connect to it. The error message doesn't refer to "AES256", but does contain an enctype code
|I18ll.

Solution:

Make sure the "Java Cryptography Extension (JCE) Unlimited Strength Jurisdiction Policy File" is installed or remove
aes256- ct s: nor mal fromthe supported_enct ypes field of thekdc. conf orkr b5. conf file. For more information,
see the first suggested solution above for Problem 5.

For more information about the Kerberos encryption types, see
http://www.iana.org/assignments/kerberos-parameters/kerberos-parameters.xml.



http://www.oracle.com/technetwork/java/javase/downloads/index.html
http://www.oracle.com/technetwork/java/javase/downloads/index.html
http://www.iana.org/assignments/kerberos-parameters/kerberos-parameters.xml

(MRv1 Only) Jobs won't run and TaskTracker is unable to create a local mapred directory.

Description:

The TaskTracker log contains the following error message:

11/08/ 17 14:44: 06 | NFO mapred. TaskController: main : user is atm
11/08/17 14:44:06 | NFO mapred. TaskControl ler: Failed to create directory
/var /1 og/ hadoop/ cache/ mapr ed/ mapred/ | ocal 1/t askTracker/atm - No such file or directory
11/08/17 14:44:06 WARN mapr ed. TaskTracker: Exception while |ocalization
java.io.| OException: Job initialization failed (20)
at
or g. apache. hadoop. mapr ed. Li nuxTaskControl l er.initializeJob(Li nuxTaskController.java: 191)

at org. apache. hadoop. mapr ed. TaskTr acker $4. run( TaskTr acker. j ava: 1199)
at java.security.AccessController.doPrivileged(Native Method)
at javax.security. auth. Subj ect. doAs(Subj ect. | ava: 396)
at
or g. apache. hadoop. security. User G oupl nformati on. doAs( User Groupl nformati on. java: 1127)
at org. apache. hadoop. mapr ed. TaskTracker.initializeJob(TaskTracker.java: 1174)
at org. apache. hadoop. mapr ed. TaskTracker. | ocal i zeJob( TaskTracker.java: 1089)
at org. apache. hadoop. mapr ed. TaskTracker . st art NewTask( TaskTr acker . j ava: 2257)
at org. apache. hadoop. mapr ed. TaskTr acker $TaskLauncher. run(TaskTr acker.java: 2221)
Caused by: org. apache. hadoop. util. Shel | $Exi t CodeExcepti on
at org. apache. hadoop. util. Shel | . runComuand( Shel | . j ava: 255)
at org. apache. hadoop. util. Shell.run(Shell.java: 182)
at org. apache. hadoop. util. Shel | $Shel | CommandExecut or . execut e( Shel | . j ava: 375)
at
or g. apache. hadoop. mapr ed. Li nuxTaskControl l er.initializeJob(Li nuxTaskController.java: 184)

8 nore

Solution:

Make sure the value specified for mapr ed. | ocal . di r isidentical inmapr ed- si t e. xnm andtaskcontrol |l er. cfg.
If the values are different, the error message above is returned.

(MRv1 Only) Jobs will not run and TaskTracker is unable to create a Hadoop logs directory.

Description:

The TaskTracker log contains an error message similar to the following :

11/08/17 14:48: 23 I NFO mapred. TaskControl ler: Failed to create directory
/ hone/ at i sr ¢/ cl ouder a/ hadoop/ bui | d/ hadoop- 0. 23. 2- cdh3ul- SNAPSHOT/ | ogsl/ user | ogs/ j ob_201108171441_0004
- No such file or directory
11/08/17 14:48: 23 WARN napred. TaskTracker: Exception while |ocalization
java.io.l CException: Job initialization failed (255)
at
or g. apache. hadoop. mapr ed. Li nuxTaskControl l er.initializedob(Li nuxTaskController.java: 191)

at org. apache. hadoop. mapr ed. TaskTracker $4. run( TaskTracker. j ava: 1199)
at java.security.AccessController.doPrivileged(Native Method)
at javax.security. aut h. Subj ect. doAs( Subj ect . ava: 396)
at
or g. apache. hadoop. security. User G oupl nf or mati on. doAs( User G- oupl nf or mati on. j ava: 1127)
at org. apache. hadoop. mapr ed. TaskTracker.initializeJob(TaskTracker.|ava: 1174)
at org. apache. hadoop. mapr ed. TaskTracker. | ocal i zeJob( TaskTr acker.java: 1089)
at org. apache. hadoop. mapr ed. TaskTracker. st art NewTask( TaskTr acker. j ava: 2257)
at org. apache. hadoop. mapr ed. TaskTr acker $TaskLauncher . run( TaskTracker.j ava: 2221)
Caused by: org.apache. hadoop. util. Shel | $Exi t CodeExcepti on
at org. apache. hadoop. util. Shel | . runConmmand( Shel | . j ava: 255)
at org.apache. hadoop. util. Shell.run(Shell.java: 182)
at org. apache. hadoop. util. Shel | $Shel | CommandExecut or . execut e( Shel | . j ava: 375)
at
or g. apache. hadoop. mapr ed. Li nuxTaskControl l er.initializeJob(Li nuxTaskController.java: 184)

8 nore



Solution:

In MRv1, the default value specified for hadoop. | og. di r inmapred-site. xm is

/var /1 og/ hadoop- 0. 20- mapr educe. The path must be owned and be writable by the mapr ed user. If you change
the default value specified for hadoop. | og. di r, make sure the value is identical in mapr ed- si t e. xm and
taskcontrol | er. cf g. If the values are different, the error message above is returned.

After you enable cross-realm trust, you can run Hadoop commands in the local realm but not in the remote realm.

Description:

After you enable cross-realm trust, authenticating as a principal in the local realm will allow you to successfully run
Hadoop commands, but authenticating as a principal in the remote realm will not allow you to run Hadoop commands.
The most common cause of this problem is that the principals in the two realms either do not have the same encryption
type, or the cross-realm principals in the two realms do not have the same password. This issue manifests itself because
you are able to get Ticket Granting Tickets (TGTs) from both the local and remote realms, but you are unable to get a
service ticket to allow the principals in the local and remote realms to communicate with each other.

Solution:
On the local MIT KDC server host, type the following command in the kadmin.local or kadmin shell to add the cross-realm
krbtgt principal:

kadm n: addprinc -e "<enc_type_list>"
kr bt gt / YOUR- LOCAL- REALM COVPANY. COM@AD- REALM COVPANY. COM

where the <enc_t ype_| i st > parameter specifies the types of encryption this cross-realm krbtgt principal will support:
AES, DES, or RC4 encryption. You can specify multiple encryption types using the parameter in the command above,
what's important is that at least one of the encryption types parameters corresponds to the encryption type found in
the tickets granted by the KDC in the remote realm. For example:

kadnmi n: addprinc -e "aes256-cts: normal rc4-hnmac: nornal des3-hmac-shal: nornal "
kr bt gt / YOUR- LOCAL- REALM COVPANY. COM@A\D- REALM COVPANY. COM

(MRv1 Only) Jobs won't run and cannot access files in mapred.local.dir

Description:

The TaskTracker log contains the following error message:

WARN or g. apache. hadoop. mapr ed. TaskTracker: Exception while |ocalization
java.io.l CeException: Job initialization failed (1)

Solution:
1. Add the mapr ed user to the mapr ed and hadoop groups on all hosts.

2. Restart all TaskTrackers.

Users are unable to obtain credentials when running Hadoop jobs or commands.

Description:

This error occurs because the ticket message is too large for the default UDP protocol. An error message similar to the
following may be displayed:

13/01/15 17:44:48 DEBUG i pc. d i ent: Exception encountered while connecting to the server
. javax.security. sasl. Sasl Excepti on:
GSS initiate failed [Caused by GSSException: No valid credentials provided (Mechani sm



level: Fail to create credential.
(63) - No service creds)]

Solution:

Force Kerberos to use TCP instead of UDP by adding the following parameter to | i bdef aul t s in the kr b5. conf file
on the client(s) where the problem is occurring.

[1'i bdefaul ts]
udp_preference_linmt =1

If you choose to manage kr b5. conf through Cloudera Manager, this will automatically get added to kr b5. conf .

E,i Note:

When sending a message to the KDC, the library will try using TCP before UDP if the size of the ticket
message is larger than the setting specified for the udp_pr ef erence_| i m t property. If the ticket
message is smaller thanudp_pr ef erence_I i m t setting, then UDP will be tried before TCP. Regardless
of the size, both protocols will be tried if the first attempt fails.

Request is a repl ay exceptionsin the logs.

Description:

The root cause of this exception is that Kerberos uses a second-resolution timestamp to protect against replay attacks
(where an attacker can record network traffic, and play back recorded requests later to gain elevated privileges). That
is, incoming requests are cached by Kerberos for a little while, and if there are similar requests within a few seconds,
Kerberos will be able to detect them as replay attack attempts. However, if there are multiple valid Kerberos requests
coming in at the same time, these may also be misjudged as attacks for the following reasons:

e Multiple services in the cluster are using the same Kerberos principal. All secure clients that run on multiple
machines should use unique Kerberos principals for each machine. For example, rather than connecting as a
service principal nyser vi ce @XAMPLE. COM services should have per-host principals such as
nyservi ce/ host 123. exanpl e. com@&xAMPLE. COM

e Clocks not in sync: All hosts should run NTP so that clocks are kept in sync between clients and servers.

While having different principals for each service, and clocks in sync helps mitigate the issue, there are, however, cases
where even if all of the above are implemented, the problem still persists. In such a case, disabling the cache (and the
replay protection as a consequence), will allow parallel requests to succeed. This compromise between usability and
security can be applied by setting the KRBSRCACHETYPE environment variable to none.

Note that the KRBSRCACHETYPE is not automatically detected by Java applications. For Java-based components:

e Ensure that the cluster runs on JDK 8.
e To disable the replay cache, add - Dsun. securi ty. kr b5. r cache=none to the Java Opts/Arguments of the
targeted JVM. For example, HiveServer2 or the Sentry service.

For more information, refer the MIT KDC documentation.

Symptom: The following exception shows up in the logs for one or more of the Hadoop daemons:

2013-02-28 22:49: 03, 152 INFO ipc. Server (Server.java:doRead(571)) - I PC Server |istener
on 8020: readAndProcess t hrew exception javax.security.sasl.Sasl Exception: GSSinitiate
failed [ Caused by GSSException: Failure unspecified at GSS-APlI |evel (Mechanisml

javax. security.sasl. Sasl Exception: GSSinitiate failed [Caused by GSSException: Failure
unspeci fied at GSS-APl |evel (Mechanismlevel: Request is a replay (34))]

at
com sun. security. sasl.gsskerb. GssKrb5Server. eval uat eResponse( GssKr b5Server . j ava: 159)
at org. apache. hadoop. i pc. Server $Connecti on. sasl ReadAndPr ocess( Server. java: 1040)


http://web.mit.edu/kerberos/krb5-latest/doc/basic/rcache_def.html

at org. apache. hadoop. i pc. Server $Connecti on. readAndProcess(Server.java: 1213)
at org. apache. hadoop. i pc. Server $Li st ener. doRead( Server. j ava: 566)
at org. apache. hadoop. i pc. Server $Li st ener $Reader . run( Ser ver. j ava: 363)
Caused by: GSSException: Failure unspecified at GSS-API | evel (Mechanismlevel: Request
is areplay (34))
at sun.security.jgss. krb5. Krb5Cont ext . accept SecCont ext (Kr b5Cont ext . j ava: 741)
at sun.security.jgss. GSSCont ext | npl . accept SecCont ext ( GSSCont ext | npl . j ava: 323)
at sun.security.gss. GSSCont ext | npl . accept SecCont ext ( GSSCont ext | npl . j ava: 267)
at
com sun. security.sasl.gsskerb. GssKrb5Server. eval uat eResponse( GssKr b5Server. j ava: 137)
... 4 nore
Caused by: KrbException: Request is a replay (34)
at sun.security. krb5. KrbApReq. aut henti cat e( Kr bApReq. j ava: 300)
at sun.security. krb5. KrbApReq. <i ni t >( Kr bApReq. j ava: 134)
at sun.security.jgss. krb5.1nitSecContext Token. <i nit>(Init SecCont ext Token. j ava: 79)

at sun.security.jgss. krb5. Krb5Cont ext . accept SecCont ext ( Kr b5Cont ext . j ava: 724)
7 nore

In addition, this problem can manifest itself as performance issues for all clients in the cluster, including dropped
connections, timeouts attempting to make RPC calls, and so on.

Cloudera Manager cluster services fail to start
Possible Causes and Solutions:
e Check that the encryption types are matched between your KDC and kr b5. conf on all hosts.

Solution: If you are using AES-256, follow the instructions at Step 2: If You are Using AES-256 Encryption, Install
the JCE Policy File on page 61 to deploy the JCE policy file on all hosts.

¢ If the version of the JCE policy files does not match the version of Java installed on a node, then services will not
start. This is because the cryptographic signatures of the JCE policy files cannot be verified if the wrong version is
installed. For example, if a DataNode does not start, you will see the following error in the logs to show that
verification of the cryptographic signature within the JCE policy files failed.

Exception in secureMin

java.l ang. ExceptionlnlnitializerError

at javax.crypto. KeyGener at or. next Spi (KeyGenerat or. j ava: 324)
at | avax.crypto. KeyGenerator. <i nit >(KeyGenerator.java: 157)

Caused by: java.l ang. SecurityException: The jurisdiction policy files are not signed by
a trusted signer!

at javax.crypto.JarVerifier.verifyPolicySigned(JarVerifier.java: 289)

at javax.crypto.JceSecurity.l oadPolicies(JceSecurity.java: 316)

at javax.crypto.JceSecurity.setupJurisdictionPolicies(JceSecurity.java:261)

Solution: Download the correct JCE policy files for the version of Java you are running:

Download and unpack the zip file. Copy the two JAR files to the $JAVA HOVE/ jre/ | i b/ securi ty directory on each
node within the cluster.


http://www.oracle.com/technetwork/java/javase/downloads/jce-6-download-429243.html
http://www.oracle.com/technetwork/java/javase/downloads/jce-7-download-432124.html

Configuring Encryption

The goal of encryption is to ensure that only authorized users can view, use, or contribute to a data set. These security
controls add another layer of protection against potential threats by end-users, administrators, and other malicious
actors on the network. Data protection can be applied at a number of levels within Hadoop:

OS Filesystem-level - Encryption can be applied at the Linux operating system filesystem level to cover all files in
a volume. An example of this approach is Cloudera Navigator Encrypt on page 327 (formerly Gazzang zNcrypt)
which is available for Cloudera customers licensed for Cloudera Navigator. Navigator Encrypt operates at the Linux
volume level, so it can encrypt cluster data inside and outside HDFS, such as temp/spill files, configuration files
and metadata databases (to be used only for data related to a CDH cluster). Navigator Encrypt must be used with
Cloudera Navigator Key Trustee Server on page 303 (formerly Gazzang zTrustee).

CDH components, such as Impala, MapReduce, YARN, or HBase, also have the ability to encrypt data that lives
temporarily on the local filesystem outside HDFS. To enable this feature, see Configuring Encryption for Data Spills
on page 349.

Network-level - Encryption can be applied to encrypt data just before it gets sent across a network and to decrypt
it just after receipt. In Hadoop, this means coverage for data sent from client user interfaces as well as
service-to-service communication like remote procedure calls (RPCs). This protection uses industry-standard
protocols such as TLS/SSL.

E’; Note: Cloudera Manager and CDH components support either TLS 1.0, TLS 1.1, or TLS 1.2, but
not SSL 3.0. References to SSL continue only because of its widespread use in technical jargon.

HDFS-level - Encryption applied by the HDFS client software. HDFS Transparent Encryption on page 267 operates
at the HDFS folder level, allowing you to encrypt some folders and leave others unencrypted. HDFS transparent
encryption cannot encrypt any data outside HDFS. To ensure reliable key storage (so that data is not lost), use
Cloudera Navigator Key Trustee Server; the default Java keystore can be used for test purposes. For more
information, see Enabling HDFS Encryption Using Cloudera Navigator Key Trustee Server on page 272.

Unlike OS and network-level encryption, HDFS transparent encryption is end-to-end. That is, it protects data at
rest and in transit, which makes it more efficient than implementing a combination of OS-level and network-level
encryption.

TLS/SSL Certificates Overview

This topic will guide you through the different certificate strategies that you can employ on your cluster to allow TLS/SSL
clients to securely connect to servers using trusted certificates or certificates issued by trusted authorities. The set of
certificates required depends upon the certificate provisioning strategy you implement. The following strategies are
possible:

Public CA-signed certificates: Using certificates signed by a trusted public certificate authority (CA) simplifies the
integration procedure, because the default Java client already trusts the CA.

Internal CA-signed certificates: Using certificates signed by an internal CA can also simplify integration if your
infrastructure already trusts the internal CA. Otherwise, you must configure all hosts to trust your internal CA.
Self-signed certificates: Using self-signed certificates complicates the deployment process because you must
configure all clients of a particular service to trust the specific certificate used by that service.

E,’ Note: Wildcard domain certificates and certificates using the SubjectAlternativeName extension are
not supported at this time.



When choosing an approach to certificate provisioning, keep in mind that TLS/SSL must be enabled for all core Hadoop
services (HDFS, MapReduce, and YARN) as a group. For example, if you are running HDFS and YARN on your cluster,
you cannot choose to enable TLS/SSL for HDFS, but not for YARN. You must enable it for both services, which implies
that you must make certificates available to all daemon roles of both services. You will need to obtain a certificate for
each host on which an HDFS or YARN daemon role is running.

E,i Note: Cloudera Manager and CDH components support either TLS 1.0, TLS 1.1, or TLS 1.2, but not
SSL 3.0. References to SSL continue only because of its widespread use in technical jargon.

Creating Certificates
The following sections will walk you through obtaining certificates from commercial Certificate Authorities and creating
self-signed test certificates.
Using Keytool

Keyt ool is a utility for creating and managing certificates and cryptographic keys, and is part of the standard JDK
distribution. The keyt ool executable usually resides in $JAVA HOVE/ bi n.

Keyt ool stores certificates and keys in a file known as a _keystore . While several different keystore types are supported,
by default keyt ool uses the Java KeyStore (JKS) format.

Java-based services such as HDFS, MapReduce, and YARN use the JKS format by default. For this reason it is particularly
convenient to use keyt ool for managing keys and certificates for these services. In the following topics, we assume
you are using keyt ool .

For additional information on keyt ool , refer the keytool documentation.

Using OpenSSL

Python-based services such as Hue expect certificates and keys to be stored in PEMformat. When managing certificates
and keys for such services, you may find it convenient to use the openssl| tool.

Refer the openssl documentation for more information.

Obtaining a Production Certificate from a Commercial CA

Once you have decided on a certificate-provisioning strategy, and have determined which hosts require certificates,
you will typically purchase the necessary certificates from a commercial Certificate Authority (CA). The procedure for
applying for a certificate varies from one CA to another, but typically involves providing some form of proof that you
are the legitimate owner of the domain name for which you are requesting a certificate, generating a key pair, and
submitting a Certificate Signing Request (CSR) to the CA.

As noted above, you may find it convenient to use the Java keyt ool utility to generate your key pair and CSR, and to
manage your certificates. The CA you choose will provide instructions for obtaining and installing a certificate; typically,
there will be separate sets of instructions for different web and application servers. The instructions for Java-based
servers (Tomcat, for example), will usually describe the following process comprising three keyt ool commands to
obtain a certificate:

1. keyt ool -genkeypai r to generate a public/private key pair and create the keystore.
2. keyt ool -certreq tocreate the CSR.
3. keytool -inportcert toimportthe signed certificate into the keystore.

For example, to generate a public/private key pair for the domain name nodel. exanpl e. com you would use a
command similar to the one shown below:

$ keytool -genkeypair -keystore nodel.keystore -alias nodel \
-dname " CN=nodel. exanpl e. com O=Hadoop" -keyalg RSA \
-keysi ze 2048 -storepass changene -keypass changene


http://docs.oracle.com/javase/7/docs/technotes/guides/security/crypto/CryptoSpec.html#KeyManagement
http://docs.oracle.com/javase/7/docs/technotes/tools/solaris/keytool.html
https://www.openssl.org/docs/apps/openssl.html

This command generates a pair of 2048-bit keys using the RSA key algorithm, one of several available. The keys are
stored in a keystore file called nodel. keyst or e, in a keystore entry identified by by the alias nodel. The keystore
password (which protects the keystore as a whole) and the key password (which protects the private key stored in the
nodel entry) are set using the - st or epass and - keypass options (respectively). - keypass must be set to the same
password value as - st or epass for Cloudera Manager to access the keystore.

To create a CSR, you would use a command similar to the following:

$ keytool -certreq -keystore nodel. keystore -alias nodel \
-storepass changene -keypass changene -file nodel. csr

This command generates the CSR, and stores it in a file called nodel. csr. Set - keypass to the same value as
- st or epass. Cloudera Manager assumes that the same password is used to access both the key and the keystore,
and therefore, does not support separate values for - keypass and - st or epass.

Once you've submitted your CSR to the CA, and received the CA's reply (containing the signed certificate), you will use
the following keyt ool -i nportcert command to import the reply into your keystore:

$ keytool -inportcert -keystore nodel.keystore -alias nodel \
-storepass changene -keypass changene -trustcacerts -file nodel.crt

Here we assume that the CA's reply is stored in the file nodel. crt.

o Important: This section describes a generic procedure using keyt ool to obtain a certificate from a
commercial Certificate Authority. This procedure will differ from one CA to another and Cloudera
recommends you consult your CA's documentation for more specifics.

Creating Self-Signed Test Certificates

o Important: Cloudera strongly recommends against the use of self-signed certificates in production
clusters.

Itis also possible to create your own test certificates. These certificates are typically self-signed; that is, they are signed
by your own private key, rather than that of an external CA. Such test certificates are useful during testing and bringup
of a cluster.

To generate a self-signed certificate, use keyt ool - genkeypai r. (In addition to creating a public/private key pair,
this command wraps the public key into a self-signed certificate.) For example, the following command creates a
self-signed test certificate for the host nodel. exanpl e. com and stores it in a keystore named nodel. keyst or e:

$ keytool -genkeypair -keystore nodel.keystore -keyalg RSA \
-alias nodel -dnane "CN=nodel. exanpl e. com O=Hadoop" \
-storepass changene -keypass changene -validity <val _days>

Set - keypass to the same value as - st or epass. Cloudera Manager assumes that the same password is used to
access both the key and the keystore, and therefore, does not support separate values for - keypass and - st or epass.

By default, self-signed certificates are only valid for 90 days. To increase this period, replace <val_days> in the previous
command's-val i dity <val _days> parameter to specify the number of days for which the certificate should be
considered valid.

Creating Java Keystores and Truststores

Typically, a keystore is used in one of two distinct ways:

¢ The keystore contains private keys and certificates used by TLS/SSL servers to authenticate themselves to TLS/SSL
clients. By convention, such files are referred to as keystores.

e When used as a truststore, the file contains certificates of trusted TLS/SSL servers, or of Certificate Authorities
trusted to identify servers. There are no private keys in the truststore.



E,i Note: The foregoing assumes that certificate-based authentication is being used in one direction

only—that is, TLS/SSL servers are using certificates to authenticate themselves to clients. It is also
possible for clients to authenticate themselves to servers using certificates. (This is known as mutual
authentication.) Throughout this document, we assume that client certificates are not in use.

While all TLS/SSL clients must have access to a truststore, it is not always necessary to create and deploy truststores
across a cluster. The standard JDK distribution includes a default truststore which is pre-provisioned with the root
certificates of a number of well-known Certificate Authorities. If you do not provide a custom truststore, the Hadoop
daemons load this default truststore. Therefore, if you are using certificates issued by a CA in the default truststore,
you do not need to provide custom truststores. However, you must consider the following before you decide to use
the default truststore:

¢ If you choose to use the default truststore, it is your responsibility to maintain it. You may need to remove the
certificates of CAs you do not deem trustworthy, or add or update the certificates of CAs you trust. Use the
keyt ool utility to perform these actions.

Security Considerations for Keystores and Truststores

E,’ Note: While the strategy for certificate deployment you select will ultimately depend upon the security
policies you wish to implement, the following guidelines may prove useful.

Because keystores contain private keys, while truststores do not, the security requirements for keystores are more
stringent. In particular:

e Hadoop TLS/SSL requires that truststores and the truststore password be stored, in plaintext, in a configuration
file that is readable by all.
e Keystore and key passwords are stored, in plaintext, in a file that is readable only by members of the appropriate
group.
These considerations should inform your choice of which keys and certificates to store in the keystores and truststores
you will deploy across your cluster.

e Keystores should contain a minimal set of keys and certificates. A reasonable strategy would be to create a unique
keystore for each host, which would contain only the keys and certificates needed by the Hadoop TLS/SSL services
running on the host. In most cases, the keystore would contain a single key/certificate entry.

Modifying Keystores: CDH services and processes must be restarted in case changes are made to a keystore.
However, this is relatively rare since keystores do not need to be updated when hosts are added or deleted from
a cluster.

e Because truststores do not contain sensitive information, it is reasonable to create a single truststore for an entire
cluster. On a production cluster, such a truststore would often contain a single CA certificate (or certificate chain),
since you would typically choose to have all certificates issued by a single CA.

o Important: Do not use the same password for truststores and keystores/keys.

Since truststore passwords are stored in the clear in files readable by all, doing so would compromise the security
of the private keys in the keystore.

Creating Keystores

Once you have settled on a storage plan for your keys and certificates, you can use keyt ool to create or update the
necessary keystores and truststores. To create a new keystore with a certificate see Creating Certificates on page 209.

In many cases, you will already have created the set of keystores that you need. If you have followed the approach of
creating a separate keystore for each private key and certificate, and wish to maintain this arrangement when deploying
the keystores, no additional steps are required to prepare the keystores for deployment. If you wish to reorganize your



keys and certificates into a different set of keystores, you can use keyt ool -i nport keyst or e to transfer entries
from one keystore to another.

Creating Truststores

The steps involved in preparing the truststores to be used in your deployment depend on whether you have decided
to use the default Java truststore, or to create custom truststores:

¢ If you are using the default truststore, you may need to add CA certificates (or certificate chains) to the truststore,
or delete them from the truststore.

e If you are creating custom truststores, you will need to build the truststores by importing trusted certificates into
new truststores. The trusted certificates can be CA certificates (typically downloaded from the CA's website), or
self-signed certificates that you have created. Note that Cloudera strongly recommends against using self-signed
certificates in production.

As shown in the examples below, when creating a truststore you must select a password. All truststore passwords for
a given service must be the same. In practice, this restriction rarely comes into play, since it is only relevant when you
wish to create distinct custom truststores for each host.

The following sections provide examples of the steps required for several common scenarios:

Example 1: Adding a CA Certificate to the alternative Default Truststore

In this example, we assume that you have chosen to use the default Java truststore, but have obtained a certificate
from a CA not included in the truststore. (This situation can also arise if the CA that issued your certificate has an entry
in the default truststore, but the particular certificate product you purchased requires an alternate CA certificate chain.)

1. Locate the default truststore on your system. The default truststore is located in the
$JAVA HOVE/ jrel/lib/security/ cacerts file. This contains the default CA information shipped with the JDK.
Create an alternate default file called j ssecacert s in the same location as the cacert s file. You can now safely
append CA certificates for any private or public CAs not present in the default cacert s file, while keeping the
original file intact.

The alternate file will always be read unless the j avax. net . ssl . t rust St or e flag is set in the arguments for
the startup of the j ava process.

For our example, we will be following this recommendation by copying the default cacert s file into the new

j ssecacert s file.

$ cp $JAVA HOW/ jre/lib/security/cacerts \
$JAVA HOWE/ jre/lib/security/jssecacerts

If you use a copy of the cacer t s file, remember the default keystore password is changei t .

2. Import the CA certificate into the default truststore. Assuming that the file CA- r oot . cer contains the CA’s
certificate, which you have previously downloaded from the CA’s web site, the following command imports this
certificate into the alternative default truststore.

$ keytool -importcert -file CA-root.cer -alias CAcert \
-keystore /usr/javal/default/jre/libl/security/jssecacerts \
-storepass changeit

When you give this command, you will be prompted to confirm that you trust the certificate. Be sure to verify
that the certificate is genuine before importing it.

Important: Test the trust relationship before you import any intermediary CA certificates. Trust should
be derived from the root CA only. Import intermediary CA certificates only if necessary.

Note that any updates you make to the default truststore must be made on all hosts in the cluster.



Example 2: Creating a Custom Truststore Containing a Single CA Certificate Chain

In this example, we demonstrate how to use keyt ool to create a custom truststore. We assume all certificates were
issued by a single CA, so a truststore containing the certificate chain for that CA will serve for all hosts in the cluster.

Our example certificate chain consists of a root certificate and a single intermediate certificate. We assume that you
have downloaded these and saved them in the files CA- r oot . cer and CA-i nt er medi at e. cer (respectively). The
steps below show the commands needed to build a custom truststore containing the root and intermediate certificates.

1. Import the root certificate and create the truststore:

$ keytool -inportcert -keystore customtruststore -alias CA-cert \
-storepass trustchangene -file CA-root.cer

You will be prompted to confirm that the root certificate is trustworthy. Be sure to verify that the certificate is
genuine before you import it.
2. Import the intermediate certificate into the truststore created in Step 1:

$
-alias CA-internedi ate -storepass trustchangene \

keytool -inportcert -keystore customtruststore \
|
-fi

| e CA-internedi ate. cer

Example 3: Creating a Custom Truststore Containing Self-Signed Test Certificates

o Important: Cloudera strongly recommends against the use of self-signed certificates in production
clusters.

This example is particularly relevant when setting up a test cluster. We assume that you have generated a set of
self-signed test certificates for the hosts in the cluster, and wish to create a single truststore that can be deployed on
all hosts. Because the certificates are self-signed, we cannot simply construct a truststore containing a single certificate
chain, as in the previous example. When a client receives a self-signed certificate from a server during the TLS/SSL
handshake, it must be able to find the server’s certificate in the truststore, since no other signing certificate exists to
establish trust. Therefore, the truststore must contain all the test certificates.

We assume that the test certificates reside in keystores named nodel. keyst ore ...nodel00. keyst or e, which
were created following the steps described in Creating Self-Signed Test Certificates.

1. Export the test certificate for nodel. exanpl e. com

$ keytool -exportcert -keystore nodel.keystore -alias nodel \
-storepass changenme -file nodel. cer

2. Import the test certificate into the custom truststore:

keytool -inportcert -keystore customtruststore -alias nodel \
-storepass trustchangene -file nodel.cer -nopronpt

Here we specify the - nopr onpt option to suppress the prompt asking you to confirm that the certificate is
trustworthy. Since you created the certificate yourself, this confirmation is unnecessary.
3. Repeat Steps 1 and 2 for node2. keystore ...nodel00. keyst ore.

Private Key and Certificate Reuse Across Java Keystores and OpenSSL

This topic provides a quick tutorial on exporting/importing private keys for reuse from a Java keystore to OpenSSL and
vice versa. Regardless of the procedure followed to create host private keys and certificates, sometimes it becomes
necessary to reuse those private keys and certificates by other services on the same host. For example, if you used
OpenSSL to create private keys and certificates for a service, you can reuse those keys for a Java-based service on the
same host by converting them to the Java keystore format.



The documentation for Configuring TLS Security for Cloudera Manager describes both approaches to creating private
keys, using Java keystore, and OpenSSL.

Why Reuse a Private Key?

Certificate authorities generally revoke previous generations of certificates issued to a host. Hence, a host cannot have
2 sets of CA-issued certificates and have both be valid. Once a certificate is issued to a host, it then becomes necessary

to reuse the private key that requested the certificate, and the CA-issued certificate across different services, Java-based
and otherwise.

E,’ Note: This following sections assume the default paths set up in Configuring TLS Encryption Only for
Cloudera Manager.

Conversion from Java Keystore to OpenSSL

First, use keyt ool to export the private key and certificate to a PKCS12 file as a transitional file format that can then
be split up into individual key and certificate files by the openssl command line. Replace cmhost and host nane in
the commands below with the actual hostname of the server that is managing the certificate and keys.

$ keytool -inportkeystore -srckeystore /opt/clouderal/security/jks/hostnane-keystore.jks
\

-srcstorepass password -srckeypass password -destkeystore /tnp/hostnane-keystore.pl2 \

-deststoretype PKCS12 -srcalias hostnane -deststorepass password -destkeypass password

Now use openssl to split the PKCS12 file created above into first, the certificate file, and then the private key file.
While the CA-issued certificate can be used as is, the command has been provided here for completeness.

$ openssl pkcs12 -in /tnp/hostname-keystore.pl2 -passin pass:password -nokeys \
-out /opt/clouderal/security/x509/ host nane. pem

$ openssl pkcsl2 -in /tnp/host nane-keystore.pl2 -passin pass:password -nocerts \
-out /opt/clouderal/security/x509/host nanme. key -passout pass: password

Note that the method above generates a key with a password. For services such as Impala and Hue that accept keys
without passwords, you can use the following command:

$ openssl rsa -in /opt/clouderal/security/x509/ host nane. key \
-passi n pass: password -out /opt/clouderal/security/x509/hostnanme. pem

Conversion from OpenSSL to Java Keystore

First, convert the openssl private key and certificate files into a PKCS12 file. The PKCS12 file can then be imported

into a Java keystore file. Replace host nane in the commands below with the FQDN for the host whose certificate is
being imported.

$ openssl pkcsl2 -export -in /opt/clouderalsecurity/x509/hostnanme. pem\
-inkey /opt/clouderal/security/x509/hostnane. key -out /tnp/hostnane.pl2 \
-nanme hostnane -passin pass:password -passout pass: password

$ keytool -inportkeystore -srckeystore /tnp/hostnanme.pl2 -srcstoretype PKCS12 \

-srcstorepass password -alias hostnanme -deststorepass password
- dest keypass password -destkeystore /opt/clouderal/security/jks/hostnane-keystore.jks

Configuring TLS Security for Cloudera Manager

Transport Layer Security (TLS) provides encryption and authentication in communication between the Cloudera Manager
Server and Agents. Encryption prevents snooping, and authentication helps prevent problems caused by malicious



servers or agents. If you are familiar with TLS encryption, and want to get started enabling it for Cloudera Manager,
see How to Configure TLS Encryption for Cloudera Manager on page 40.

Cloudera Manager supports three levels of TLS security.

e Level 1 (Good) - This level encrypts communication between the browser and Cloudera Manager, and between
Agents and the Cloudera Manager Server. See Configuring TLS Encryption Only for Cloudera Manager on page 215
followed by Level 1: Configuring TLS Encryption for Cloudera Manager Agents on page 219 for instructions. Level
1 encryption prevents snooping of commands and controls ongoing communication between Agents and Cloudera
Manager.

e Level 2 (Better) - This level encrypts communication between the Agents and the Server, and provides strong
verification of the Cloudera Manager Server certificate by Agents. See Level 2: Configuring TLS Verification of
Cloudera Manager Server by the Agents on page 220. Level 2 provides Agents with additional security by verifying
trust for the certificate presented by the Cloudera Manager Server.

e Level 3 (Best) - This includes encrypted communication between the Agents and the Server, strong verification of
the Cloudera Manager Server certificate by the Agents, and authentication of Agents to the Cloudera Manager
Server using self-signed or CA-signed certs. See Level 3: Configuring TLS Authentication of Agents to the Cloudera
Manager Server on page 222. Level 3 TLS prevents cluster Servers from being spoofed by untrusted Agents running
on a host. Cloudera recommends that you configure Level 3 TLS encryption for untrusted network environments
before enabling Kerberos authentication. This provides secure communication of keytabs between the Cloudera
Manager Server and verified Agents across the cluster.

o Important:

e Cloudera strongly recommends that you set up a fully functional CDH cluster and Cloudera
Manager before you configure the Cloudera Manager Server and Agents to use TLS.

e WhenTLSis enabled, Cloudera Manager continues to accept HTTP requests on port 7180 (default)
but immediately redirects clients to port 7183 for HTTPS connectivity.

¢ You must finish configuring Level 1 and Level 2 TLS to configure Level 3 encryption. To enable
TLS encryption for all connections between your Web browser running the Cloudera Manager
Admin Console and the Cloudera Manager Server, see the first 2 steps of Level 1: Configuring TLS
Encryption for Cloudera Manager Agents on page 219.

e When Level 3 TLS is configured, to add new hosts running Agents, you must manually deploy the
Cloudera Manager agent and daemon packages for your platform, issue a new certificate for the
host, configure / et ¢/ cl ouder a- scm agent/ confi g. i ni to use TLS/SSL, and then bring the
host online.

Alternatively, you can disable TLS to add the host, configure the new host for TLS, and then
re-enable with the proper configuration in place. Either approach is valid, based on your needs.

e For all hosts running Agents, Cloudera recommends that you first create the keystore in Java,
and then export the key and certificate using openSSLfor the Agent or Hue.

For details on how HTTPS communication is handled Cloudera Manager Agents and Cloudera Management Services
daemons, see HTTPS Communication in Cloudera Manager on page 227.

Configuring TLS Encryption Only for Cloudera Manager

Minimum Required Role: Cluster Administrator (also provided by Full Administrator)

Important: The sequence of steps described in the following topics to configure Level 1 through 3
TLS will each build upon the steps of the previous level. The procedure and examples provided in
these topics, are based on this concept.

Before enabling TLS security for Cloudera Manager, you must create a keystore, submit a certificate-signing request,
and install the issued certificate for the Server. You do this using the Oracle JDK keyt ool command-line tool. If you
are using a Private CA, append its certificate (and any required intermediary certificates) to the alternate default


http://docs.oracle.com/javase/6/docs/technotes/tools/windows/keytool.html

truststore provided with the JDK for inherent trust. This process is described in detail in Creating Truststores on page
212.

The table below shows the paths for managing certificates in the following examples . These paths persist during any
upgrades and should be removed manually if the host is removed from a CDH cluster. Note that the folders and filepaths
listed here can reside anywhere on the system and must be created on every host, especially as later sections move
on to creating certificates for each host.

Set permissions on the paths such that scm user, hue, Hadoop service users (or groups), and r oot users can read
the private key, certificate, and keystore and truststore files.

Example Property Values Description

cmhost . sec. cl oudera. com FQDN for Cloudera Manager Server host.

/ opt/ cl ouder a/ security Base location for security-related files.

/ opt/ cl ouder a/ security/x509 Location foropenssl| key/, cert/ andcacerts/ files

to be used by the Cloudera Manager Agent and Hue.

/ opt/cl ouder a/ security/jks Location for the Java-based keyst or e/ andt r ust st or e/
files for use by Cloudera Manager and Java-based cluster
services.

/ opt/cl ouder a/ security/ CAcerts Location for CA certificates (root and

intermediary/subordinate CAs). One PEM file per CA in
the chain is required.

o Important:

¢ You must use the Oracle JDK keyt ool . The following procedure requires use of the
Cloudera-installed Oracle JDK (or JDK downloaded from Oracle). Do not use both keyt ool and
OpenlDK, or varying versions of JDK command line tools like keyt ool . If necessary, set your
PATH so that the Oracle JDK is first. For example:

$ export JAVA HOVE=/usr/javal/jdkl.7.0_67-cl oudera
$ export PATH=$JAVA HOVE/ bi n: $PATH

e Set - keypass to the same value as - st or epass. Cloudera Manager assumes that the same

password is used to access both the key and the keystore, and therefore, does not support
separate values for - keypass and - st or epass.

Step 1: Create the Cloudera Manager Server Keystore, Generate a Certificate Request, and Install the Certificate

o Important: The following instructions use private CA-signed certificates. If you're testing using a
self-signed certificate, see Using Self-Signed Certificates for TLS on page 231.

The following procedure assumes that a private Certificate Authority is used, and therefore trust must be established
for that private CA. If a known public CA such as Verisign or GeoTrust is used, you may not need to explicitly establish
trust for the issued certificates. Newer public CAs might not be present yet in the JDK default cacer t s file. If you have
problems with the import process (such as keytool error: j ava. | ang. Exception: Failed to establish chain
from reply), follow the steps for trusting private CAs below.



1. Assuming the paths documented in the table above have been created, use keyt ool to generate a Java keystore
and Certificate Signing Request (CSR) for the Cloudera Manager Server. Replace cnmhost and
cnhost . sec. cl ouder a. comin the commands below with your hostname and FQDN. For example:

$ keytool -genkeypair -alias cmhost -keyalg RSA -keystore \

/opt/cl ouderal/ security/jks/cmhost-keystore.jks -keysize 2048 -dnane \

" CN=cnhost . sec. cl ouder a. com OU=Support, O=C ouder a, L=Denver, ST=Col or ado, C=US" \
- storepass password -keypass password

e -aliasisalabel used only in the keystore. In this example, the hostname is used for easy tracking and
management of the key and certificate. Ensure that - al i as is consistent across all your commands.

e -keyal g is the algorithm used to generate the key. Cloudera recommends you use RSA, which allows key
lengths greater than 1024 bits for certificate requests. Other algorithms such as the DSA may not be supported
by certain browsers, resulting in the j avax. net . ssl . SSLHandshakeExcepti on: no ci pher suites
i n common error.

e -dnane allows you to provide the certificate subject as a single line. If not specified, you will be prompted
for the values of the certificate subject information. In that case, use the host FQDN that agents and browsers
will use to connect to in the subject First and Last name (CN) question prompt.

E’; Note: The CNentry must match the hostname of the Cloudera Manager server, or you will
getthej ava.i o. | OException: HTTPS host name w ong exception.

e /opt/clouderal/security/jks/cmhost-keystore.jks isanexample path to the keystore where you
store the keystore file and where the Cloudera Manager Server host can access it.

e Set - keypass to the same value as - st or epass. Cloudera Manager assumes that the same password is
used to access both the key and the keystore, and therefore, does not support separate values for - keypass
and - st or epass.

2. Generate a certificate signing request for the host (in this example, cmhost ).

$ keytool -certreq -alias crmhost \

-keystore /opt/clouderal/security/]jks/cnmhost-keystore.jks \

-file /opt/clouderal/security/x509/cnmhost. csr -storepass password \
-keypass password

3. Submitthe. csr file created by the - cer t r eq command to your Certificate Authority to obtain a server certificate.
When possible, work with certificates in the default Base64 (ASCII) format. You can easily modify Base64-encoded
files from .CER or .CRT to .PEM. The file is in ASCII format if you see the opening and closing lines as follows:

----- BEG N CERTI FI CATE- - - - -

( the encoded certificate is represented by multiple Iines of exactly 64 characters,
except

for the last line which can contain 64 characters or |ess.)

----- END CERTI FI CATE- - - - -

If your issued certificate is in binary (DER) format, adjust the commands according to the keytool documentation.

4. Copy the root CA certificate and any intermediary or subordinate CA certificates to
[ opt/cl ouderal/ security/ CAcerts/.

Important: For a private CA, you must import the private CA and intermediary or subordinate
CA certificates into an alternative default JDK truststore j ssecacert s, before importing them
to your Java keystore.



a. Import the root CA certificate first, followed by any intermediary or subordinate CA certificates. Substitute
$JAVA HOVE in the command below with the path for your Oracle JDK.

$ sudo cp $JAVA HOWE/ jrel/libl/security/cacerts $JAVA HOVE/ jre/lib/security/jssecacerts

$ sudo keytool -inportcert -alias RootCA -keystore $JAVA HOVE/ jre/lib/security/jssecacerts
\

-file /opt/clouderal/security/ CAcerts/ Root CA cer -storepass changeit

$ sudo keytool -inportcert -alias SubordinateCA -keystore \
$JAVA HOVE/ jre/lib/security/jssecacerts \
-file /opt/clouderal/security/ CAcerts/ Subordi nateCA. cer -storepass changeit

Repeat for as many subordinate or intermediary CA certificates as needed. The default - st or epass for the
cacert s fileis changei t . After completing this step, copy the j ssecacert s file created to the same path
on all cluster hosts.

b. Import the Private CA certificates into your Java keystore file. Import the root CA certificate first.

$ keytool -inportcert -trustcacerts -alias RootCA -keystore \
/ opt/ cl ouderal/ security/jks/ <cnmhost-keystore>.jks -file \
/opt/cl ouderal/ security/ CAcerts/ Root CA. cer -storepass password

$ keytool -inportcert -trustcacerts -alias SubordinateCA -keystore \

/ opt/cl ouderal/ security/jks/ <cnmhost-keystore>.jks -file \
/ opt/ cl ouder al/ security/ CAcerts/ Subordi nat eCA. cer -storepass password

Repeat for as many subordinate/intermediary CA certificates as needed.

5. Copy the signed certificate file provided to a location where it can be used by the Cloudera Manager Agents (and
Hue if necessary).

$ cp certificate-file.cer /opt/clouderal/security/x509/cnhost.pem
Install it with the following keyt ool command:

$ keytool -inmportcert -trustcacerts -alias crmhost \
-file /opt/clouderalsecurity/x509/cnhost. pem\
-keystore /opt/cl ouderal/security/jks/cnhost-keystore.jks -storepass password

You must see the following response verifying that the certificate has been properly imported against its private
key.

Certificate reply was installed in keystore

Because the issued certificate has been imported by the Java keystore, the original certificate-signing request
(.CSR) and certificate files are no longer needed by Java services on that host, and the certificate and private key
are now accessed through the keystore.

However, you still must export the private key from the Java keystore to make the certificate usable by Hue and
the Cloudera Manager Agent. For instructions on reusing certificates, see Private Key and Certificate Reuse Across
Java Keystores and OpenSSL on page 213.

Step 2: Enable HTTPS for the Cloudera Manager Admin Console and Specify Server Keystore Properties

1. Log into the Cloudera Manager Admin Console.
2. Select Administration > Settings.

3. Click the Security category.

4. Configure the following TLS settings:



Property Description

Path to TLS Keystore File | The complete path to the keystore file. In the example, this path would be:

/opt/cl ouderal/ security/jks/cmhost-keystore.jks

Keystore Password The password for keystore: passwor d

Use TLS Encryption for Check this box to enable TLS encryption for Cloudera Manager.
Admin Console

5. Click Save Changes to save the settings.

Step 3: Specify SSL Truststore Properties for Cloudera Management Services

When enabling TLS for the Cloudera Manager Ul, you must set the Java truststore location and password in the Cloudera
Management Services configuration. If this is not done, roles such as the Host Monitor and Service Monitor will be
unable to connect to Cloudera Manager and will not start.

1. Open the Cloudera Manager Administration Console and go to the Cloudera Management Service.
. Click the Configuration tab.

. Select Scope > Cloudera Management Service (Service-Wide).

. Select Category > Security.

. Edit the following TLS/SSL properties according to your cluster configuration.

u b WN

Property Description

TLS/SSL Client Truststore File | Path to the client truststore file used in HTTPS communication. The contents of
Location this truststore can be modified without restarting the Cloudera Management
Service roles. By default, changes to its contents are picked up within ten seconds.

TLS/SSL Client Truststore File | Password for the client truststore file.
Password

6. Click Save Changes to commit the changes.

7. Restart the Cloudera Management Service. For more information, see HTTPS Communication in Cloudera Manager
on page 227.

Step 4: Restart the Cloudera Manager Server

Restart the Cloudera Manager Server by running servi ce cl ouder a-scm server restart fromthe Cloudera
Manager host command prompt.

You should now be able to connect to the Cloudera Manager Admin Console using an HTTPS browser connection. If a
private CA certificate or self-signed certificate is used, you must establish trust in the browser for your certificate. This
should be done for all browsers that will be used to access Cloudera Manager. By default, certificates issued by public
commercial CAs should be trusted by the browsers accessing Cloudera Manager and other Java or OpenSSL-based
services.

For more information on establishing trust for certificates, see TLS/SSL Certificates Overview on page 208 or the relevant
JDK documentation.

Level 1: Configuring TLS Encryption for Cloudera Manager Agents
Minimum Required Role: Cluster Administrator (also provided by Full Administrator)
Prerequisite:

You must have completed the steps described at Configuring TLS Encryption Only for Cloudera Manager.
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Step 1: Enable Agent Connections to Cloudera Manager to use TLS

In this step, you enable TLS properties for Cloudera Manager Agents and their connections to the Cloudera Manager
Server. To configure agents to connect to Cloudera Manager over TLS, log into the Cloudera Manager Admin Console.

E,i Note: If you are using a private certificate authority to sign certificate requests, see information on
establishing trust for this CA in Configuring TLS Encryption Only for Cloudera Manager on page 215.

1. Log into the Cloudera Manager Admin Console.

2. Select Administration > Settings.

3. Click the Security category.

4. Configure the following TLS settings in the Cloudera Manager Server:

Property Description

Use TLS Encryption for Agents Enable TLS encryption for Agents connecting to the
Server. The Agents will still connect to the defined agent
listener port for Cloudera Manager (default: 7182). This
property negotiates TLS connections to the service at
this point.

5. Click Save Changes.

Step 2: Enable and Configure TLS on the Agent Hosts

To enable and configure TLS, you must specify values for the TLS properties in the
/ et c/ cl ouder a- scm agent/ confi g. i ni configuration file on all Agent hosts.

1. Onthe Agent host, openthe/ et c/ cl ouder a- scm agent/ confi g. i ni configuration file and edit the following

property:
Property Description
use_tls Specify 1 to enable TLS on the Agent, or O (zero) to disable TLS.

2. Repeat this step on every Agent host. You can copy the Agent’s conf i g. i ni file across all hosts since this file by
default does not have host specific information within it. If you modify properties such as | i st eni ng_host nane
orlistening_ip addressinconfig.ini,youmustconfigure the file individually for each host.

Step 3: Restart the Cloudera Manager Server

Restart the Cloudera Manager Server with the following command to activate the TLS configuration settings.
$ sudo service cloudera-scmserver restart

Step 4: Restart the Cloudera Manager Agents

On every Agent host, restart the Agent:

$ sudo service cloudera-scmagent restart

Step 5: Verify that the Server and Agents are Communicating

In the Cloudera Manager Admin Console, open the Hosts page. If the Agents heartbeat successfully, TLS encryption is
working properly.

Level 2: Configuring TLS Verification of Cloudera Manager Server by the Agents

Minimum Required Role: Cluster Administrator (also provided by Full Administrator)



This level of TLS security requires that you provide a server certificate that is signed, either directly or through a chain,
by a trusted root certificate authority (CA), to the Cloudera Manager Server. You must also provide the certificate of
the CA that signed the Server certificate. For test environments, you can use a self-signed server certificate.

E,i Note: If the Cloudera Manager Server certificate or the associated CA certificate is missing or expired,
Agents will not communicate with the Cloudera Manager Server.

Step 1: Configure TLS encryption

If you have not done so, configure TLS encryption to use this level of security. For instructions, see Configuring TLS
Encryption Only for Cloudera Manager on page 215 and Level 1: Configuring TLS Encryption for Cloudera Manager
Agents on page 219.

Step 2: Copy the CA Certificate or Cloudera Manager Server's .pem file to the Agents

1. Agents can verify the Cloudera Manager Server using either the Server certificate or the associated root CA
certificate. Pick any one of the following approaches to proceed:

e Copy the Cloudera Manager Server .pem file to the Agent host

1. For verification by the Agent, copy the Server .pem file (for example, cnmhost . pem ) to any directory
on the Agent host. In the examples, this path is / opt / cl ouder a/ securi ty/ x509/ cnmhost . pem

2. On the Agent host, open the/ et ¢/ cl ouder a- scm agent/ confi g. i ni configuration file and edit
the following properties.

Property Description

verify_cert_file Point this property to the copied .pem file on the Agent host; in this example,
/opt/cl ouderal/ security/x509/ cnhost-cert. pem

use tls Set this property to 1.

OR

e Copy the CA certificates to the Agent host

1. If you have a CA-signed certificate, copy the root CA or intermediate CA certificates in PEMformat to the
Agent host. In the example, the CA certificates are copied to/ opt / cl ouder a/ securi ty/ CAcerts/*.

2. On the Agent host, open the / et ¢/ cl ouder a- scm agent / confi g. i ni configuration file and edit
the following properties.

Property Description

verify cert _dir Point this property to the directory on the Agent host with the copied CA
certificates; in the example, / opt / cl ouder a/ security/ CAcerts/.

use_tls Set this property to 1.




E,I Note: When configuring the veri fy_cert _dir property, ensure that the

openssl - per| package is installed. The openssl - per| package comes with the
c_r ehash command required to generate the Subject Name hash values that will be
linked to the certificates to make them usable. See the comments in the confi g. i ni
file for more information.

The following example is for RHEL-compatible systems. The package name for
Debian-based systems is the same. After the package is installed, go to the CA certificate
path and run the c_r ehash command. This generates symbolic links to the certificate
in that location, with . " being the current path, as follows:

$ yum -y install openssl-perl
$ cd /opt/clouderalsecurity/ CAcerts/
$ c_rehash .
Doi ng .
w2k8- 1-r oot . pem => 4507f087. 0
s w2k8- 2-i nt er medi ary. pem => 082ba6df. 0
Is -1
total 8.0K
I rwxrwxrwx 1 root root 23 Cct 6 22:44 082ba6bdf.0 ->
W2k8- 2-i nt er medi ary. pem
I rwxrwxrwx 1 root root 15 Cct 6 22:44 4507f087.0 ->
W2k8- 1-r oot . pem
STWr----- 1 root root 2.1K Cct 6 17:23 w2k8-1-root. pem
STWr----- 1 root root 2.8K Cct 6 17:23
w2k 8- 2-i nt er nedi ary. pem

2. Based on the approach you select in step 1, repeat the steps on every Agent host. You can copy the Agent’s
config.ini fileacross all hosts. However, if you modify properties such as | i st eni ng_host nane or
l'istening_ip addressinconfig.ini,youmustconfigureconfig.ini foreach hostindividually.

Step 3: Restart the Cloudera Manager Agents

On every Agent host, restart the Agent:

$ sudo service cloudera-scmagent restart

Step 4: Restart the Cloudera Management Services
To restart the Cloudera Management Service from the Cloudera Manager Admin Console:

1. On the Home > Status tab, click

-

to the right of the service name and select Restart.
2. Click Start on the next screen to confirm. When you see a Finished status, the service has restarted.

Step 5: Verify that the Server and Agents are communicating

In the Cloudera Manager Admin Console, open the Hosts page. If the Agents heartbeat successfully, the Server and
Agents are communicating. If not, check the Agentlog/ var /| og/ cl ouder a- scm agent / cl ouder a- scm agent . | og,
which shows errors if the connection fails.

Level 3: Configuring TLS Authentication of Agents to the Cloudera Manager Server
Minimum Required Role: Cluster Administrator (also provided by Full Administrator)

This is the highest level of TLS security supported for Cloudera Manager Server-Agent communications, and requires
you to create private keys and Certificate Signing Requests (CSR) for each cluster node. A Certificate Authority (CA)



can then sign the CSR, thus providing a server certificate for each host. Agents will then need to authenticate themselves
to Cloudera Manager using this server certificate.

This can be completed one of two ways, depending on the approach you choose to configuring TLS on your cluster.

e Approach A - Use OpenSSL to create private keys and request CA-signed certificates for every Agent on your
cluster. Approach A is faster if you only need to enable TLS for Cloudera Manager Server-Agent communication.

e Approach B - Create a Java truststore file that contains the Agent and CA certificates, and authenticate Agents
against this truststore file. If you plan to enable TLS communication for all CDH services cluster-wide, including
Java-based components, consider using Approach B.

Steps for creating self-signed certificates are not included. Self-signed certificates are not recommended for production
environments.

E’; Note: Wildcard domain certificates and certificates using the SubjectAlternativeName extension are
not supported at this time.

Step 1: Configure TLS encryption

If you have not already done so, you must configure TLS encryption to use this third level of security. For instructions,
see Configuring TLS Encryption Only for Cloudera Manager on page 215 and Configuring TLS Encryption for Cloudera

Manager.

Step 2: Configure TLS Verification of Server Trust by Agents

If you have not already done so, you must configure TLS Verification of Server Trust by Agents. For instructions, see
Configuring TLS Authentication of Server to Agents.

o Important:

Steps 3, 4, and 5 can be completed one of two ways, depending on the approach you choose to
configuring TLS on your cluster.

e Approach A - Use OpenSSL to create private keys and request CA-signed certificates for every
Agent on your cluster. Approach A is faster if you only need to enable TLS for Cloudera Manager
Server-Agent communication.

e Approach B - Create a Java truststore file that contains the Agent and CA certificates, and
authenticate Agents against this truststore file. If you plan to enable TLS communication for all
CDH services cluster-wide, including Java-based components, consider using Approach B.

Irrespective of the path you select, it will still be possible to reuse OpenSSL private keys and certificates
by exporting to a Java keystore and vice versa. For instructions, see Private Key and Certificate Reuse
Across Java Keystores and OpenSSL on page 213.

After choosing an approach, follow steps 3-5 for all hosts in your cluster.

Approach A: Using OpenSSL to Create Private Keys and Request Agent Certificates

If the Cloudera Manager Server is running Management Services or CDH components (and therefore, has a Cloudera
Manager Agent installed), you do not need to re-create a private key for the Server host. Follow the steps in Private
Key and Certificate Reuse Across Java Keystores and OpenSSL on page 213 to reuse the host certificate. Follow steps
3-5 for all remaining cluster hosts.

Approach A Step 3: Generate the private key and certificate signing request for the Agent using OpenSSL.

Run the following command on the Agent, replacing host nane with your actual hostname. The - subj command line
option allows you to provide the certificate subject as a single line. If you do not specify the certificate subject (- subj )
as an argument, you will be prompted for the values of the certificate subject information. In that case, use the host



FQDN that Agents will use to connect from in the subject First and Last name (CN) question prompt. Country (C)
requires a 2 letter country code. The "/ " is replaced with ", " in the actual CSR and private key file.

$ openssl req -subj

' | CN=host nane. sec. cl ouder a. conf OU=Support/ O=C ouder a/ L=Denver/ ST=Col or ado/ C=US' \
-out /opt/clouderal/security/x509/ host hanme. csr -new - newkey rsa: 2048 \

-keyout /opt/clouderal/security/x509/ hostnane. key -passout pass: password

passwor d provides a password to protect the private key file. Keep the password in a safe place; you must provide a
key password file to the Agent to complete configuration.

Approach A Step 4: Submit the certificate signing request to your CA and distribute the issued certificates.

The CSRfile created (/ opt / cl ouder a/ securi t y/ x509/ host nane. csr ) is collected from cluster hosts for submission
to the certificate authority (CA) for signing. In the example paths, you copy the issued CA-signed certificate file to

/ opt/cl ouder a/ security/ x509 on each cluster host. For easy management and tracking of files, name the files
in the host nane. pemformat, replacing host name with the actual hostname.

E,’ Note: Certificate file extensions of .cer, .crt, and .pem are interchangeable. Rename the files so they
have a .pem extension, and can therefore be used by the Agent and Hue (or any other Python-based
component).

The CSR can be examined with the following command:
$ openssl req -text -noout -verify -in /opt/clouderal/security/x509/hostname. csr
The issued certificate file can be examined with the following command:

$ openssl x509 -in /opt/clouderal/security/x509/host nane. pem -t ext -noout

Approach A Step 5 (Optional): Import the OpenSSL private key and certificate into the per-host Java keystore.

Follow the steps in Private Key and Certificate Reuse Across Java Keystores and OpenSSL on page 213 for this step.

o Important: If you are using Approach A, skip to step 6 to continue.

Approach B: Creating a Java Keystore and Importing Signed Agent Certificates into it

If the Cloudera Manager Server is running Management Services or CDH components (and therefore, has a Cloudera
Manager Agent installed), you do not need to re-create a private key for the Server host. Follow the steps in Private
Key and Certificate Reuse Across Java Keystores and OpenSSL on page 213 to reuse the host certificate. Follow steps
3-5 for all remaining cluster hosts.

Approach B - Step 3: Create a Java Keystore and private key for a host

Create a Java Keystore and private key files for an Agent host as follows:

$ keytool -genkeypair -alias hostname -keyal g RSA -keystore \

/opt/cl ouderal/ security/jks/hostnane-keystore.jks -keysize 2048 -dnane \

" CN=cnhost . sec. cl ouder a. com OU=Support, O=C ouder a, L=Denver, ST=Col or ado, C=US" \
-storepass password -keypass password

passwor d provides a password to protect the private key file. Set - keypass to the same value as - st or epass.
Cloudera Manager assumes that the same password is used to access both the key and the keystore, and therefore,
does not support separate values for - keypass and - st or epass.

Note the password in a safe place; you must provide a key password file to the Agent to complete configuration.



Approach B - Step 4: Generate a certificate signing request and install the issued certificate into the Java Keystore

1. Generate a certificate signing request (CSR) and submit it to your CA for a signed certificate.

$ keytool -certreq -alias hostnane \

-keystore /opt/clouderal/security/jks/hostname-keystore.jks \
-file /opt/clouderal/security/x509/host nane. csr \

-storepass password -keypass password

2. If you are using a Private CA, first import the root CA certificate followed by the intermediary/subordinate CA
certificates into the Java keystore created previously.

$ keytool -inportcert -trustcacerts -alias RootCA -keystore \
/opt/cl ouderal/ security/jks/hostname-keystore.jks -file \
/opt/cl ouderal/ security/ CAcerts/Root CA. cer -storepass password

Repeat the following for all subordinate/intermediary CA certificates presented.

$ keytool -inportcert -trustcacerts -alias SubordinateCA -keystore \
/opt/cl ouderal/ security/jks/hostnanme-keystore.jks -file \
/opt/cl ouderal/ security/ CAcerts/ Subordi nat eCA. cer -storepass password

3. Copy the issued signed certificate file provided by your CA to the location from where it will be imported by the
Cloudera Manager Agent and possibly Hue.

$ cp certificate-file.cer /opt/clouderal/security/x509/hostnanme. pem

4. Import the issued certificate file into the previously created Java keystore (.jks) with the following command:

$ keytool -import -trustcacerts -alias <hostname> \
-keystore /opt/clouderal/security/jks/<hostnane>-keystore.jks \
-file /opt/clouderal/security/x509/<host nane>. pem - st or epass password

Approach B - Step 5: Export the private key from the Java keystore and convert it with OpenSSL for reuse by Agent

Follow the steps in Private Key and Certificate Reuse Across Java Keystores and OpenSSL on page 213.

Step 6: Create a File that Contains the Password for the Key

The Agent reads the password from a text file, not from the command line. The password file allows you to use file
permissions to protect the password. For our example the password file was created at,
/ etc/ cl ouder a- scm agent / agent key. pw.

Step 7: Configure the Agent with its Private Key and Certificate

1. Onthe Agent host, openthe/ et ¢/ cl ouder a- scm agent/ confi g. i ni configuration file and edit the following

properties:

Property Description

client_key file Name of the client key file.

client_keypw file Name of the client key password file, agent key. pw.
client_cert _file Name of the client certificate file.

2. Repeat these steps on every Agent host.

Step 8: Verify that steps 3-7 Were Completed for every Agent Host in Your Cluster

Make sure each Agent's private key and certificate that you import into the Cloudera Manager Server's truststore is
unique.



Step 9: Create a Truststore by Importing CA and Agent Certificates
Perform this step on the Cloudera Manager Server, where the new truststore is used to authenticate Agents.

Create a new truststore file (/ opt / cl ouder a/ security/jks/truststore.jks)andimportthe CA root and
intermediary/subordinate certificates to this truststore. The new truststore functions like a keystore, containing only
certificates and no private key.

1. Create a trusted keystore using the keyt ool command and import the root CA certificate to this truststore.

$ keytool -inportcert -nopronpt -keystore /opt/clouderal/security/jks/truststore.jks \
-alias root_CA -file root.crt -storepass password

2. Import any remaining intermediary/subordinate CA certificates into the truststore.

$ keytool -inmportcert -nopronpt -keystore /opt/clouderal/security/jks/truststore.jks
-alias int_CA -file internedi ate- CA pem -storepass password

3. Save the host nane. pemcertificate files from all cluster hosts in a single location. The Cloudera Manager Server
can now import these host certificates (host nane. penj into the new truststore.

$ keytool -keystore /opt/clouderal/security/jks/truststore.jks \
-inmportcert -alias hostnane -file hostnane. pem -storepass password

Consider creating a f or loop on a list of hostnames to speed up this process.

$ for HOST in 'cat hostlist.txt'; do keytool -keystore
/opt/clouderal/security/jks/truststore.jks \
-inmportcert -alias $HOST -file $HOST. pem - st or epass password

Step 10: Enable Agent Authentication and Configure the Cloudera Manager Server to Use the New Truststore

1. Log into the Cloudera Manager Admin Console.
2. Select Administration > Settings.

3. Click the Security category.

4. Configure the following TLS settings:

Setting Description

Use TLS Authentication of Agents | Select this option to enable TLS authentication of Agents to the Server.

to Server

Path to Truststore Specify the full filesystem path to the truststore located on the Cloudera
Manager Server host; in the example,
/opt/clouderal/security/jks/truststore.jks

Truststore Password Specify the password for the truststore.

5. Click Save Changes to save the settings.
Step 11: Restart the Cloudera Manager Server
$ sudo service cloudera-scmserver restart
Step 12: Restart the Cloudera Manager Agents
On every Agent host, restart the Agent:

$ sudo service cloudera-scmagent restart



Step 13: Verify that the Server and Agents Are Communicating

In Cloudera Manager Admin Console, open the Hosts page. If the Agents heartbeat successfully, the Server and Agents
are communicating. If they are not, you may see an error in the Server, such asanul | CA chai n error. This implies
that either the truststore does not contain the Agent certificate, or the Agent is not presenting the certificate. Check

all of your settings, and check the Server log to verify that TLS and Agent validation have been enabled correctly.

HTTPS Communication in Cloudera Manager

Both the Cloudera Manager Agent and the roles that make up the Cloudera Management Service use HTTPS to
communicate with Cloudera Manager and CDH services. This topic aims to explain how the various aspects of HTTPS
communication are handled by the Cloudera Manager Agents and the Cloudera Management Service roles.

Cloudera Manager Agents use HTTPS to communicate with HBase, HDFS, Impala, MapReduce, and YARN to collect
monitoring data.

Cloudera Manager Agent

Configuring TLS communication between the Cloudera Manager Server and Agents is outlined in Configuring TLS
Security for Cloudera Manager on page 214. You can configure the certificates available for server certificate verification
using theverify_cert _dir parameterinthe Agentconfi g.ini file. See the comments in the confi g. i ni file
for a detailed explanation of this property. You can also use the existing value for theveri fy_cert _fi | e parameter.

When the Cloudera Manager Agent communicates with CDH services using HTTPS:

o Ifverify cert_fileorverify_cert_dir areconfiguredinthe Agent confi g.i ni, the Agent uses these
settings to verify the server certificates. If these settings are not configured, no certificate verification occurs. If
certificate verification is performed for the Cloudera Manager Server, it must also be performed for CDH daemons.

¢ An Agent never participates in mutual TLS authentication with any CDH service. Instead, each service has its own
authentication scheme. Most services use Kerberos authentication, but Impala uses HTTP digest.

User Impact
This depends on how you use certificates.

¢ Ifyoudo not need certificate verification, do not configureverify_cert_fileorverify_cert_dir.However,
this leaves you vulnerable to man-in-the-middle attacks.

¢ If you are using a CA-signed certificate, configure the Agent accordingly. Adding new services or enabling TLS/SSL
on a service requires no changes to the Agent configuration because the CA verifies the certificates used by any
new servers brought online.

e If you are using self-signed certificates (recommended only on test clusters), the certificate for each new service
that uses HTTPS must be available to the Agent. Modify the file pointed to by veri fy_cert _fil e (Agent restart
required), or the directory pointed to by veri fy_cert _di r, to contain the new certificate.

Cloudera Management Services

Some Cloudera Management Service roles act as HTTPS clients when communicating with Cloudera Manager entities
and CDH services.

You can verify server certificates in two ways:

e Configure a truststore through Cloudera Manager to perform certificate verification on the certificates of the
servers with which it communicates. If this truststore is configured, it is used to verify server certificates.

OR

¢ If no truststore is configured through Cloudera Manager, the default Java truststore (cacert s) is used to verify
certificates.

The following table shows Cloudera Management Service roles that act as HTTPS clients, and the corresponding Cloudera
Manager entities that communicate with them as HTTPS servers.This table does not depict the entirety of the roles'
communication, only communications over HTTPS.



Table 10: HTTPS Communication Between Cloudera Management Service Roles and Cloudera Manager Entities

Roles as HTTPS Clients Communicating HTTPS Servers

Activity Monitor ¢ Cloudera Manager Server
e JobTracker Web Server
e Qozie server (may involve the load balancer in an HA configuration)

Host Monitor e Cloudera Manager Server

Service Monitor e Cloudera Manager Server

¢ NameNode(s) Web Server(s)

¢ Impala StateStore Web Server

¢ YARN ResourceManager(s) Web Server(s)

¢ YARN JobHistory Web Server

e Qozie server (directly, not through the load balancer)

Event Server e Cloudera Manager Server

Reports Manager ¢ Cloudera Manager Server
¢ NameNode(s) Web Servers

E,’ Note: The Cloudera Navigator roles also act as HTTPS clients, but are outside the scope of this
document.

The Cloudera Management Service roles communicate using HTTPS as follows:

¢ If the Cloudera Management Service SSL Client Truststore File Location parameter is configured, the roles use

this truststore to verify server certificates. If this parameter is not set, the default Java truststore is used to verify
certificates. Without using safety valves, you cannot verify certificates for some Cloudera Management Service
roles but not for others. Nor can you verify certificates for only a subset of the HTTPS communication by a role.

¢ The Cloudera Management Service roles never participate in mutual TLS authentication with any CDH service or
with the Cloudera Manager Server. Instead, each service has its own authentication scheme: Kerberos for most

services, HTTP digest for Impala. For the Cloudera Manager Server, this authentication is session-based.

User Impact

This depends on how you use certificates:

* If you use a CA-signed certificate, configure the Cloudera Management Service SSL Client Truststore File Location

parameter to point to a truststore that contains the CA certificate. Adding a new service or enabling TLS on an

existing service requires no changes to the Cloudera Management Service configuration because the CA certificate

verifies the certificates used by any new servers brought online. Alternatively, this CA-signed certificate can be
added to the default Java truststore.

e If you are using self-signed certificates, the certificate for each new service that uses HTTPS must be available to
the Agent.. You must modify the truststore pointed to by the Cloudera Management Service SSL Client Truststore
File Location parameter. Truststore changes are required on each host on which a Cloudera Management Service

daemon is running. Changes to the truststore do not require a role restart, and should be picked up within 10
seconds by default.

If the Cloudera Management Service SSL Client Truststore File Location is not used, the certificate must be made
available in the default Java truststore. The Cloudera Management Service role must be restarted for this change

to take effect.



Troubleshooting TLS/SSL Issues in Cloudera Manager

This topic contains instructions for diagnosing and fixing issues you might face on a TLS-enabled cluster.

Inspecting Cloudera Manager Connectivity with OpenSSL

The openssl tool can be run from the host that is running the Cloudera Manager Agent or client service that should
be inspected for connectivity issues. You should also test whether the certificate in use by the host is recognized by a
trusted CA during the TLS/SSL negotiation.

Use the following command to inspect the connection.

$ openssl s_client -connect [host.fqdn.nanme]:[port]

For example:

$ openssl s_client -connect testl.sec.cloudera.com 7183

A return code 0 means openss| was able to establish trust of the server through its library of trusted public CAs. If
the certificate was self-signed (recommended only on test clusters) or provided by a private CA, it might be necessary
to add the private CA or self-signed certificate to the truststore using the openss| command. Adding the path to the
root CA, - CAfil e </ path/to/root-ca. penp, allows openssl to verify your self-signed or private CA-signed
certificate as follows:

$ openssl s_client -connect testl.sec.cloudera.com 7183 -CAfile \
/opt/cl ouderal security/ CAcerts/ Root CA. pem

Note that providing only the Root CA certificate is necessary to establish trust for this test. The result from the command
is successful when you see the return code 0 as follows:

“Vérify return code: 0 (0k)

By default, the Cloudera Manager Server writes logs to the
/ etc/cl oudera-scm server/ cl ouder a- scm ser ver . | og file on startup. Successful start of the server process
with the certificate will show logs similar to the following:

2014-10-06 21:33:47,515 | NFO WebServerInpl :org. nortbay. |l og: jetty-6.1.26.cloudera.?2

2014-10-06 21:33:47,572 | NFO WebServer | npl :org. nortbay. |l og: Started

Ssl Sel ect Channel Connect or @. 0. 0. 0: 7183

2014-10-06 21:33:47,573 I NFO WebServer | npl :org. nortbay. |l og: Started

Sel ect Channel Connect or @. 0. 0. 0: 7180

2014-10-06 21: 33: 47,573 | NFO WbSer ver I npl : com cl ouder a. server. cnf. WbServerInpl: Started
Jetty server.

Uploading Diagnostic Bundles to Cloudera Fails

By default, Cloudera Manager uses HTTPS to upload diagnostic bundles to the Cloudera Support server at

cops. cl ouder a. com These uploads will fail if Cloudera Manager cannot confirm the authenticity of the Cloudera
Support server. The Support server authenticates itself to Cloudera Manager by presenting a certificate signed by a
public Certificate Authority (CA). However, if you have previously enabled Level 3 TLS Authentication for Cloudera
Manager, the Cloudera Manager truststore may not contain certificates signed by public CAs. Therefore, attempting
to verify the authenticity of the Support server's certificate will result in an authentication failure, and diagnostic bundle
uploads will fail.

To successfully upload diagnostic bundles, you must establish trust between Cloudera Manager and the Cloudera
Support server. You can accomplish this in one of the following ways:

e Option A - Obtain the Support server's certificate and explicitly import it into your truststore.

or



e Option B - Use Java's default collection of public CA certificates, cacerts orj ssecacert s, located at
[ JAVA HOVE]/jrellibl/security/, asthe starting point for any truststore you create for the cluster.

The following instructions assume you have the version of keyt ool compatible with the version of JDK your cluster
is running on.

Option A - Explicitly import the Cloudera Support server's certificate into your truststore

Use the following command to obtain the current public key/certificate information from the Cloudera Support server.

$ openssl s_client -connect cops.cloudera.com 443 | openssl x509 -text -out
/ pat h/ t o/ cl ouder a-cert. pem

Import this certificate into your Cloudera Manager truststore. Substitute the paths in the following command with the
paths to your truststore and the Support server's certificate.

$ keytool -inport -keystore /path/to/cmtruststore.jks -file /path/to/cloudera-cert.pem

Once the truststore is ready, make sure Cloudera Manager is configured to point to this file. For instructions, see
Configuring Cloudera Manager Truststore Properties on page 230.

Option B - Use the default cacert s truststore to create the Cloudera Manager truststore
You can use the default collection of public CA certificates in one of the following ways:

e Copy the contents of cacerts toj ssecacerts, and usej ssecacert s as the Cloudera Manager truststore.
You can modify j ssecacert s to include any additional private CA certificates as needed.

or

e As the first step to setting up the Cloudera Manager truststore, copy the contents of cacer t s to your blank
truststore.j ks file.

Copying the cacert s file into your truststore will also set the same default password (changei t ) for your file. Use
the following command to change the password for your truststore. For example:

$ keytool -storepasswd -keystore /path/to/cmtruststore.jks
Enter keystore password: changeit

New keystore password: [ new password]

Re-enter new keystore password: [new password]

Once the truststore is ready, use the instructions in the following section to make sure Cloudera Manager is configured
to point to the right truststore file.

Configuring Cloudera Manager Truststore Properties

Once you have set up the Cloudera Manager truststore using either Option A or B, make sure Cloudera Manager is
configured to use this truststore. To determine trust, Cloudera Manager uses the JVM arguments,

-Dj avax. net. ssl.trust Store and-Dj avax. net. ssl . trust Store. passwor d. Configure these arguments in
Cloudera Manager as follows:

1. Log into the Cloudera Manager Admin Console.
2. Select Administration > Settings.

3. Click the Security category.

4. Configure the following TLS/SSL settings:

Setting Description

Cloudera Manager TLS/SSL Specify the complete filesystem path to the truststore located on the Cloudera
Certificate Trust Store File Manager Server host in . j ks format.




Setting Description

Cloudera Manager TLS/SSL Specify the password for the truststore file. This password is not required to
Certificate Trust Store Password | access the trust store. This field can be left blank.

5. Click Save Changes to save the settings.

E’; Note: For details on the JSSE trust mechanism, see Oracle's JSSE Reference Guide.

Using Self-Signed Certificates for TLS

Self-signed certificates should not be used for production deployments. However, for testing and other non-production
purposes, self-signed certificates let you quickly obtain the certificates needed for Step 1: Create the Cloudera Manager
Server Keystore, Generate a Certificate Request, and Install the Certificate on page 216.

Replace paths, file names, aliases, and other examples in the commands below for your system.

1. Create a directory to store the self-signed certificate-key pair that you will create.

$ nkdir -p /opt/clouderal/security/x509/ /opt/clouderalsecurity/jks/
$ cd /opt/clouderal/security/jks

Use chnod/ chown to change ownership of the / opt / cl ouder a/ securi ty/j ks directory to give Cloudera
Manager access to the directory.

2. Generate the key pair and self-signed certificate, and store these in the keystore (exanpl e. keyst or e). Set
- keypass and - st or epass to the same value: Cloudera Manager does not support different keypass and
storepass values.

E,i Note: For CN, use the FQDN of the Cloudera Manager Server host to avoid a
java.io. |l CException: HITPS host name w ong exception.

$ keytool -genkeypair -keystore exanple. keystore -keyalg RSA -alias cnmhost \
-dname " CN=cmhost . sec. exanpl e. com OU=Security, O=Exanpl e, L=Denver, ST=Col or ado, C=US"
-storepass password -keypass password

3. Copy the default Java truststore (cacert s) to the alternate system truststore (j ssecacert s). Self-signed
certificates are appended to j ssecacer t s without modifying the default cacert s file.

$ sudo cp $JAVA HOVE/jrel/lib/security/cacerts $JAVA HOVE/jre/lib/security/jssecacerts
4. Export the certificate from the keystore (exanpl e. keyst or e).

$ keytool -export -alias crmhost -keystore exanple.keystore -rfc -file selfsigned.cer
5. Copy the self-signed certificate (sel f si gned. cer ) to the/ opt/ cl ouder a/ security/ x509/ directory.

$ cp sel fsigned.cer /opt/clouderal/security/x509/crhost. pem

6. Import the public key into the alternate system truststore (j ssecacert s), so that any process that runs with
Java on this machine will trust the key. The default password for the Java truststore is changei t . Do not use the
password created for the keystore in Step 2.

$ keytool -import -alias crmhost -file /opt/clouderalsecurity/jks/selfsigned.cer \
-keystore $JAVA HOVE/ jrel/lib/security/jssecacerts -storepass changeit


http://docs.oracle.com/javase/8/docs/technotes/guides/security/jsse/JSSERefGuide.html#X509TrustManager

o Important: Repeat this process on each machine in the cluster.

7. Rename the keystore, such as from exanpl e. keyst or e to cnmhost - keyst ore. j ks:

$ nv /opt/clouderal/security/jks/exanple. keystore
/opt/cl ouderal/ security/jks/cmhost-keystore.jks

You can also delete the certificate: it has been added to the keystore at
[ opt/cl ouderal/ security/x509/ cnhost. pem

$ rm/opt/clouderal/security/selfsigned. cer

The self-signed certificate set up is complete. You can continue configuring TLS Level 1 as detailed in Step 2: Enable
HTTPS for the Cloudera Manager Admin Console and Specify Server Keystore Properties on page 218.

Configuring TLS/SSL for the Cloudera Navigator Data Management Component

Important: The following instructions assume you have a Java keystore set up on the Navigator
Metadata Server host.

To enable SSL communication between the Cloudera Navigator Metadata Server and its clients:

. Open the Cloudera Manager Admin Console and go to the Cloudera Management Service.
. Click the Configuration tab.

. Select Scope > Navigator Metadata Server.

. Select Category > Security.

. Edit the following properties according to your cluster configuration.

Ui B W IN =

Property Description

Enable TLS/SSL for Navigator | Encrypt communication between clients and Navigator Metadata Server using
Metadata Server Transport Layer Security (TLS) (formerly known as Secure Socket Layer (SSL)).

TLS/SSL Keystore File Location | The path to the TLS/SSL keystore file containing the server certificate and private
key used for TLS/SSL. Used when Navigator Metadata Server is acting as a TLS/SSL
server. The keystore must be in JKS format.

TLS/SSL Keystore File Password | The password for the Navigator Metadata Server JKS keystore file.

TLS/SSL Keystore Key The password that protects the private key contained in the JKS keystore used
Password when Navigator Metadata Server is acting as a TLS/SSL server.

6. Click Save Changes to commit the changes.
7. Restart the Navigator Metadata server.

E,’ Note: Once you have enabled TLS/SSL, the Quick Links in Cloudera Manager pointing to the Cloudera
Navigator Ul will not work as they use HTTP, not HTTPS.

Configuring TLS/SSL for Cloudera Management Service Roles

To enable TLS/SSL communication between Cloudera Management Service roles, and CDH services and the Cloudera
Manager Server:



1. Open the Cloudera Manager Administration Console and go to the Cloudera Management Service.
2. Click the Configuration tab.

3. Select Scope > Cloudera Management Service (Service-Wide).

4. Select Category > Security.

5. Edit the following TLS/SSL properties according to your cluster configuration.

Property Description

TLS/SSL Client Truststore File | Path to the client truststore file used in HTTPS communication. The contents of
Location this truststore can be modified without restarting the Cloudera Management
Service roles. By default, changes to its contents are picked up within ten seconds.

TLS/SSL Client Truststore File | Password for the client truststore file.
Password

6. Click Save Changes to commit the changes.
7. Restart the Cloudera Management Service. For more information, see HTTPS Communication in Cloudera Manager
on page 227.

Configuring TLS/SSL Encryption for CDH Services

In addition to configuring Cloudera Manager cluster to use TLS/SSL (as detailed, starting with Configuring TLS Security
for Cloudera Manager on page 214), the various CDH services running on the cluster should also be configured to use
TLS/SSL. The process of configuring TLS/SSL varies by component, so follow the steps below as needed for your system.
Before trying to configure TLS/SSL, however, be sure your cluster meets the prerequisites.

E,’ Note: TLS/SSL for Hadoop core services—HDFS, MapReduce, and YARN—must be enabled as a group.
TLS/SSL for other components such as HBase, Hue, and Oozie can be enabled independently.

Prerequisites

¢ Cloudera recommends securing a cluster using Kerberos authentication before enabling encryption such as TLS/SSL
on a cluster. If you enable TLS/SSL for a cluster that does not already have Kerberos authentication configured, a
warning will be displayed.

¢ The following sections assume that you have created all the certificates required for TLS/SSL communication. If
not, for information on how to do this, see Creating Certificates.

¢ The certificates and keys to be deployed in your cluster should be organized into the appropriate set of keystores
and truststores. For more information, see Creating Java Keystores and Truststores on page 210.

E’; Note: Cloudera Manager and CDH components support either TLS 1.0, TLS 1.1, or TLS 1.2, but not
SSL 3.0. References to SSL continue only because of its widespread use in technical jargon.

Hadoop Services as TLS/SSL Servers and Clients
Hadoop services differ in their use of TLS/SSL as follows:

e HDFS, MapReduce, and YARN daemons act as both TLS/SSL servers and clients.
e HBase daemons act as TLS/SSL servers only.

¢ QOozie daemons act as TLS/SSL servers only.

e Hue acts as an TLS/SSL client to all of the above.

Daemons that act as TLS/SSL servers load the keystores when starting up. When a client connects to an TLS/SSL server
daemon, the server transmits the certificate loaded at startup time to the client, which then uses its truststore to
validate the server’s certificate.



Compatible Certificate Formats for Hadoop Components

Component Compatible Certificate Format
HDFS Java Keystore

MapReduce Java Keystore

YARN Java Keystore

Hue PEM

Hive (for communication between Hive clients | Java Keystore
and HiveServer2)

HBase Java Keystore
Impala PEM
Oozie Java Keystore

Configuring TLS/SSL for HDFS, YARN and MapReduce

Required Role: Configurator, Cluster Administrator, or Full Administrator

TLS/SSL for the core Hadoop services—HDFS, MapReduce, and YARN—must be enabled as a group. Because most
clusters run either MapReduce or YARN, not both, you will typically enable HDFS and YARN, or HDFS and MapReduce.
Enabling TLS/SSL on HDFS is required before it can be enabled on either MapReduce or YARN.

E,’ Note: If you enable TLS/SSL for HDFS, you must also enable it for MapReduce or YARN.

The steps below include enabling Kerberos authentication for HTTP Web-Consoles. Enabling TLS/SSL for the core
Hadoop services on a cluster without enabling authentication displays a warning.

Before You Begin

Before enabling TLS/SSL, keystores containing certificates bound to the appropriate domain names will need to
be accessible on all hosts on which at least one HDFS, MapReduce, or YARN daemon role is running.

Since HDFS, MapReduce, and YARN daemons act as TLS/SSL clients as well as TLS/SSL servers, they must have
access to truststores. In many cases, the most practical approach is to deploy truststores to all hosts in the cluster,
as it may not be desirable to determine in advance the set of hosts on which clients will run.

Keystores for HDFS, MapReduce and YARN must be owned by the hadoop group, and have permissions 0440
(that is, readable by owner and group). Truststores must have permissions 0444 (that is, readable by all)
Cloudera Manager supports TLS/SSL configuration for HDFS, MapReduce and YARN at the service level. For each
of these services, you must specify absolute paths to the keystore and truststore files. These settings apply to all
hosts on which daemon roles of the service in question run. Therefore, the paths you choose must be valid on all
hosts.

An implication of this is that the keystore file names for a given service must be the same on all hosts. If, for
example, you have obtained separate certificates for HDFS daemons on hosts nodel. exanpl e. comand
node2. exanpl e. com you might have chosen to store these certificates in files called hdf s- nodel. keyst or e
and hdf s- node2. keyst or e (respectively). When deploying these keystores, you must give them both the same
name on the target host — for example, hdf s. keyst or e.

Multiple daemons running on a host can share a certificate. For example, in case there is a DataNode and an Oozie
server running on the same host, they can use the same certificate.

Configuring TLS/SSL for HDFS

1. Go to the HDFS service.




2. Click the Configuration tab.

3. Select Scope > HDFS (Service-Wide).

4. Select Category > Security.

5. Inthe Search field, type TLS/SSL to show the TLS/SSL properties (found under the Service-Wide > Security category).
6. Edit the following properties according to your cluster configuration:

Property Description

Hadoop TLS/SSL Server Path to the keystore file containing the server certificate and private key.
Keystore File Location

Hadoop TLS/SSL Server Password for the server keystore file.
Keystore File Password

Hadoop TLS/SSL Server Password that protects the private key contained in the server keystore.
Keystore Key Password

7. If you are not using the default truststore, configure TLS/SSL client truststore properties:

o Important: The HDFS properties below define a cluster-wide default truststore that can be
overridden by YARN and MapReduce (see the Configuring TLS/SSL for YARN and MapReduce
section below).

Property Description

Cluster-Wide Default TLS/SSL | Path to the client truststore file. This truststore contains certificates of trusted
Client Truststore Location servers, or of Certificate Authorities trusted to identify servers.

Cluster-Wide Default TLS/SSL | Password for the client truststore file.
Client Truststore Password

8. (Optional) Cloudera recommends you enable web Ul authentication for the HDFS service. Web Ul authentication
uses SPNEGO. After enabling this, you cannot access the Hadoop web consoles without a valid Kerberos ticket
and proper client-side configuration. For more information, see Using a Web Browser to Access an URL Protected
by Kerberos HTTP SPNEGO on page 192.

To enable web Ul authentication, enter web consoles in the Search field to bring up the Enable Authentication
for HTTP Web-Consoles property (found under the Service-Wide>Security category). Check the property to enable
web Ul authentication.

Enable Authentication for Enables authentication for Hadoop HTTP web-consoles for all roles of this service.
HTTP Web-Consoles

E'INote: This is effective only if security is enabled for the HDFS
service.

9. Click Save Changes.

10 Follow the procedure described in the following Configuring TLS/SSL for YARN and MapReduce section, at the
end of which you will be instructed to restart all the affected services (HDFS, MapReduce and YARN).

Configuring TLS/SSL for YARN or MapReduce
Perform the following steps to configure TLS/SSL for the YARN or MapReduce services:

1. Go to the YARN or MapReduce service.
2. Click the Configuration tab.
3. Select Scope > service name (Service-Wide).




4. Select Category > Security.

5. Locate the <property name> property or search for it by typing its name in the Search box.

6. Inthe Search field, type TLS/SSL to show the TLS/SSL properties (found under the Service-Wide > Security category).
7. Edit the following properties according to your cluster configuration:

Property Description

Hadoop TLS/SSL Server Path to the keystore file containing the server certificate and private key.
Keystore File Location

Hadoop TLS/SSL Server Password for the server keystore file.
Keystore File Password

Hadoop TLS/SSL Server Password that protects the private key contained in the server keystore.
Keystore Key Password

8. Configure the following TLS/SSL client truststore properties for MRv1 or YARN only if you want to override the
cluster-wide defaults set by the HDFS properties configured above.

Property Description

TLS/SSL Client Truststore File | Path to the client truststore file. This truststore contains certificates of trusted
Location servers, or of Certificate Authorities trusted to identify servers.

TLS/SSL Client Truststore File | Password for the client truststore file.
Password

9. Cloudera recommends you enable Web Ul authentication for the service in question.

Enter web consoles in the Search field to bring up the Enable Authentication for HTTP Web-Consoles property
(found under the Service-Wide>Security category). Check the property to enable web Ul authentication.

Enable Authentication for Enables authentication for Hadoop HTTP web-consoles for all roles of this service.
HTTP Web-Consoles

E'INote: This is effective only if security is enabled for the HDFS
service.

10 Click Save Changes to commit the changes.

1. Go to the HDFS service

12 Click the Configuration tab.

1B Type Hadoop SSL Enabled in the Search box.

1 Select the Hadoop SSL Enabled property to enable SSL communication for HDFS, MapReduce, and YARN.

Property Description

Hadoop TLS/SSL Enabled Enable TLS/SSL encryption for HDFS, MapReduce, and YARN web Uls, as well as
encrypted shuffle for MapReduce and YARN.

15 Click Save Changes to commit the changes.
16 Restart all affected services (HDFS, MapReduce and YARN), as well as their dependent services.

Configuring TLS/SSL for HBase

Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)



Before You Begin

Before enabling TLS/SSL, ensure that keystores containing certificates bound to the appropriate domain names
will need to be accessible on all hosts on which at least one HBase daemon role is running.

Keystores for HBase must be owned by the hbase group, and have permissions 0440 (that is, readable by owner
and group).

You must specify absolute paths to the keystore and truststore files. These settings apply to all hosts on which
daemon roles of the HBase service run. Therefore, the paths you choose must be valid on all hosts.

Cloudera Manager supports the TLS/SSL configuration for HBase at the service level. Ensure you specify absolute
paths to the keystore and truststore files. These settings apply to all hosts on which daemon roles of the service
in question run. Therefore, the paths you choose must be valid on all hosts.

An implication of this is that the keystore file names for a given service must be the same on all hosts. If, for
example, you have obtained separate certificates for HBase daemons on hosts nodel. exanpl e. comand
node2. exanpl e. com you might have chosen to store these certificates in files called hbase- nodel. keyst or e
and hbase- node2. keyst or e (respectively). When deploying these keystores, you must give them both the
same name on the target host — for example, hbase. keyst or e.

Configuring TLS/SSL for HBase Web Uls

The steps for configuring and enabling TLS/SSL for HBase are similar to those for HDFS, YARN and MapReduce:

1.
. Click the Configuration tab.

. Select Scope > HBASE (Service-Wide).

. Select Category > Security.

. In the Search field, type TLS/SSL to show the HBase TLS/SSL properties.

. Edit the following TLS/SSL properties according to your cluster configuration:
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8.
9.

. Check the Web UI TLS/SSL Encryption Enabled property.

Go to the HBase service

Table 11: HBase TLS/SSL Properties

Property Description

HBase TLS/SSL Server JKS Path to the keystore file containing the server certificate and private key used
Keystore File Location for encrypted web Uls.

HBase TLS/SSL Server JKS Password for the server keystore file used for encrypted web Uls.

Keystore File Password

HBase TLS/SSL Server JKS Password that protects the private key contained in the server keystore used
Keystore Key Password for encrypted web Uls.

Web UI TLS/SSL Encryption Enable TLS/SSL encryption for the HBase Master, RegionServer, Thrift Server,
Enabled and REST Server web Uls.

Click Save Changes to commit the changes.
Restart the HBase service.

Configuring TLS/SSL for HBase REST Server

1.
. Click the Configuration tab.

. Select Scope > HBase REST Server.

. Select Category > Security.

. In the Search field, type TLS/SSL REST to show the HBase REST TLS/SSL properties.
. Edit the following TLS/SSL properties according to your cluster configuration:
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Go to the HBase service



Property

Description

Enable TLS/SSL for HBase REST
Server

Encrypt communication between clients and HBase REST Server using Transport
Layer Security (TLS).

HBase REST Server TLS/SSL
Server JKS Keystore File
Location

The path to the TLS/SSL keystore file containing the server certificate and private
key used for TLS/SSL. Used when HBase REST Server is acting as a TLS/SSL server.
The keystore must be in JKS format.file.

HBase REST Server TLS/SSL
Server JKS Keystore File
Password

The password for the HBase REST Server JKS keystore file.

HBase REST Server TLS/SSL
Server JKS Keystore Key
Password

The password that protects the private key contained in the JKS keystore used
when HBase REST Server is acting as a TLS/SSL server.

7. Click Save Changes to commit the changes.

8.

Restart the HBase service.

Configuring TLS/SSL for HBase Thrift Server

1.
. Click the Configuration tab.
. Select Scope > HBase Thrift Server.
. Select Category > Security.
. In the Search field, type TLS/SSL Thrift to show the HBase Thrift TLS/SSL properties.
. Edit the following TLS/SSL properties according to your cluster configuration:
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Go to the HBase service

Property

Description

Enable TLS/SSL for HBase Thrift
Server over HTTP

Encrypt communication between clients and HBase Thrift Server over HTTP using
Transport Layer Security (TLS).

HBase Thrift Server over HTTP
TLS/SSL Server JKS Keystore
File Location

The path to the TLS/SSL keystore file containing the server certificate and private
key used for TLS/SSL. Used when HBase Thrift Server over HTTP is acting as a
TLS/SSL server. The keystore must be in JKS format.

HBase Thrift Server over HTTP
TLS/SSL Server JKS Keystore
File Password

The password for the HBase Thrift Server JKS keystore file.

HBase Thrift Server over HTTP
TLS/SSL Server JKS Keystore
Key Password

The password that protects the private key contained in the JKS keystore used
when HBase Thrift Server over HTTP is acting as a TLS/SSL server.

7. Click Save Changes to commit the changes.

8.

Restart the HBase service.

Configuring TLS/SSL for Flume Thrift Source and Sink

This topic describes how to enable TLS/SSL communication between Flume's Thrift source and sink.

The following tables list the properties that must be configured to enable TLS/SSL communication between Flume's
Thrift source and sink instances.




Table 12: Thrift Source TLS/SSL Properties

Property Description

ssl Set tot r ue to enable TLS/SSL encryption.

keystore Path to a Java keystore file. Required for TLS/SSL.

keyst or e- password Password for the Java keystore. Required for TLS/SSL.
keyst ore-type The type of the Java keystore. This can be JKS or PKCS12.

Table 13: Thrift Sink TLS/SSL Properties

Property Description

ssl Set to t r ue to enable TLS/SSL for this ThriftSink.

When configuring TLS/SSL, you can optionally set the followingt r ust st ore,
trust st or e- passwor d and t r ust st or e- t ype properties. If a custom
truststore is not specified, Flume will use the default Java JSSE truststore
(typically j ssecacert s or cacert s in the Oracle JRE) to verify the remote
Thrift Source's TLS/SSL credentials.

truststore (Optional) The path to a custom Java truststore file.
trust st ore- password (Optional) The password for the specified truststore.
truststore-type (Optional) The type of the Java truststore. This can be JKS or any other

supported Java truststore type.

Make sure you are configuring TLS/SSL for each Thrift source and sink instance. For example, to the existing f | ume. conf
file, for agent al, source r 1, and sink k1, you would add the following properties:

# TLS/ SSL properties for Thrift source sl
al.sources.rl.ssl=true

al.sources. rl. keyst ore=<pat h/t o/ keyst or e>

al. sources. rl. keyst or e- passwor d=<keyst ore password>
al.sources.rl. keystore-type=<keystore type>

# TLS/ SSL properties for Thrift sink k1

al. si nks. k1. ssl =true

al. sinks. kl.truststore=<path/to/truststore>

al. sinks. kl.truststore-password=<truststore password>
al.sinks.kl. truststore-type=<truststore type>

Configure these sets of properties for more instances of the Thrift source and sink as required. You can use either
Cloudera Manager or the command line to edit the f | une. conf file.

Using Cloudera Manager
Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)

1. Open the Cloudera Manager Admin Console and go to the Flume service.

. Click the Configuration tab.

. Select Scope > Agent.

. Select Category > Main.

. Edit the Configuration File property and add the Thrift source and sink properties for each Thrift source and sink
instance as described above to the configuration file.
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. Click Save Changes to commit the changes.
7. Restart the Flume service.



Using the Command Line

Gotothe/etc/fl ume-ng/ conf/fl ume. conf fileand add the Thrift source and sink properties for each Thrift source
and sink instance as described above.

Configuring Encrypted Communication Between HiveServer2 and Client Drivers

Starting with CDH 5.5, encryption for HiveServer2 clients has been decoupled from the authentication mechanism.
This means you can use either SASL QOP or TLS/SSL to encrypt traffic between HiveServer2 and its clients, irrespective
of whether Kerberos is being used for authentication. Previously, the JDBC client drivers only supported SASL QOP
encryption on Kerberos-authenticated connections.

SASL QOP encryption is better suited for encrypting RPC communication and may result in performance issues when
dealing with large amounts of data. Move to using TLS/SSL encryption to avoid such issues.

Configuring Encrypted Client/Server Communication Using TLS/SSL

You can use either the Cloudera Manager or the command-line instructions described below to enable TLS/SSL encryption
for JDBC/ODBC client connections to HiveServer2. For background information on setting up TLS/SSL truststores and
keystores, see TLS/SSL Certificates Overview on page 208.

E,’ Note: Cloudera Manager and CDH components support either TLS 1.0, TLS 1.1, or TLS 1.2, but not
SSL 3.0. References to SSL continue only because of its widespread use in technical jargon.

Using Cloudera Manager
The steps for configuring and enabling TLS/SSL for Hive are as follows:

1. Open the Cloudera Manager Admin Console and go to the Hive service.
. Click the Configuration tab.

. Select Scope > Hive (Service-Wide).

. Select Category > Security.

. In the Search field, type TLS/SSL to show the Hive properties.

. Edit the following properties according to your cluster configuration.
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Table 14: Hive TLS/SSL Properties

Property Description
Enable TLS/SSL for Enable support for encrypted client-server communication using Transport Layer
HiveServer2 Security (TLS) for HiveServer2 connections.

HiveServer2 TLS/SSL Server | Path to the TLS keystore.
JKS Keystore File Location

HiveServer2 TLS/SSL Server | Password for the TLS keystore.
JKS Keystore File Password

7. Click Save Changes to commit the changes.
8. Restart the Hive service.

Using the Command Line

e To enable TLS/SSL, add the following configuration parameters to hi ve-si te. xm :

<property>

<nane>hi ve. server 2. use. SSL</ nane>

<val ue>t r ue</ val ue>

<descri pti on>enabl e/ di sabl e SSL </descri ption>
</ property>




<property>
<nanme>hi ve. server 2. keyst or e. pat h</ nane>
<val ue>keystore-fil e-pat h</val ue>
<description>path to keystore fil e</description>
</ property>

<property>
<nanme>hi ve. server 2. keyst or e. passwor d</ nane>
<val ue>keystore-fil e-password</val ue>
<descri ption>keyst ore password</description>
</ property>

¢ The keyst or e must contain the server's certificate.

e The JDBC client must add the following properties in the connection URL when connecting to a HiveServer2 using
TLS/SSL:

;ssl =true[; ssl Trust St or e=<Tr ust - St or e- Pat h>; t r ust St or ePasswor d=<Tr ust - St or e- passwor d>]

e Make sure one of the following is true:

e Either: ssl Trust St or e points to the trust store file containing the server's certificate; for example:

jdbc: hive2://1 ocal host: 10000/ def aul t; ssl =true;\
ssl Trust St ore=/ home/ usr 1/ ssl /trust _store.jks;trust St orePasswor d=xyz

e or: the Trust Store arguments are set using the Java system properties j avax. net. ssl . trust St or e and
j avax. net . ssl . trust St or ePasswor d; for example:

java -Djavax. net.ssl.trustStore=/hone/usrl/ssl/trust_store.jks
- Dj avax. net . ssl . trust St or ePasswor d=xyz \
Myd ass j dbc: hive2://1ocal host: 10000/ def aul t; ssl =true

For more information on using self-signed certificates and the Trust Store, see the Oracle Java SE keytool page.

Configuring Encrypted Client/Server Communication Using SASL QOP

Traffic between the Hive JDBC or ODBC drivers and HiveServer2 can be encrypted using plain SASL QOP encryption
which allows you to preserve data integrity (using checksums to validate message integrity) and confidentiality (by
encrypting messages). This can be enabled by setting the hi ve. server2. thrift. sasl. qop propertyin

hi ve-site. xmn . For example,

<property>

<nanme>hi ve. server 2. thrift.sasl.qop</nane>

<val ue>aut h- conf </ val ue>

<descri pti on>Sasl QOP val ue; one of 'auth', '"auth-int' and 'auth-conf'</description>

</ property>

Valid settings for the val ue field are:

e aut h: Authentication only (default)
e aut h-i nt: Authentication with integrity protection
e aut h- conf : Authentication with confidentiality protection

The parameter value that you specify above in the HiveServer2 configuration, should match that specified in the Beeline

client connection JDBC URL. For example:

I'connect jdbc: hive2://ip-10-5-15-197. us-west-2. conpute.internal: 10000/ default; \
princi pal =hi ve/ _HOST@JS- WEST- 2. COMPUTE. | NTERNAL; sasl . gop=aut h- conf


http://docs.oracle.com/javase/6/docs/technotes/tools/windows/keytool.html

Configuring TLS/SSL for Hue

This topic describes how to enable TLS/SSL communication for Hue:

Hue as a TLS/SSL Client
Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)

Hue acts as an TLS/SSL client when communicating with Oozie, HBase and core Hadoop services. This means Hue may
have to authenticate HDFS, MapReduce, and YARN daemons, as well as the HBase Thrift Server, and will need their
certificates (or the relevant CA certificate) in its truststore.

Deploying the Hue Truststore:

You can create the Hue truststore by consolidating certificates of all TLS/SSL-enabled servers (or a single CA certificate
chain) that Hue communicates with into one file. This will generally include certificates of all the HDFS, MapReduce
and YARN daemons, and other TLS/SSL-enabled services such as Oozie..

The Hue truststore must be in PEMformat whereas other services use JKS format by default. Hence, to populate the
Hue truststore, you will need to extract the certificates from Hadoop's JKS keystores and convert them to PEMformat.
The following example assumes that hadoop- ser ver . keyst or e contains the server certificate identified by alias

f 0o- 1. exanpl e. comand password exanpl e123.

$ keytool -exportcert -keystore hadoop-server.keystore -alias foo-1.exanple.com\
-storepass exanpl el23 -file foo-1.cert
$ openssl x509 -informder -in foo-1.cert > foo-1.pem

Once you've done this for each host in the cluster, you can concatenate the PEMfiles into one PEMfile that can serve
as the Hue truststore.

cat foo-1.pemfoo-2.pem... > huetrust.pem

E,i Note: Ensure the final PEMtruststore is deployed in a location that is accessible by the Hue service.

In Cloudera Manager, set TLS/ SSL Tr ust st or e to the path of the consolidated PEMfile, huet r ust . pem

. Logon to Cloudera Manager Admin Console and go to the Hue service.

. Click Configuration.

. Select Scope > Hue Server.

. Select Category > Security.

. Find the property, TLS/ SSL Truststore.

. Enter the path to huet r ust . pemon the host running the Hue web server.
. Click Save Changes.

. Restart the Hue service.
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Hue as a TLS/SSL Server

Hue expects certificates and keys to be stored in PEM format. When managing certificates and keys for such services,
using the openssl tool may be more convenient. To configure Hue to use HTTPS, you can generate a private key and
certificate as described in Creating Certificates on page 209. Since Hue uses certificates in PEM format, you can reuse
a host's existing Java keystore by converting it to the PEM format. For instructions, see Conversion from Java Keystore

to OpenSSL on page 214.

Ensure secure session cookies for Hue have been enabled in hue. i ni under[ deskt op] >[[ session]].

[ deskt op]
[[session]]
secure=true



Enabling TLS/SSL for the Hue Server at the Command Line

If you are not using Cloudera Manager, update the following properties in hue. i ni under [ deskt op] .

[ deskt op]
ssl _certificate=/path/to/server.cert
ssl _private_key=/path/to/server. key
ssl _passwor d=<pri vat e_key_passwor d>

You can also store ssl _passwor d more securely in a script and set this parameter instead:
ssl _password_scri pt =<your _hue_passwords_scri pt. sh>

For more, see Storing Hue Passwords in a Script on page 244.

Enabling TLS/SSL for the Hue Server in Cloudera Manager
Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)
Perform the following steps in Cloudera Manager to enable TLS/SSL for the Hue web server.

1. Open the Cloudera Manager Admin Console and go to the Hue service.

2. Click Configuration.
3. Select Scope > Hue Server.
4. Select Category > Security.
5. Edit the following TLS/SSL properties according to your cluster configuration.
Property Description
Enable HTTPS Enable HTTPS for the Hue web server.
Local Path to TLS/SSL Path to the TLS/SSL certificate on the host running the Hue web server.
Certificate

Local Path to TLS/SSL Private | Path to the TLS/SSL private key on the host running the Hue web server.
Key

If the private key has a password:

a. Select Scope > Hue-1 (Service-Wide).

b. Select Category > Advanced.

c. Locate the field, Hue Service Advanced Configuration Snippet (Safety Valve) for hue_safety_valve.ini.
d. Add the TLS/SSL password parameter in the [ deskt op] section as follows:

[ deskt op]
ssl _passwor d=<pri vat e_key_passwor d>

You can also store ss| _passwor d more securely in a script and set this parameter instead:
ssl _password_scri pt =<your _hue_passwords_scri pt. sh>

For more, see Storing Hue Passwords in a Script on page 244.

If more than one role group applies to this configuration, edit the value for the appropriate role group. See
Modifying Configuration Properties Using Cloudera Manager.

6. Click Save Changes.
7. Restart the Hue service.

For more details on configuring Hue with TLS/SSL, see this blog post.


http://gethue.com/configure-hue-with-https-ssl/

Enabling Hue TLS/SSL Communication with HiveServer2
In CDH 5.5.x and higher, HiveServer2 is enabled for TLS/SSL communication by default.

By providing a CA certificate, private key, and public certificate, Hue can communicate with HiveServer2 over TLS/SSL.
You can now configure the following properties in the [ beeswax] section under[[ssl ]] in the Hue configuration
file, hue.ini.

enabl ed Choose to enable/disable TLS/SSL communication for this server.

Default: f al se

cacerts Path to Certificate Authority certificates.

Default: / et ¢/ hue/ cacerts. pem

val i date Choose whether Hue should validate certificates received from the server.

Default: t rue

Related Information

¢ Configuring Encrypted Communication Between HiveServer2 and Client Drivers on page 240

Enabling Hue TLS/SSL Communication with Impala

By providing a CA certificate, private key, and public certificate, Hue can communicate with Impala over TLS/SSL. You
can configure the following propertiesinthe[ i mpal a] sectionunder[ [ ssl ]] inthe Hue configuration file, hue. i ni .

enabl ed Choose to enable/disable TLS/SSL communication for this server.

Default: f al se

cacerts Path to Certificate Authority certificates.

Default: / et ¢/ hue/ cacerts. pem

val i date Choose whether Hue should validate certificates received from the server.

Default: t rue

Securing Database Connections using TLS/SSL

Connections vary depending on the database. Hue uses different clients to communicate with each database internally.
Client specific options, such as secure connectivity, can be passed through the interface.

For example, for MySQL you can enable TLS/SSL communication by specifying the opt i ons configuration property
under the deskt op>[ [ dat abase] ] section in hue. i ni . Here we identify the Certificate Authority (CA) certificate:

[ deskt op]
[ [ dat abases] ]

6bt ions={"ssl":{"ca":"/tnp/ca-cert.pen'}}
You can also identify public and private keys, for example:

options='{"ssl": {"ca": "/tnp/newcerts2/ca. pen, "key": "/tnmp/newcerts2/client-key. pent,
"cert": "/tnp/newcerts2/client-cert.peni}}’
Storing Hue Passwords in a Script

In CDH 5.4, Hue added the ability to store passwords in a secure script and pull passwords from st dout . On startup,
Hue runs one or more passwords scripts and grabs each password from st dout .




In hue_i ni, add the suffix, _scri pt, to any password property and set it equal to the script name. In Cloudera
Manager, set these properties in the configuration field, Hue Service Advanced Configuration Snippet (Safety Valve)
for hue_safety_valve.ini. For example:

[ deskt op]

| dap_user name=hueservi ce

| dap_password_scri pt="/var/|i b/ hue/ <your_hue_passwords_script.sh> | dap_password"
ssl _password_script="/var/li b/ hue/<your_hue_passwords_script.sh> ssl_password"

[[!dap]]
bi nd_password_scri pt="/var/|i b/ hue/ <your_hue_passwords_scri pt.sh> bi nd_password"

[ [ dat abase] ]
password_script="/var/li b/ hue/ <your _hue_passwords_scri pt.sh> dat abase"

Store the script in a directory that only the hue user can read, write, and execute. You can have one script per password
or one script with parameters for all passwords. Here is an example of a script with parameters for multiple passwords:

#! / bi n/ bash
SERVI CE=%$1
if [[ ${SERVICE} == "ldap_password" ]]
t hen
echo "password"
fi
if [[ ${SERVICE} == "ssl_password" ]]
t hen
echo "password"
fi
if [[ ${SERVICE} == "bind_password" ]]
t hen
echo "Passwordl"
fi
if [[ ${SERVICE} == "dat abase_password" ]]
t hen
echo "password"
fi

E,i Note: The bind password parameter was added in CDH 5.4.6.

Configuring TLS/SSL for Impala

Impala supports TLS/SSL network encryption, between Impala and client programs, and between the Impala-related
daemons running on different nodes in the cluster. This feature is important when you also use other features such
as Kerberos authentication or Sentry authorization, where credentials are being transmitted back and forth.

o Important:

¢ You can use either Cloudera Manager or the following command-line instructions to complete
this configuration.

¢ This information applies specifically to CDH 5.7.x. If you use an earlier version of CDH, see the
documentation for that version located at Cloudera Documentation.

Using Cloudera Manager
To configure Impala to listen for Beeswax and HiveServer2 requests on TLS/SSL-secured ports:

1. Open the Cloudera Manager Admin Console and go to the Impala service.


http://www.cloudera.com/content/support/en/documentation.html

. Click the Configuration tab.

. Select Scope > Impala (Service-Wide).
. Select Category > Security.

. Edit the following properties:
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Table 15: Impala SSL Properties

Property Description
Enable TLS/SSL for Impala Encrypt communication between clients (like ODBC, JDBC, and the Impala shell)
Client Services and the Impala daemon using Transport Layer Security (TLS) (formerly known

as Secure Socket Layer (SSL)).

SSL/TLS Certificate for Clients | Local path to the X509 certificate that identifies the Impala daemon to clients
during TLS/SSL connections. This file must be in PEM format.

SSL/TLS Private Key for Clients | Local path to the private key that matches the certificate specified in the
Certificate for Clients. This file must be in PEM format.

SSL/TLS Private Key Password | A shell command for Impala to run on startup to retrieve the password for a
for Clients password-protected private key file. The output of the command is truncated
to a maximum of 1024 bytes, and any trailing whitespace (such as spaces or
newline characters) is trimmed. If the command exits with an error, Impala does
not start. If the password is incorrect, clients cannot connect to the server
regardless of whether the public key is correct.

SSL/TLS CA Certificate Must be specified for TLS/SSL encryption to be enabled for communication
between internal Impala components.

SSL/TLS Certificate for Impala | There are three of these configuration settings, one each for “Impala Daemon”,
component Webserver “Catalog Server”, and “Statestore”. Each of these Impala components has its
own internal web server that powers the associated web Ul with diagnostic
information. The configuration setting represents the local path to the X509
certificate that identifies the web server to clients during TLS/SSL connections.
This file must be in PEM format.

6. Click Save Changes to commit the changes.
7. Restart the Impala service.

For information on configuring TLS/SSL communication with the i npal a- shel | interpreter, see Configuring TLS/SSL
Communication for the Impala Shell on page 247.

Using the Command Line

To enable SSL for when client applications connect to Impala, add both of the following flags to the i npal ad startup
options:

e --ssl_server_certificate:the full path to the server certificate, on the local filesystem.
e --ssl_private_key: the full path to the server private key, on the local filesystem.

In CDH 5.5 / Impala 2.3 and higher, Impala can also use SSL for its own internal communication between the i npal ad,
st at est or ed, and cat al ogd daemons. To enable this additional SSL encryption, setthe- - ssl _server _certificate
and - -ssl _privat e_key flags in the startup options for i mpal ad, cat al ogd, and st at est or ed, and also add the
--ssl _client_ca_certificate flag for all three of those daemons.

Warning: Priorto CDH 5.5.2 / Impala 2.3.2, you could enable Kerberos authentication between Impala

A internal components, or SSL encryption between Impala internal components, but not both at the
same time. This restriction has now been lifted. See IMPALA-2598 to see the maintenance releases
for different levels of CDH where the fix has been published.



https://issues.cloudera.org/browse/IMPALA-2598

If either of these flags are set, both must be set. In that case, Impala starts listening for Beeswax and HiveServer2
requests on SSL-secured ports only. (The port numbers stay the same; see Ports Used by Impala for details.)

Since Impala uses passphrase-less certificates in PEM format, you can reuse a host's existing Java keystore by converting
it to the PEM format. For instructions, see Conversion from Java Keystore to OpenSSL on page 214.

Configuring TLS/SSL Communication for the Impala Shell

Typically, a client program has corresponding configuration properties in Cloudera Manager to verify that it is connecting
to the right server. For example, with SSL enabled for Impala, you use the following options when starting the
i mpal a- shel | interpreter:

e --ssl :enables TLS/SSL fori npal a-shel | .
e --ca_cert:the local pathname pointing to the third-party CA certificate, or to a copy of the server certificate
for self-signed server certificates.

If--ca_cert isnotset, i npal a- shel | enables TLS/SSL, but does not validate the server certificate. This is useful
for connecting to a known-good Impala that is only running over TLS/SSL, when a copy of the certificate is not available
(such as when debugging customer installations).

Fori npal a- shel | to successfully connect to an Impala cluster that has the minimum allowed TLS/SSL version set to
1.2 (- - ssl _mi ni mum ver si on=t | sv1. 2), the Python version on the cluster that i npal a- shel | runs on must be
2.7.9 or higher (or a vendor-provided Python version with the required support. Some vendors patched Python 2.7.5
versions on Red Hat Enterprise Linux 7 and derivatives).

Using TLS/SSL with Business Intelligence Tools

You can use Kerberos authentication, TLS/SSL encryption, or both to secure connections from JDBC and ODBC applications
to Impala. See Configuring Impala to Work with JDBC and Configuring Impala to Work with ODBC for details.

Prior to CDH 5.7 / Impala 2.5, the Hive JDBC driver did not support connections that use both Kerberos authentication
and SSL encryption. If your cluster is running an older release that has this restriction, to use both of these security
features with Impala through a JDBC application, use the Cloudera JDBC Connector as the JDBC driver.

Configuring TLS/SSL for Oozie

Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)

Before You Begin

e Keystores for Oozie must be readable by the oozi e user. This could be a copy of the Hadoop services' keystore
with permissions 0440 and owned by the 0ozi e group.

e Truststores must have permissions 0444 (that is, readable by all).

¢ Specify absolute paths to the keystore and truststore files. These settings apply to all hosts on which daemon
roles of the Oozie service run. Therefore, the paths you choose must be valid on all hosts.

¢ In case there is a DataNode and an Oozie server running on the same host, they can use the same certificate.

For more information on obtaining signed certificates and creating keystores, see TLS/SSL Certificates Overview on
page 208. You can also view the upstream documentation located here.

o Important:

¢ You can use either Cloudera Manager or the following command-line instructions to complete
this configuration.

e This information applies specifically to CDH 5.7.x. If you use an earlier version of CDH, see the
documentation for that version located at Cloudera Documentation.

Using Cloudera Manager

The steps for configuring and enabling Hadoop TLS/SSL for Oozie are as follows:


http://www.cloudera.com/content/www/en-us/downloads.html.html
https://archive.cloudera.com/cdh5/cdh/5/oozie/AG_Install.html#Setting_Up_Oozie_with_HTTPS_TLS/SSL
http://www.cloudera.com/content/support/en/documentation.html

. Open the Cloudera Manager Admin Console and go to the Oozie service.

. Click the Configuration tab.

. Select Scope > All.

. Select Category > All.

. In the Search field, type TLS/SSL to show the Oozie TLS/SSL properties.

. Edit the following TLS/SSL properties according to your cluster configuration.
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Table 16: Oozie TLS/SSL Properties

Property Description

Enable TLS/SSL for Oozie Check this field to enable TLS/SSL for Oozie.

Oozie TLS/SSL Server Keystore | Location of the keystore file on the local file system.
File Location

Oozie TLS/SSL Server JKS Password for the keystore.
Keystore File Password

7. Click Save Changes.
8. Restart the Oozie service.

Using the Command Line
To configure the Oozie server to use TLS/SSL:

1. Stop Oozie by running

sudo /shin/service oozie stop

2. To enable TLS/SSL, set the MapReduce version that the Oozie server should work with using the al t er nat i ves
command.

E,i Note: The al t er nat i ves command is only available on RHEL systems. For SLES, Ubuntu and
Debian systems, the command is updat e- al t er nat i ves.

For RHEL systems, to use YARN with TLS/SSL:
alternatives --set oozie-tontat-conf /etc/oozie/tontat-conf. https
For RHEL systems, to use MapReduce (MRv1) with TLS/SSL:

al ternatives --set oozie-tontat-conf /etc/ooziel/toncat-conf.https.nrl

o Important:

The OOZI E_HTTPS_KEYSTORE_PASS variable must be the same as the password used when
creating the keystore file. If you used a password other than passwor d, you'll have to change
the value of the OOZI E_HTTPS_KEYSTORE_PASS variable in this file.

3. Start Oozie by running

sudo /sbhin/service oozie start

Connect to the Oozie Web Ul using TLS/SSL (HTTPS)



Use htt ps:// oozi e. server. host nane: 11443/ oozi e though most browsers should automatically redirect you
if you use htt p: / / oozi e. server. host nane: 11000/ oozi e.

Additional Considerations when Configuring TLS/SSL for Oozie HA

To allow clients to talk to Oozie servers (the target servers) through the load balancer using TLS/SSL, configure the load
balancer to perform TLS/SSL pass-through. This allows clients to use the certificate provided by the target servers (so
the load balancer will not need one). Consult your load balancer's documentation on how to configure this. Make sure
to point the load balancer at the ht t ps: // HOST: HTTPS_PORT addresses for your target servers. Clients can then
connect to the load balancer at ht t ps: // LOAD_BALANCER_HOST: PORT.

Configuring TLS/SSL for Solr

Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)

Before You Begin

e The Solr service must be running.

e Keystores for Solr must be readable by the sol r user. This could be a copy of the Hadoop services' keystore with
permissions 0440 and owned by the sol r group.

e Truststores must have permissions 0444 (that is, readable by all).

e Specify absolute paths to the keystore and truststore files. These settings apply to all hosts on which daemon
roles of the Solr service run. Therefore, the paths you choose must be valid on all hosts.

¢ In case there is a DataNode and a Solr server running on the same host, they can use the same certificate.

For more information on obtaining signed certificates and creating keystores, see TLS/SSL Certificates Overview on
page 208. You can also see the Enabling SSL section in the Apache Solr 4.10 Reference Guide (PDF).

o Important:

* You can use either Cloudera Manager or the following command-line instructions to complete
this configuration.

¢ This information applies specifically to CDH 5.7.x. If you use an earlier version of CDH, see the
documentation for that version located at Cloudera Documentation.

Additional Considerations when Configuring TLS/SSL for Solr HA

To allow clients to talk to Solr servers (the target servers) through the load balancer using TLS/SSL, configure the load
balancer to perform TLS/SSL pass-through. This allows clients to use the certificate provided by the target servers (so
the load balancer will not need one). Consult your load balancer's documentation on how to configure this. Make sure
to point the load balancer at the ht t ps: // HOST: HTTPS_PORT addresses for your target servers. Clients can then
connect to the load balancer at htt ps: // LOAD_BALANCER HOST: PORT.

Configuring TLS/SSL for Solr Using Cloudera Manager
The steps for configuring and enabling Hadoop TLS/SSL for Search are as follows:

1. Open the Cloudera Manager Admin Console and go to the Solr service.
. Click the Configuration tab.

. Select Scope > All.

. Select Category > All.

. In the Search field, type TLS/SSL to show the Solr TLS/SSL properties.

. Edit the following properties according to your cluster configuration.
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E,i Note: These values must be the same for all hosts running the Solr role.


http://archive.apache.org/dist/lucene/solr/ref-guide/apache-solr-ref-guide-4.10.pdf
http://www.cloudera.com/content/support/en/documentation.html

Table 17: Solr TLS/SSL Properties

Property

Description

Enable TLS/SSL for Solr

Check this field to enable SSL for Solr.

Solr TLS/SSL Server Keystore
File Location

The path to the TLS/SSL keystore file containing the server certificate and private
key used for TLS/SSL. Used when Solr is acting as a TLS/SSL server. The keystore
must be in JKS format.

Solr TLS/SSL Server JKS
Keystore File Password

Password for the Solr JKS keystore.

Solr TLS/SSL Certificate Trust
Store File

Required in case of self-signed or internal CA signed certificates. The location
on disk of the trust store, in .jks format, used to confirm the authenticity of
TLS/SSL servers that Solr might connect to. This is used when Solr is the client
in a TLS/SSL connection. This trust store must contain the certificate(s) used to
sign the service(s) being connected to. If this parameter is not provided, the
default list of well-known certificate authorities is used instead.

Solr TLS/SSL Certificate Trust
Store Password

The password for the Solr TLS/SSL Certificate Trust Store File. Note that this
password is not required to access the trust store: this field can be left blank.
This password provides optional integrity checking of the file. The contents of
trust stores are certificates, and certificates are public information.

7. Click Save Changes to commit the changes.

8. Restart the service.

Additional Considerations When Using a Load Balancer TLS/SSL for Solr HA

To configure a load balancer:

. Go to the Solr service.
. Click the Configuration tab.
. Select Scope > Solr.
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host nane: port nunber.

E’; Note:

. Enter the hostname and port number of the load balancer in the Solr Load Balancer property in the format

When you set this property, Cloudera Manager regenerates the keytabs for Solr roles. The principal
in these keytabs contains the load balancer hostname.

If there are services that depends on this Solr service, such as Hue, those services use the load
balancer to communicate with Solr.

5. Click Save Changes to commit the changes.
6. Restart Solr and any dependent services or restart the entire cluster for this configuration to take effect.

Configuring TLS/SSL for Solr Using the Command Line

To configure the Search to use TLS/SSL:

1. Use sol rct | to modify the ur | Schene setting to specify ht t ps. For example:

solrctl --zk nmyZKEnsenbl e: 2181/ solr cluster --set-property url Schene https

2. Stop Solr by running

sudo service solr-server stop




3. Edit/ et ¢/ def aul t/ sol r to include the following environment variable settings:

SCLR_SSL_ENABLED=t r ue
SCLR_KEYSTORE_PATH=<absol ute_pat h_t o_keystore_fil e>
SCOLR_KEYSTORE_PASSWORD=<keyst or e_passwor d>

#Fol l owing required only in case of self-signed or internal CA signed certificates
SCOLR _TRUSTSTORE_PATH=<absol ute_path_to_truststore_fil e>
SCOLR_TRUSTSTORE_PASSWORD=<t r ust st or e_passwor d>

4. Start Solr by running

sudo service solr-server start

Configuring TLS/SSL for the Key-Value Store Indexer Using Cloudera Manager
The steps for configuring and enabling Hadoop TLS/SSL for the Keystore Indexer are as follows:

1. Open the Cloudera Manager Admin Console and go to the Key-Value Store Indexer.
. Click the Configuration tab.

. Select Scope > All.

. Select Category > All.

. In the Search field, type TLS/SSL to show the Solr TLS/SSL properties.

. Edit the following TLS/SSL properties according to your cluster configuration.
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E,’ Note: These values must be the same for all hosts running the Key-Value Store Indexer role.

Table 18: Key-Value Store TLS/SSL Properties

Property Description
HBase Indexer TLS/SSL The location on disk of the trust store, in .jks format, used to confirm the
Certificate Trust Store File authenticity of TLS/SSL servers that HBase Indexer might connect to. This is used

when HBase Indexer is the client in a TLS/SSL connection. This trust store must
contain the certificate(s) used to sign the service(s) being connected to. If this
parameter is not provided, the default list of well-known certificate authorities
is used instead.

HBase Indexer TLS/SSL The password for the HBase Indexer TLS/SSL Certificate Trust Store File. Note
Certificate Trust Store that this password is not required to access the trust store: this field can be left
Password (Optional) blank. This password provides optional integrity checking of the file. The contents

of trust stores are certificates, and certificates are public information.

7. Restart the service.

Configuring TLS/SSL for the Key-Value Store Indexer Using the Command Line

For every host running Key-Value Store Indexer server, specify Solr Trust Store details using the HBASE | NDEXER _OPTS
environmental variable using following Java system properties:

e -Djavax.net.ssl.trustStore=<absolute_path_to_truststore_file>
e -Djavax. net.ssl.trust StorePassword=<truststore_password> (Optional)

Restart the Key-Value Store Indexer servers to apply these changes.

Configuring TLS/SSL for Flume Using Cloudera Manager

The steps for configuring and enabling Hadoop TLS/SSL for Flume are as follows:



. Open the Cloudera Manager Admin Console and go to Flume.

. Click the Configuration tab.

. Select Scope > All.

. Select Category > All.

. In the Search field, type TLS/SSL to show the properties.

. Edit the following SSL properties according to your cluster configuration.
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E’; Note: These values must be the same for all hosts running the Flume role.

Table 19: Key-Value Store SSL Properties

Property Description

Flume TLS/SSL Certificate Trust | The location on disk of the trust store, in .jks format, used to confirm the
Store File authenticity of TLS/SSL servers that Flume might connect to. This is used when
Flume is the client in a TLS/SSL connection. This trust store must contain the
certificate(s) used to sign the service(s) being connected to. If this parameter is
not provided, the default list of well-known certificate authorities is used instead.

Flume TLS/SSL Certificate Trust | The password for the Flume TLS/SSL Certificate Trust Store File. Note that this
Store Password (Optional) password is not required to access the trust store: this field can be left blank.
This password provides optional integrity checking of the file. The contents of
trust stores are certificates, and certificates are public information.

7. Click Save Changes to commit the changes.
8. Restart the service.
Configuring TLS/SSL for Flume Using the Command Line

For every host running Flume agent, specify Solr Trust Store details using the FLUVE_AGENT_JAVA OPTSenvironmental
variable using following Java system properties:

e -Djavax.net.ssl.trustStore=<absolute_path_to_truststore_file>
e -Djavax. net.ssl.trustStorePassword=<truststore_password> (Optional)

Restart the Flume agents to apply these changes.

Spark Encryption

Spark supports the following means of encrypting Spark data at rest, and data in transit.

Enabling Encrypted Shuffle for Spark Running on YARN

The following properties must be configured to enable encrypted shuffle for Spark on YARN. Spark does not support
encryption for cached data or intermediate files that spill to the local disk.

To use Cloudera Manager to configure these properties, see Enabling Spark Encryption Using Cloudera Manager on
page 253. To use the command line instead, add the properties listed here to
| et c/ spar k/ conf/ spar k- def aul t s. conf on the host that launches Spark jobs.

Property Description

spark. shuf fl e. encrypti on. enabl ed | Enable encrypted communication when authentication is enabled. This
option is currently only supported by the block transfer service.

spark. shuf f | e. encrypti on. keyS zeBi t s | Shuffle file encryption key size in bits. The valid numbers include 128, 192,
and 256.




Property Description

spark. shuf fl e. encrypti on. keygen. a gori thm The algorithm to generate the key used by shuffle file encryption.

spark. shuffl e. crypto. ci pher. transfornati on | Cipher transformation for shuffle file encryption. Currently only
AES/ CTR/ NoPaddi ng is supported.

spark. shuf fl e. crypt o. ci pher . cl asses | Comma-separated list of crypto cipher classes that implement

AES/ CTR/ NoPaddi ng. A crypto cipher implementation encapsulates
encryption and decryption details. The first available implementation in this
list is used.

spark. shuffl e. crypt 0. secure. randomcl asses | Comma-separated list of secure random classes that implement a secure
random algorithm. Use this when generating the Initialization Vector for
crypto input/output streams. The first available implementation in this list
is used.

Enabling SASL Encryption for Spark RPCs

If you are using an external shuffle service, configure the following property in the shuffle service configuration to
disable unencrypted connections. This setting will only work for connections from services that use SASL for
authentication. Note that the external shuffle service is enabled by default in CDH 5.5 and higher.

Property Default Value Description
sk retverk sasl . server Aveysiroryt | f al se Disable unencrypted connections for the external shuffle
service.

If you are using the block transfer service, configure the following property to enable SASL encryption for Spark RPCs.
This setting is supported only when authentication using a secret key is already enabled.

Property Default Value Description
serk athaticae edd €3d BEoygion| f al se Enable encrypted communication for the block transfer
service.

To use Cloudera Manager to configure these properties, see Enabling Spark Encryption Using Cloudera Manager on
page 253. To use the command line instead, add the properties listed here to
/ et c/ spar k/ conf / spar k- def aul t s. conf on the host that launches Spark jobs.

Enabling Spark Encryption Using Cloudera Manager
Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)

1. Open the Cloudera Manager Admin Console and go to the Spark service.
. Click the Configuration tab.

. Select Scope > Gateway.

. Select Category > Advanced.

. Edit the Spark Client Advanced Configuration Snippet (Safety Valve) for spark-conf/spark-defaults.conf property
and add configuration properties for the feature you want to enable.

. Click Save Changes to commit the changes.
7. Restart the Spark service.
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Configuring TLS/SSL for HttpFS

o Important:

* You can use either Cloudera Manager or the following command-line instructions to complete

this configuration.

¢ This information applies specifically to CDH 5.7.x. If you use an earlier version of CDH, see the
documentation for that version located at Cloudera Documentation.

Using Cloudera Manager

Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)

The steps for configuring and enabling TLS/SSL for HttpFS using Cloudera Manager are as follows:

1.
. Click the Configuration tab.
. Select Scope > HttpFS.

. Select > Security.

. Edit the following TLS/SSL properties according to your cluster configuration:
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Go to the HDFS service

Table 20: HttpFS TLS/SSL Properties

Property

Description

Use TLS/SSL

Use TLS/SSL for HttpFS.

HttpFS Keystore File

Location of the keystore file used by the HttpFS role for TLS/SSL.

Default: / var/ run/ hadoop- ht t pf s/ . keyst or e. Note that the default
location for the keystore file is on non-persistent disk.

HttpFS Keystore Password

Password of the keystore used by the HttpFS role for TLS/SSL.

If the keystore password has a percent sign, it must be escaped. For example,
for a password that is pass%or d, use pass%or d.

HttpFS TLS/SSL Certificate
Trust Store File

The location on disk of the truststore, in . j ks format, used to confirm the
authenticity of TLS/SSL servers that HttpFS might connect to. This is used when
HttpFS is the client in a TLS/SSL connection.

HttpFS TLS/SSL Certificate
Trust Store Password

The password for the HttpFS TLS/SSL Certificate Trust Store File. This password
is not required to access the trust store; this field can be left blank.

If the truststore password has a percent sign, it must be escaped. For example,
for a password that is pass%wor d, use pass%aor d.

6. Click Save Changes.
7. Restart the HDFS service.

Connect to the HttpFS Web Ul using TLS/SSL (HTTPS)

Use https://<httpfs_server_host name>: 14000/ webhdf s/ v1/, though most browsers should automatically
redirect you if you use ht t p: / / <ht t pf s_ser ver _host name>: 14000/ webhdf s/ v1/

Using the Command Line

Configure the HttpFS Server to use TLS/SSL (HTTPS)



http://www.cloudera.com/content/support/en/documentation.html

1. Stop HttpFS by running
sudo /shin/service hadoop-httpfs stop

2. To enable TLS/SSL, change which configuration the HttpFS server should work with using the al t er nati ves
command.

E,i Note: The al t er nat i ves command is only available on RHEL systems. For SLES, Ubuntu and
Debian systems, the command is updat e- al t er nati ves.

For RHEL systems, to use TLS/SSL:

alternatives --set hadoop-httpfs-tonctat-conf /etc/hadoop-httpfs/tontat-conf.https

o Important:
The HTTPFS_TLS/ SSL_KEYSTORE_PASS variable must be the same as the password used when
creating the keystore file. If you used a password other than passwor d, you'll have to change
the value of the HTTPFS_TLS/ SSL_KEYSTORE_PASS variable in
/ et ¢/ hadoop- ht t pf s/ conf/ htt pfs-env. sh.

3. Start HttpFS by running

sudo /shin/service hadoop-httpfs start

Connect to the HttpFS Web Ul using TLS/SSL (HTTPS)

Use https://<httpfs_server_host name>: 14000/ webhdf s/ v1/, though most browsers should automatically
redirect you if you use ht t p: / / <ht t pf s_ser ver _host nane>: 14000/ webhdf s/ v1/

o Important:
If using a Self-Signed Certificate, your browser will warn you that it cannot verify the certificate or
something similar. You will probably have to add your certificate as an exception.

Encrypted Shuffle and Encrypted Web Uls

o Important:
¢ If you use Cloudera Manager, do not use these command-line instructions. For the Cloudera
Manager instructions, see Configuring TLS/SSL for HDFS, YARN and MapReduce on page 234.
e This information applies specifically to CDH 5.7.2. If you use a lower version of CDH, see the
documentation for that version located at Cloudera Documentation.

CDH 5 supports encryption of the MapReduce shuffle phase for both MapReduce v1 (MRv1) and MapReduce v2 (MRv2),
also known as YARN. CDH also supports enabling TLS/SSL for the MRv1 and YARN web Uls, with optional client
authentication (also known as bi-directional HTTPS, or HTTPS with client certificates). The configuration properties
required to enable these features have been combined. In most cases, these properties are common to both MRv1

and YARN. They include:
e hadoop. ssl . enabl ed:

— Toggles the shuffle for MRv1 between HTTP and HTTPS.
— Toggles the MRv1 and YARN web Uls between HTTP and HTTPS.
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e mapreduce. shuffl e. ssl . enabl ed: Toggles the shuffle for YARN between HTTP and HTTPS.

By default, this property is not specified in mapr ed- si t e. xm , and YARN encrypted shuffle is controlled by the
value of hadoop. ssl . enabl ed. If this property is set to t r ue, encrypted shuffle is enabled for YARN. Note that
you cannot successfully enable encrypted shuffle for YARN by only setting this property to t r ue, if

hadoop. ssl . enabl ed is still set to f al se.

e Configuration settings for specifying keystore and truststore properties that are used by the MapReduce shuffle
service, the Reducer tasks that fetch shuffle data, and the web Uls.

e ssl.server.truststore.rel oad.interval :Aconfiguration property to reload truststores across the cluster
when a node is added or removed.

o Important:

When the web Uls are served over HTTPS, you must specify ht t ps: // as the protocol. There is no
redirection from ht t p: // . If you attempt to access an HTTPS resource over HTTP, your browser will
show an empty screen with no warning.

Configuring Encrypted Shuffle and Encrypted Web Uls
Configure encryption for the MapReduce shuffle, and the MRv1 and YARN web Uls, as follows:

Enable encrypted shuffle for MRv1, and encryption for the MRv1 and YARN web Uls (core-site.xml)

Set the following properties in the cor e- si t e. xni files of all nodes in the cluster.

hadoop. ssl . enabl ed

Default value: f al se

For MRv1, set this value to t r ue to enable encryption for both the MapReduce shuffle and the web Ul.

For YARN, this property enables encryption for the web Ul only . Enable shuffle encryption with a property in the
mapr ed- si te. xnl file as described here.

hadoop. ssl .require.client.cert
Default value: f al se

When this property is set to t r ue, client certificates are required for all shuffle operations and all browsers used
to access web Uls.

Cloudera recommends that this be set to f al se. This is because client certificates are easily susceptible to attacks
from malicious clients or jobs. For more details, see Client Certificates on page 260.

hadoop. ssl . host nane. verifier
Default value: DEFAULT

The SSLHost naneVeri fi er interface present inside the hadoop-common security library checks if a hostname
matches the name stored inside the server's X.509 certificate. The value assigned to this property determines how
Hadoop verifies hostnames when it establishes new Ht t psURLConnect i on instances. Valid values are:

e DEFAULT: The hostname must match either the first common name (CN) or any of the subjectAltNames (SAN).
Wildcards can occur in either the CN or the SANs. For example, a hostname, such as *. exanpl e. com will
match all subdomains, including t est . cl ouder a. exanpl e. com

e DEFAULT_AND_LOCALHGCST: This verifier mechanism works just like DEFAULT. However, it also allows all
hostnames of the type: | ocal host, | ocal host . exanmpl e, or 127. 0. 0. 1.

e STRI CT: This verifier works just like DEFAULT with an additional restriction for hostnames with wildcards. For
example, a hostname with a wildcard such as *. exanpl e. com will only match subdomains at the same level.
Hence, cl ouder a. exanpl e. comwill match, but, unlike DEFAULT, t est . cl ouder a. exanpl e. comwill be
rejected.



e STRI CT_I E6: This verifier works just like STRI CT, however, it will allow hostnames that match any of the
common names (CN) within the server's X.509 certificate, not just the first one.

e ALLOW ALL: Using this verifier will essentially turn off the hostname verifier mechanism.
hadoop. ssl . keystores. factory. cl ass
Default value: or g. apache. hadoop. security. ssl. Fi | eBasedKeySt or esFact ory

The Key St or esFact or y implementation to be used. Currently, Fi | eBasedKey St or esFact ory is the only
implementation of KeySt or esFact ory.

hadoop. ssl . server. conf
Default value: ssl - server. xn

Resource file from which TLS/SSL server keystore information is extracted. Typically, it should be in the
/ et c/ hadoop/ conf/ directory so that it can be looked up in the CLASSPATH.

hadoop. ssl . cli ent. conf
Default value: ssl -cl i ent . xn

Resource file from which TLS/SSL client keystore information is extracted. Typically, it should be in the
/ et ¢/ hadoop/ conf/ directory so that it can be looked up in the CLASSPATH.

Set the <f i nal > field for all these properties to t r ue as in the following sample configuration snippet:

<property>
<nanme>hadoop. ssl .require.client.cert</nane>
<val ue>f al se</val ue>
<final >true</final >

</ property>

<property>
<nane>hadoop. ssl . host nane. veri fi er </ nane>
<val ue>DEFAULT</ val ue>
<final >true</final >

</ property>

<property>
<nanme>hadoop. ssl . keystores. factory. cl ass</ nane>
<val ue>or g. apache. hadoop. security. ssl. Fi | eBasedKeySt or esFact or y</ val ue>
<final >true</final >

</ property>

<property>
<nanme>hadoop. ssl . server. conf </ name>
<val ue>ssl - server. xm </ val ue>
<final >true</final >

</ property>

<property>
<nanme>hadoop. ssl . cli ent. conf </ name>
<val ue>ssl -client.xm </ val ue>
<final >true</final >

</ property>

<property>
<nanme>hadoop. ssl . enabl ed</ name>

<val ue>true</ val ue>
</ property>

Enable encrypted shuffle for YARN (mapred-site.xml)

To enable encrypted shuffle for YARN, set the following property in the mapr ed- si t e. xri file on every node in the
cluster:



mapr educe. shuf fl e. ssl . enabl ed

Default value: Not specified

By default, this property is not specified in mapr ed- si t e. xm , and YARN encrypted shuffle is controlled by the
value of hadoop. ssl . enabl ed. If this property is set to t r ue, encrypted shuffle is enabled for YARN. Note that
you cannot successfully enable encrypted shuffle for YARN by only setting this property to t r ue, if

hadoop. ssl . enabl ed is still set to f al se.

Set the <f i nal > field for this property to t r ue as in the following configuration snippet:

<property>

<nanme>nmapr educe. shuffl e. ssl . enabl ed</ name>

<val ue>true</val ue>
<final >true</final >
</ property>

Configure the keystore and truststore for the Shuffle server (ssl-server.xml)

E,i Note: To run job tasks so they are prevented from reading the server keystore and gaining access to
the shuffle server certificates:

e Configure the Linux Task Controller for MRv1

e Configure the Linux Container Executor for YARN

Currently, Fi | eBasedKeySt or esFact ory is the only implementation of KeySt or esFact or y. It uses properties in
the ssl -server. xm andssl-client.xm files to configure the keystores and truststores.

The ssl - server. xnl should be owned by the hdf s or mapr ed Hadoop system user, belong to the hadoop group,
and it should have 440 permissions. Regular users should not belong to the hadoop group.

Use the following settings to configure the keystores and truststores in the ssl - ser ver . xnl file.

Property Default Value Description

ssl . server. keystore.type j ks Keystore file type

ssl . server. keystore. | ocati on | NONE Keystore file location. The mapr ed user must own this
file and have exclusive read access to it.

ssl . server. keyst ore. password | NONE Keystore file password

ssl . server. keyst or e. keypassword | NONE Key password

ssl.server.truststore.type j ks Truststore file type

ssl.server.truststore.locati on | NONE Truststore file location. The mapr ed user must own
this file and have exclusive read access to it.

ssl . server. truststore. password | NONE Truststore file password

ssl.server.truststore.rel oad.interval | 10000 Truststore reload interval, in milliseconds

Sample ssl - server. xm

<confi gurati on>

<l-- Server Certificate Store -->




<property>
<nanme>ssl . server. keyst ore. t ype</ nane>
<val ue>j ks</ val ue>
</ property>
<property>
<nanme>ssl . server. keystore. | ocati on</ nane>
<val ue>${user. hone}/ keyst or es/ server - keyst or e. j ks</ val ue>
</ property>
<property>
<nanme>ssl . server. keyst or e. passwor d</ nane>
<val ue>serverf oo</ val ue>
</ property>
<property>
<nane>ssl . server. keyst or e. keypasswor d</ nane>
<val ue>serverf oo</ val ue>
</ property>

<l-- Server Truststore -->
<property>
<nanme>ssl . server.truststore.type</ nanme>
<val ue>j ks</ val ue>
</ property>
<property>
<nanme>ssl . server.truststore. |l ocati on</ nane>
<val ue>${user. hone}/ keystores/truststore.jks</val ue>
</ property>
<property>
<nanme>ssl . server.truststore. password</ nane>
<val ue>cl i ent server bar </ val ue>
</ property>
<property>
<nanme>ssl . server.truststore.rel oad.interval </ nanme>
<val ue>10000</ val ue>
</ property>
</ configuration>

Configure the keystore and truststore for the Reducer/Fetcher (ssl-client.xml)

Use the following settings to configure the keystore and truststore in the ssl - cl i ent. xml file. This file must be
owned by the mapr ed user for MRv1 and by the yar n user for YARN. The file permissions should be 444 (read access
for all users).

Property Default Value Description
ssl.client. keystore.type j ks Keystore file type
ssl.client. keystore. |l ocation|NONE Keystore file location. The mapr ed user must

own this file and should have read access to it.

ssl.client. keystore. password | NONE Keystore file password

ssl.client. keyst ore. keypassword | NONE Key password
ssl.client.truststore.type j ks Truststore file type
ssl.client.truststore.location|NONE Truststore file location. The mapr ed user must

own this file and should have read access to it.

ssl.client.truststore. password | NONE Truststore file password

ssl.client.truststore.rel oad.interval | 10000 Truststore reload interval, in milliseconds




Samplessl -client.xn

<configuration>

<I-- dient Certificate Store -->

<property>
<name>ssl . client. keystore. type</nane>
<val ue>j ks</ val ue>

</ property>

<property>
<nanme>ssl.client. keystore. | ocation</nane>
<val ue>${user. hone}/ keystores/client-keystore. jks</val ue>

</ property>

<property>
<nanme>ssl . client. keyst ore. passwor d</ nane>
<val ue>cl i ent f oo</ val ue>

</ property>

<property>
<nanme>ssl . client. keyst ore. keypasswor d</ nanme>
<val ue>cl i ent f oo</ val ue>

</ property>

<l-- dient Truststore -->

<property>
<nane>ssl.client.truststore.type</nanme>
<val ue>j ks</ val ue>

</ property>

<property>
<nanme>ssl.client.truststore. | ocation</nanme>
<val ue>${user. hone}/ keystores/truststore.jks</val ue>

</ property>

<property>
<nanme>ssl.client.truststore. password</ nanme>
<val ue>cl i ent server bar </ val ue>

</ property>

<property>
<nanme>ssl.client.truststore.rel oad.interval </ name>
<val ue>10000</ val ue>

</ property>

</ configuration>

Activating Encrypted Shuffle

Important:

Encrypted shuffle has a significant performance impact. You should benchmark this before implementing
it in production. In many cases, one or more additional cores are needed to maintain performance.

When you have made the configuration changes described in the previous section, activate Encrypted Shuffle by
re-starting all TaskTrackers in MRv1 and all NodeManagers in YARN.

Client Certificates

Client Certificates are supported but they do not guarantee that the client is a reducer task for the job. The Client
Certificate keystore file that contains the private key must be readable by all users who submit jobs to the cluster,
which means that a rogue job could read those keystore files and use the client certificates in them to establish a
secure connection with a Shuffle server. The JobToken mechanism that the Hadoop environment provides is a better
protector of the data; each job uses its own JobToken to retrieve only the shuffle data that belongs to it. Unless the
rogue job has a proper JobToken, it cannot retrieve Shuffle data from the Shuffle server.

However, if your cluster requires client certificates, ensure that browsers connecting to the web Uls are configured
with appropriately signed certificates. If your certificates are signed by a certificate authority (CA), make sure you
include the complete chain of CA certificates in the server's keystore.



Reloading Truststores

By default, each truststore reloads its configuration every 10 seconds. If you bring in a new truststore file to replace
an old one, when the truststore is reloaded, the new certificates will be override the previous ones. If a client certificate
is added to (or removed from) all the truststore files in the system, both YARN and MRv1 will pick up the new
configuration without requiring that the TaskTracker or NodeManager daemons are restarted. This mechanism is useful
for adding or removing nodes from the cluster, or for adding or removing trusted clients.

The reload interval is controlled by the ssl . cl i ent.truststore. rel oad.interval and
ssl.server.truststore. rel oad.interval configuration properties in the ssl -cl i ent.xm and
ssl -server. xm files described here.

E,i Note: The keystores are not automatically reloaded. To change a keystore for a TaskTracker in MRv1
or a NodeManager in YARN, you must restart the TaskTracker or NodeManager daemon.

Debugging

o Important: Enable debugging only for troubleshooting, and only for jobs running on small amounts
of data. Debugging is very verbose and slows jobs down significantly. You may need to increase the
value for the mapr ed. t ask. t i meout property to prevent jobs from failing for taking too long.

To enable TLS/SSL debugging in the reducers, set the mapr ed. r educe. chi | d. j ava. opt s property as follows. You
can do this on a per-job basis, or by means of a cluster-wide setting in mapr ed-site. xm .:

<confi gurati on>

<property>
<nanme>napr ed. r educe. chi | d. j ava. opt s</ nanme>
<val ue>- Xnx200m - Oj avax. net . debug=al | </ val ue>
</ property>

</ confi guration>
To enable debugging for MRv1 TaskTrackers, edit hadoop- env. sh as follows:
HADOOP_TASKTRACKER OPTS="- Dj avax. net . debug=al | $HADOOP_TASKTRACKER OPTS"
To enable debugging for YARN NodeManagers for YARN, edit yar n- env. sh as follows:

YARN _OPTS="-Dj avax. net . debug=al | $YARN OPTS"

Deployment Planning for Data at Rest Encryption

Before deploying encryption for data at rest, familiarize yourself with the components, concepts, and architecture for
encrypting data. See Cloudera Navigator Data Encryption Overview for more information.

For information on planning your encryption deployment, continue reading:

Data at Rest Encryption Reference Architecture

The following diagram illustrates the recommended architecture for deploying Cloudera Navigator encryption for data
at rest:
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To isolate Key Trustee Server from other enterprise data hub (EDH) services, deploy Key Trustee Server on dedicated
hosts in a separate cluster in Cloudera Manager. Deploy Key Trustee KMS on dedicated hosts in the same cluster as
the EDH services that require access to Key Trustee Server. This provides the following benefits:

e You can restart your EDH cluster without restarting Key Trustee Server, avoiding interruption to other clusters or
clients that use the same Key Trustee Server instance.

¢ You can manage the Key Trustee Server upgrade cycle independently of other cluster components.

e You can limit access to the Key Trustee Server hosts to authorized key administrators only, reducing the attack
surface of the system.

e Resource contention is reduced. Running Key Trustee Server and Key Trustee KMS services on dedicated hosts
prevents other cluster services from reducing available resources (such as CPU and memory) and creating
bottlenecks.

If you are using virtual machines for the Key Trustee Server or Key Trustee KMS hosts, see Virtual Machine Considerations
on page 266.

Data at Rest Encryption Requirements
Encryption comprises several components, each with its own requirements.
Data at rest encryption protection can be applied at a number of levels within Hadoop:

e OS filesystem-level
¢ Network-level
o HDFS-level (protects both data at rest and in transit)

For more information on the components, concepts, and architecture for encrypting data at rest, see Deployment
Planning for Data at Rest Encryption on page 261.

Product Compatibility Matrix

See Product Compatibility Matrix for Cloudera Navigator Encryption for the individual compatibility matrices for each
Cloudera Navigator encryption component.

Entropy Requirements

Cryptographic operations require entropy to ensure randomness.

262 | Cloudera Security


https://en.wikipedia.org/wiki/Entropy_(computing)

You can check the available entropy on a Linux system by running the following command:
$ cat /proc/sys/kernel/randon entropy_avai l

The output displays the entropy currently available. Check the entropy several times to determine the state of the
entropy pool on the system. If the entropy is consistently low (500 or less), you must increase it by installingr ng- t ool s
and starting the r ngd service. Run the following commands on RHEL 6-compatible systems:

$ sudo yuminstall rng-tools

$ sudo echo ' EXTRACPTI ONS="-r /dev/urandom' >> /etc/sysconfig/rngd
$ sudo service rngd start

$ sudo chkconfig rngd on

For RHEL 7, run the following commands:

$ sudo yuminstall rng-tools

$ cp /usr/lib/systend/systenm rngd. service /etc/systend/system

$ sed -i -e 's/ExecStart=\/sbin\/rngd -f/ExecStart=\/sbin\/rngd -f -r \/dev\/urandom"
[ etc/systend/ systenirngd. service

$ systenct| daenon-rel oad

$ systenct!l start rngd

$ systenct!l enable rngd

Make sure that the hosts running Key Trustee Server, Key Trustee KMS, and Navigator Encrypt have sufficient entropy
to perform cryptographic operations.

Key Trustee Server Requirements

Recommended Hardware and Supported Distributions

Cloudera recommends that the Key Trustee Server be installed on a dedicated server or virtual machine (VM) that is

not used for any other purpose. The backing PostgreSQL database must be installed on the same host as the Key Trustee
Server, and must not be shared with any other services. For high availability, the active and passive Key Trustee Servers
must not share physical resources. See Resource Planning for Data at Rest Encryption on page 266 for more information.

The recommended minimum hardware specifications are as follows:

e Processor: 1 GHz 64-bit quad core
e Memory: 8 GB RAM
e Storage: 20 GB on moderate- to high-performance disk drives

For information on the supported Linux distributions, see Table 2.

Cloudera Manager Requirements

Installing and managing Key Trustee Server using Cloudera Manager requires Cloudera Manager 5.4.0 and higher. Key
Trustee Server does not require Cloudera Navigator Audit Server or Metadata Server.

umask Requirements

Key Trustee Server installation requires the default umask of 0022.

Network Requirements

For new Key Trustee Server installations (5.4.0 and higher) and migrated upgrades (see Migrate Apache Web Server
to CherryPy for more information), Key Trustee Server requires the following TCP ports to be opened for inbound
traffic:

e 11371

Clients connect to this port over HTTPS.

e 11381 (PostgreSQl)



The passive Key Trustee Server connects to this port for database replication.

For upgrades that are not migrated to the CherryPy web server, the pre-upgrade port settings are preserved:
e 80
Clients connect to this port over HTTP to obtain the Key Trustee Server public key.

o 443 (HTTPS)

Clients connect to this port over HTTPS.
e 5432 (PostgreSQL)

The passive Key Trustee Server connects to this port for database replication.

TLS Certificate Requirements

To ensure secure network traffic, Cloudera recommends obtaining Transport Layer Security (TLS) certificates specific
to the hostname of your Key Trustee Server. To obtain the certificate, generate a Certificate Signing Request (CSR) for
the fully qualified domain name (FQDN) of the Key Trustee Server host. The CSR must be signed by a trusted Certificate
Authority (CA). After the certificate has been verified and signed by the CA, the Key Trustee Server TLS configuration
requires:

e The CA-signed certificate
¢ The private key used to generate the original CSR
¢ The intermediate certificate/chain file (provided by the CA)

Cloudera recommends not using self-signed certificates. If you use self-signed certificates, you must use the

- - ski p- ssl - check parameter when registering Navigator Encrypt with the Key Trustee Server. This skips TLS hostname
validation, which safeguards against certain network-level attacks. For more information regarding insecure mode,
see Table 26: Registration Options on page 328.

Key Trustee KMS Requirements

Recommended Hardware and Supported Distributions
The recommended minimum hardware specifications are as follows:

e Processor: 2 GHz 64-bit quad core
e Memory: 16 GB RAM
e Storage: 40 GB on moderate- to high-performance disk drives

For information on the supported Linux distributions, see Table 3.

The Key Trustee KMS workload is CPU-intensive. Cloudera recommends using machines with capabilities equivalent
to your NameNode hosts, with Intel CPUs that support AES-NI for optimum performance.

Key HSM Requirements
The following are prerequisites for installing Navigator Key HSM:

e Oracle Java Runtime Environment (JRE) 7 or higher with Java Cryptography Extension (JCE) Unlimited Strength
Jurisdiction Policy Files:

— JCE for Java SE 7
— JCE for Java SE 8

e A supported Linux distribution. See Table 4.
e A supported HSM device:

— SafeNet Luna

— HSM firmware version: 6.2.1


https://software.intel.com/en-us/articles/intel-advanced-encryption-standard-instructions-aes-ni
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— HSM software version: 5.2.3-1

— SafeNet KeySecure
— HSM firmware version: 6.2.1
— HSM software version: 8.0.1
— Thales nSolo, nConnect

— HSM firmware version: 11.4.0
— Client software version: 2.28.9cam136

e Key Trustee Server 3.8 or higher

o Important: You must install Key HSM on the same host as Key Trustee Server.

Root access is required to install Navigator Key HSM.

Navigator Encrypt Requirements

Operating System Requirements

e Linux kernel 2.6.19 or higher (RHEL and CentOS can use 2.6.18-92 or higher)
e For supported Linux distributions, see Table 5.

E,i Note: Cloudera Enterprise, with the exception of Cloudera Navigator Encrypt, is supported on platforms

with Security-Enhanced Linux (SELinux) enabled and in enf or ci ng mode. Cloudera is not responsible
for SELinux policy development, support, or enforcement. If you experience issues running Cloudera
software with SELinux enabled, contact your OS provider for assistance.

If you are using SELinux in enf or ci ng mode, Cloudera Support can request that you disable SELinux
or change the mode to per mi ssi ve to rule out SELinux as a factor when investigating reported issues.

Supported command-line interpreters:

e sh (Bourne)
e bash (Bash)
e dash (Debian)

E,’ Note: Navigator Encrypt does not support installation or use in chr oot environments.

Network Requirements

For new Navigator Key Trustee Server (5.4.0 and higher) installations, Navigator Encrypt initiates TCP traffic over port
11371 (HTTPS) to the Key Trustee Server.

For upgrades and Key Trustee Server versions lower than 5.4.0, Navigator Encrypt initiates TCP traffic over ports 80
(HTTP) and 443 (HTTPS) to the Navigator Key Trustee Server.

Internet Access

You must have an active connection to the Internet to download many package dependencies, unless you have internal
repositories or mirrors containing the dependent packages.



Maintenance Window

Data is not accessible during the encryption process. Plan for system downtime during installation and configuration.

Administrative Access

To enforce a high level of security, all Navigator Encrypt commands require administrative (root) access (including
installation and configuration). If you do not have administrative privileges on your server, contact your system
administrator before proceeding.

Package Dependencies
Navigator Encrypt requires these packages, which are resolved by your distribution package manager during installation:

e dkns

e keyutils

e ecryptfs-utils

e |ibkeytrustee

e navencrypt-kernel - nodul e
e openssl

e | sof

* gcc

e cryptsetup

These packages may have other dependencies that are also resolved by your package manager. Installation works with
gcc, gcc3,and gcc4.

Resource Planning for Data at Rest Encryption
For production environments, you must configure high availability for Key Trustee Server and Key Trustee KMS.

For high availability, you must provision two dedicated Key Trustee Server hosts and at least two dedicated Key Trustee
KMS hosts, for a minimum of four separate hosts. Do not run multiple Key Trustee Server or Key Trustee KMS services
on the same physical host, and do not run these services on hosts with other cluster services. Doing so causes resource
contention with other important cluster services and defeats the purpose of high availability. See Data at Rest Encryption
Reference Architecture on page 261 for more information.

The Key Trustee KMS workload is CPU intensive. Cloudera recommends using machines with capabilities equivalent
to your NameNode hosts, with Intel CPUs that support AES-NI for optimum performance.

Make sure that each host is secured and audited. Only authorized key administrators should have access to them. Red
Hat provides security guides for RHEL:

e RHEL 6 Security Guide
e RHEL 7 Security Guide

For hardware sizing information, see Data at Rest Encryption Requirements on page 262 for recommendations for each
Cloudera Navigator encryption component.

For Cloudera Manager deployments, deploy Key Trustee Server in its own dedicated cluster. Deploy Key Trustee KMS
in each cluster that uses Key Trustee Server. See Data at Rest Encryption Reference Architecture on page 261 for more
information.

Virtual Machine Considerations

If you are using virtual machines, make sure that the resources (such as virtual disks, CPU, and memory) for each Key
Trustee Server and Key Trustee KMS host are allocated to separate physical hosts. Hosting multiple services on the
same physical host defeats the purpose of high availability, because a single machine failure can take down multiple
services.
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To maintain the security of the cryptographic keys, make sure that all copies of the virtual disk (including any back-end
storage arrays, backups, snapshots, and so on) are secured and audited with the same standards you apply to the live
data.

HDFS Transparent Encryption

HDFS Encryption implements transparent, end-to-end encryption of data read from and written to HDFS, without
requiring changes to application code. Because the encryption is end-to-end, data can be encrypted and decrypted
only by the client. HDFS does not store or have access to unencrypted data or encryption keys. This supports both
at-rest encryption (data on persistent media, such as a disk) and in-transit encryption (data traveling over a network).

Use Cases

Data encryption is required by a number of different government, financial, and regulatory entities. For example, the
healthcare industry has HIPAA regulations, the card payment industry has PCI DSS regulations, and the United States
government has FISMA regulations. Transparent encryption in HDFS makes it easier for organizations to comply with
these regulations. Encryption can also be performed at the application-level, but by integrating it into HDFS, existing
applications can operate on encrypted data without changes. This integrated architecture implements stronger
encrypted file semantics and better coordination with other HDFS functions.

Architecture

Encryption Zones

An encryption zone is a directory in HDFS with all of its contents encrypted, that is, every file and subdirectory in it is
encrypted. The files in this directory will be transparently encrypted upon write and transparently decrypted upon
read. Each encryption zone is associated with a key, which is specified when the zone is created. Each file within an
encryption zone also has its own encryption/decryption key, called the Data Encryption Key (DEK). These DEKs are
never stored persistently unless they are encrypted with the encryption zone's key. This encrypted DEK is known as
the EDEK. The EDEK is then stored persistently as part of the file's metadata on the NameNode.

A key can have multiple key versions, where each key version has its own distinct key material (that is, the portion of
the key used during encryption and decryption). Key rotation is achieved by modifying the encryption zone's key, that
is, bumping up its version. Per-file key rotation is then achieved by re-encrypting the file's DEK with the new encryption
zone key to create new EDEKs. An encryption key can be fetched either by its key name, returning the latest version
of the key, or by a specific key version.

E,’ Note: An encryption zone cannot be created on top of an existing directory. Each encryption zone
begins as an empty directory and di st cp can be used to add data to the zone.

Key Management Server

A new service, called the Hadoop Key Management Server (KMS), needs to be added to your cluster to store, manage,
and access encryption keys. The KMS service is a proxy that interfaces with a backing key store on behalf of HDFS
daemons and clients. Both the backing key store and the KMS implement the Hadoop KeyProvider client API.

Encryption and decryption of EDEKs happens entirely on the KMS. More importantly, the client requesting creation or
decryption of an EDEK never handles the EDEK's encryption key (that is, the encryption zone key). When a new file is
created in an encryption zone, the NameNode asks the KMS to generate a new EDEK encrypted with the encryption
zone's key. When reading a file from an encryption zone, the NameNode provides the client with the file's EDEK and
the encryption zone key version that was used to encrypt the EDEK. The client then asks the KMS to decrypt the EDEK,
which involves checking that the client has permission to access the encryption zone key version. Assuming that is
successful, the client uses the DEK to decrypt the file's contents. All the steps for read and write take place automatically
through interactions between the DFSClient, the NameNode, and the KMS.

Access to encrypted file data and metadata is controlled by normal HDFS filesystem permissions. Typically, the backing
key store is configured to only allow end-user access to the encryption zone keys used to encrypt DEKs. This means



that EDEKs can be safely stored and handled by HDFS, since the hdf s user will not have access to EDEK encryption
keys. This means that if HDFS is compromised (for example, by gaining unauthorized access to a superuser account),
a malicious user only gains access to the ciphertext and EDEKs. This does not pose a security threat since access to
encryption zone keys is controlled by a separate set of permissions on the KMS and key store.

For more information about configuring the KMS, see Configuring the Key Management Server (KMS) on page 279.

Navigator Key Trustee

HDFS encryption can use a local Java KeyStore for key management. This is not sufficient for production environments
where a more robust and secure key management solution is required. Cloudera Navigator Key Trustee Server on page
303 is a key store for managing encryption keys and other secure deposits.

In order to leverage the manageable, highly-available key management capabilities of the Navigator Key Trustee Server,
Cloudera provides a custom KMS service, the Key Trustee KMS.

For more information, see Enabling HDFS Encryption Using the Wizard on page 271.

DistCp Considerations

A common use case for DistCp is to replicate data between clusters for backup and disaster recovery purposes. This is
typically performed by the cluster administrator, who is an HDFS superuser. To retain this workflow when using HDFS
encryption, a new virtual path prefix has been introduced, / . r eser ved/ r aw', that gives superusers direct access to
the underlying block data in the filesystem. This allows superusers to di st cp data without requiring access to encryption
keys, and avoids the overhead of decrypting and re-encrypting data. It also means the source and destination data will
be byte-for-byte identical, which would not have been true if the data was being re-encrypted with a new EDEK.

n Warning:

When using/ . reserved/ raw todi st cp encrypted data, make sure you preserve extended attributes
with the - px flag. This is because encrypted attributes such as the EDEK are exposed through extended
attributes and must be preserved to be able to decrypt the file.

This means that if the di st cp is initiated at or above the encryption zone root, it will automatically
create a new encryption zone at the destination if it does not already exist. Hence, Cloudera
recommends you first create identical encryption zones on the destination cluster to avoid any potential
mishaps.

Copying between encrypted and unencrypted locations

By default, di st cp compares checksums provided by the filesystem to verify that data was successfully copied to the
destination. When copying between an unencrypted and encrypted location, the filesystem checksums will not match
since the underlying block data is different.

In this case, you can specify the - ski pcr ccheck and - updat e flags to avoid verifying checksums.

Attack Vectors

Type of Exploit Issue Mitigation

Hardware Access Exploit

These exploits assume the attacker has
gained physical access to hard drives
from cluster machines, that is,
DataNodes and NameNodes.

Access to swap files of processes
containing DEKs. This exploit does not
expose cleartext, as it also requires
access to encrypted block files.

It can be mitigated by disabling swap,
using encrypted swap, or using mlock
to prevent keys from being swapped
out.

Access to encrypted block files. This
exploit does not expose cleartext, as
it also requires access to the DEKs.

It can only be mitigated by restricting
physical access to the cluster
machines.




Type of Exploit

Issue

Mitigation

Root Access Exploits

These exploits assume the attacker has
gained root shell access to cluster
machines running DataNodes and
NameNodes. Many of these exploits
cannot be addressed in HDFS, since a
malicious root user has access to the
in-memory state of processes holding
encryption keys and cleartext. For
these exploits, the only mitigation
technique is carefully restricting and
monitoring root shell access.

Access to encrypted block files.

By itself, this does not expose
cleartext, as it also requires access to
encryption keys.

No mitigation required.

Dump memory of client processes to
obtain DEKs, delegation tokens,
cleartext.

No mitigation.

Recording network traffic to sniff
encryption keys and encrypted data
in transit.

By itself, insufficient to read cleartext
without the EDEK encryption key.

No mitigation required.

Dump memory of DataNode process
to obtain encrypted block data.

By itself, insufficient to read cleartext
without the DEK.

No mitigation required.

Dump memory of NameNode process
to obtain encrypted data encryption
keys.

By itself, insufficient to read cleartext
without the EDEK's encryption key and
encrypted block files.

No mitigation required.

HDFS Admin Exploits

These exploits assume that the
attacker has compromised HDFS, but
does not have root or hdfs user shell
access.

Access to encrypted block files.

By itself, insufficient to read cleartext
without the EDEK and EDEK encryption
key.

No mitigation required.

Access to encryption zone and
encrypted file metadata (including
encrypted data encryption keys), using
-fetchimage.

By itself, insufficient to read cleartext
without EDEK encryption keys.

No mitigation required.

Root Access Exploits

A rogue user can collect keys to which
they have access, and use them later
to decrypt encrypted data.

This can be mitigated through periodic
key rolling policies.

Optimizing for HDFS Data at Rest Encryption

A

Warning: To ensure that HDFS encryption functions as expected, the steps described in this section
are mandatory for production use.




CDH implements the Advanced Encryption Standard New Instructions (AES-NI), which provide substantial performance
improvements. To get these improvements, you need a recent version of | i bcr ypt 0. so on HDFS and MapReduce
client hosts -- that is, any host from which you originate HDFS or MapReduce requests. Many OS versions have an older

version of the library that does not support AES-NI. The instructions that follow tell you what you need to do for each
OS version that CDH supports.

RHEL/CentOS 6.5 or later

The installed version of | i bcr ypt 0. so supports AES-NI, but you need to install the openssl - devel package on all
clients:

$ sudo yuminstall openssl-devel

RHEL/CentOS 6.4 or earlier 6.x versions, or SLES 11

Download and extract a newer version of | i bcr ypt 0. so from a CentOS 6.5 repository and install it on all clients in
[var/lib/hadoop/extral/ native/:

1. Download the latest version of the openss| package. For example:

$ wget
http://mrror.centos. org/centos/6/o0s/x86_64/ Packages/ openssl -1. 0. 1e-30. el 6. x86_64. rpm

Thel i bcrypt o. so file in this package can be used on SLES 11 as well as RHEL/CentOS.
2. Decompress the files in the package, but do not install it:

$ rpnRcpi o openssl-1.0.1e-30.el 6.x86_64.rpm| cpio -idmv
3. If you are using parcels, create the / var /| i b/ hadoop/ ext ra/ nati ve/ directory:

$ sudo nkdir -p /var/lib/hadoop/extralnative

4. Copy the shared library into/ var /| i b/ hadoop/ extra/ nati ve/ . Name the target file | i bcr ypt 0. so, with
no suffix at the end, exactly as in the command that follows.

$ sudo cp ./usr/lib64/libcrypto.so.1.0.1e /var/lib/hadoop/extral/native/libcrypto.so

RHEL/CentOS 5

In this case, you need to build | i bcr ypt 0. so and copy it to all clients:

1. On one client, compile and install openssl from source:

$ wget http://ww. openssl . org/source/ openssl-1.0.1j.tar.gz
$ cd openssl -1.0. 1j

$
$

.lconfig --shared --prefix=/opt/openssl-1.0.1j
sudo nake install

2. If you are using parcels, create the / var /| i b/ hadoop/ ext ra/ nati ve/ directory:
$ sudo nkdir -p /var/lib/hadoop/extralnative
3. Copy the filesinto/ var/ i b/ hadoop/ extra/ nati ve/ :
$ sudo cp /opt/openssl-1.0.1j/lib/libcrypto.so /var/lib/hadoop/extral/nnative

4. Copy the files to the remaining clients using a utility such asr sync

Debian Wheezy



The installed version of | i bcr ypt 0. so supports AES-NI, but you need to install the | i bssl - devel package on all
clients:

$ sudo apt-get install libssl-dev

Ubuntu Precise and Ubuntu Trusty

Install the | i bssl - devel package on all clients:
$ sudo apt-get install libssl-dev

Testing if encryption optimization works

To verify that a client host is ready to use the AES-NI instruction set optimization for HDFS encryption at rest, use the
following command:

hadoop checknative
You should see a response such as the following:

14/ 12/ 12 13: 48: 39 | NFO bzi p2. Bzi p2Factory: Successfully |l oaded & initialized native-bzip2
library systemnativeld/12/12 13:48:39 INFO zlib. ZlibFactory: Successfully | oaded &
initialized native-zlib library

Native library checking:

hadoop: true /usr/lib/hadoop/lib/nativel/libhadoop.so.1.0.0

zlib: true /1ib64/libz.so.1
snappy: true /usr/lib64/libsnappy.so.1
| z4: true revision: 99

bzi p2: true /1ib64/1ibbz2.so0.1
openssl: true /usr/lib64/1ibcrypto.so

If you see t rue in the openssl row, Hadoop has detected the right version of | i bcr ypt 0. so and optimization will
work. If you see f al se in this row, you do not have the right version.

Enabling HDFS Encryption Using the Wizard

To accommodate the security best practice of separation of duties, enabling HDFS encryption using the wizard requires
different Cloudera Manager user roles for different steps.

Launch the Set up HDFS Data At Rest Encryption wizard in one of the following ways:
¢ Cluster[-] > Set up HDFS Data At Rest Encryption
Minimum Required Role: Key Administrator or Cluster Administrator (also provided by Full Administrator)
¢ Administration > Security > Set up HDFS Data At Rest Encryption
Minimum Required Role: Key Administrator or Cluster Administrator (also provided by Full Administrator)
e HDFS service > Actions > Set up HDFS Data At Rest Encryption

Minimum Required Role: Cluster Administrator (also provided by Full Administrator)

On the first page of the wizard, select the root of trust for encryption keys:

¢ Cloudera Navigator Key Trustee Server
¢ A file-based password-protected Java KeyStore

Cloudera strongly recommends using Cloudera Navigator Key Trustee Server as the root of trust for production
environments. The file-based Java KeyStore root of trust is insufficient to provide the security, scalability, and
manageability required by most production systems. More specifically, the Java KeyStore KMS does not provide:

¢ Scalability, so you are limited to only one KMS, which can result in bottlenecks
e High Availability (HA)
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e Recoverability, so if you lose the node where the Java KeyStore is stored, then you can lose access to all the
encrypted data

Ultimately, the Java KeyStore does not satisfy the stringent security requirements of most organizations for handling
master encryption keys.

Choosing a root of trust displays a list of steps required to enable HDFS encryption using that root of trust. Each step
can be completed independently. The Status column indicates whether the step has been completed, and the Notes
column provides additional context for the step. If your Cloudera Manager user account does not have sufficient
privileges to complete a step, the Notes column indicates the required privileges.

Available steps contain links to wizards or documentation required to complete the step. If a step is unavailable due
to insufficient privileges or a prerequisite step being incomplete, no links are present and the Notes column indicates
the reason the step is unavailable.

Continue to the section for your selected root of trust for further instructions:

Enabling HDFS Encryption Using Cloudera Navigator Key Trustee Server

Enabling HDFS encryption using Key Trustee Server as the key store involves multiple components. For an overview of
the components involved in encrypting data at rest, see Cloudera Navigator Data Encryption Overview.

Before continuing, make sure the Cloudera Manager server host has access to the internal repository hosting the Key
Trustee Server software. See Setting Up an Internal Repository for more information.

After selecting Cloudera Navigator Key Trustee Server as the root of trust, the following steps are displayed:

1. Enable Kerberos

Minimum Required Role: Cluster Administrator (also provided by Full Administrator)

For more information about enabling Kerberos, see Enabling Kerberos Authentication Using the Wizard on page 59.

2. Enable TLS/SSL
Minimum Required Role: Cluster Administrator (also provided by Full Administrator)

For more information about enabling TLS, see Configuring TLS/SSL Encryption for CDH Services on page 233.

3. Add a dedicated cluster for the Key Trustee Server
Minimum Required Role: Cluster Administrator (also provided by Full Administrator)

This step creates a new cluster in Cloudera Manager for the Key Trustee Server hosts to isolate them from other
enterprise data hub (EDH) services for increased security and durability. For more information, see Resource Planning
for Data at Rest Encryption on page 266 and Data at Rest Encryption Reference Architecture on page 261.

To complete this step:

1. Click Add a dedicated cluster for the Key Trustee Server.

2. Leave Enable High Availability checked to add two hosts to the cluster. Cloudera strongly recommends using high
availability for Key Trustee Server. Failure to enable high availability can result in complete data loss in the case
of catastrophic failure of a standalone Key Trustee Server. Click Continue.

3. Search for new hosts to add to the cluster, or select the Currently Managed Hosts tab to add existing hosts to the
cluster. After selecting the hosts, click Continue.

4. Select the KEYTRUSTEE_SERVER parcel to install Key Trustee Server using parcels, or select None if you want to
use packages. If you do not see a parcel available, click More Options and add the repository URL to the Remote
Parcel Repository URLs list. After selecting a parcel or None, click Continue.

If you selected None, click Continue again, and skip to 4. Install Key Trustee Server binary using packages or parcels
on page 273.

5. After the KEYTRUSTEE_SERVER parcel is successfully downloaded, distributed, unpacked, and activated, click
Continue.



6. Click Continue to complete this step and return to the main page of the wizard.

4. Install Key Trustee Server binary using packages or parcels

Minimum Required Role: Cluster Administrator (also provided by Full Administrator)

E,’ Note: If you selected None on the parcel selection page in step 3. Add a dedicated cluster for the Key

Trustee Server on page 272, the step title is changed to Install Parcel for Key Trustee Server. If you
are using packages, skip this step and see Installing Key Trustee Server Using the Command Line for
package-based installation instructions. After installing Key Trustee Server using packages, continue
to 5. Install Parcel for Key Trustee KMS on page 273.

This step is completed automatically during 3. Add a dedicated cluster for the Key Trustee Server on page 272 if you
are using parcels. If the step is incomplete for any reason (such as the wizard being interrupted or a failure installing
the parcel), complete it manually:

1. Click Install Key Trustee Server binary using packages or parcels.

2. Select the KEYTRUSTEE_SERVER parcel to install Key Trustee Server, or select None if you need to install Key
Trustee Server manually using packages. If you do not see a parcel available, click More Options and add the
repository URL to the Remote Parcel Repository URLs list. After selecting a parcel, click Continue.

3. After the KEYTRUSTEE_SERVER parcel is successfully downloaded, distributed, unpacked, and activated, click Finish
to complete this step and return to the main page of the wizard.

5. Install Parcel for Key Trustee KMS
Minimum Required Role: Cluster Administrator (also provided by Full Administrator)

This step installs the Key Trustee KMS parcel. If you are using packages, skip this step and see Installing Key Trustee
KMS Using Packages for instructions. After installing Key Trustee KMS using packages, continue to 6. Add a Key Trustee
Server Service on page 273.

To complete this step for parcel-based installations:

1. Click Install Parcel for Key Trustee KMS.

2. Select the KEYTRUSTEE parcel to install Key Trustee KMS. If you do not see a parcel available, click More Options
and add the repository URL to the Remote Parcel Repository URLs list. After selecting a parcel, click Continue.

3. After the KEYTRUSTEE parcel is successfully downloaded, distributed, unpacked, and activated, click Finish to
complete this step and return to the main page of the wizard.

6. Add a Key Trustee Server Service
Minimum Required Role: Key Administrator (also provided by Full Administrator)
This step adds the Key Trustee Server service to Cloudera Manager. To complete this step:

1. Click Add a Key Trustee Server Service.

2. Click Continue.

3. On the Customize Role Assignments for Key Trustee Server page, select the hosts for the Active Key Trustee
Server and Passive Key Trustee Server roles. Make sure that the selected hosts are not used for other services
(see Resource Planning for Data at Rest Encryption on page 266 for more information), and click Continue.

4. The Entropy Considerations page provides commands to install the r ng- t ool s package to increase available
entropy for cryptographic operations. For more information, see Entropy Requirements on page 262. After
completing these commands, click Continue.

5. The Synchronize Active and Passive Key Trustee Server Private Keys page provides instructions for generating
and copying the Active Key Trustee Server private key to the Passive Key Trustee Server. Cloudera recommends
following security best practices and transferring the private key using offline media, such as a removable USB
drive. For convenience (for example, in a development or testing environment where maximum security is not
required), you can copy the private key over the network using the provided r sync command.




After you have synchronized the private keys, run the kt adni n i ni t command on the Passive Key Trustee Server
as described in the wizard. After the initialization is complete, check the box to indicate you have synchronized
the keys and click Continue in the wizard.

6. The Setup TLS for Key Trustee Server page provides instructions on replacing the auto-generated self-signed
certificate with a production certificate from a trusted Certificate Authority (CA). For more information, see
Managing Key Trustee Server Certificates on page 318. Click Continue to view and modify the default certificate

settings.
7. On the Review Changes page, you can view and modify the following settings:

Database Storage Directory (db_r oot )
Default value:/ var /| i b/ keyt rust ee/ db

The directory on the local filesystem where the Key Trustee Server database is stored. Modify this value to
store the database in a different directory.

Active Key Trustee Server TLS/SSL Server Private Key File (PEM Format) (ssl . pri vat ekey. | ocati on)
Default value:/ var /| i b/ keytrust ee/ . keytrustee/.ssl/ssl-cert-keytrustee-pk. pem

The path to the Active Key Trustee Server TLS certificate private key. Accept the default setting to use the
auto-generated private key. If you have a CA-signed certificate, change this path to the CA-signed certificate
private key file. This file must be in PEM format.

Active Key Trustee Server TLS/SSL Server Certificate File (PEM Format) (ssl . cert. | ocati on)
Default value:/ var /i b/ keytrust ee/ . keytrustee/.ssl/ssl-cert-keytrustee. pem

The path to the Active Key Trustee Server TLS certificate. Accept the default setting to use the auto-generated
self-signed certificate. If you have a CA-signed certificate, change this to the path to the CA-signed certificate.
This file must be in PEM format.

Active Key Trustee Server TLS/SSL Server CA Certificate (PEM Format) (ssl . cacert .| ocat i on)

Default value: (none)

The path to the file containing the CA certificate and any intermediate certificates (if any intermediate
certificates exist, then they are required here) used to sign the Active Key Trustee Server certificate. If you
have a CA-signed certificate, set this value to the path to the CA certificate or certificate chain file. This file
must be in PEM format.

Active Key Trustee Server TLS/SSL Private Key Password (ssl . pri vat ekey. passwor d)
Default value: (none)

The password for the Active Key Trustee Server private key file. Leave this blank if the file is not
password-protected.

Passive Key Trustee Server TLS/SSL Server Private Key File (PEM Format) (ssl . pri vat ekey. | ocati on)
Default value:/ var /i b/ keytrust ee/ . keytrustee/.ssl/ssl-cert-keytrustee-pk. pem

The path to the Passive Key Trustee Server TLS certificate private key. Accept the default setting to use the
auto-generated private key. If you have a CA-signed certificate, change this path to the CA-signed certificate
private key file. This file must be in PEM format.

Passive Key Trustee Server TLS/SSL Server Certificate File (PEM Format) (ss! . cert. | ocati on)
Default value: / var/ | i b/ keytrust ee/ . keytrustee/.ssl/ssl-cert-keytrustee.pem

The path to the Passive Key Trustee Server TLS certificate. Accept the default setting to use the auto-generated
self-signed certificate. If you have a CA-signed certificate, change this to the path to the CA-signed certificate.
This file must be in PEM format.

Passive Key Trustee Server TLS/SSL Server CA Certificate (PEM Format) (ssl . cacert. | ocati on)
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Default value: (none)

The path to the file containing the CA certificate and any intermediate certificates (if any intermediate
certificates exist, then they are required here) used to sign the Passive Key Trustee Server certificate. If you
have a CA-signed certificate, set this value to the path to the CA certificate or certificate chain file. This file
must be in PEM format.

* Passive Key Trustee Server TLS/SSL Private Key Password (ssl . pri vat ekey. passwor d)
Default value: (none)

The password for the Passive Key Trustee Server private key file. Leave this blank if the file is not
password-protected.

After reviewing the settings and making any changes, click Continue.

8. After all commands complete successfully, click Continue. If the Generate Key Trustee Server Keyring appears

9.

stuck, make sure that the Key Trustee Server host has enough entropy. See Entropy Requirements on page 262
for more information.

Click Finish to complete this step and return to the main page of the wizard.

7. Add a Key Trustee KMS Service

Minimum Required Role: Key Administrator (also provided by Full Administrator)

This step adds a Key Trustee KMS service to the cluster. The Key Trustee KMS service is required to enable HDFS
encryption to use Key Trustee Server for cryptographic key management. To complete this step:

1.
2.

Click Add a Key Trustee KMS Service.

Select an existing Key Trustee Server pair or specify an external Key Trustee Server pair. If you have an existing
Key Trustee Server pair outside of Cloudera Manager control, select the External Key Trustee Server option and
specify the fully-qualified domain names (FQDNs) of the Key Trustee Server pair. Click Continue.

. Select cluster hosts for the Key Trustee KMS service. Cloudera recommends selecting at least two hosts for high

availability. If you proceed with only one host, you can enable high availability later. See Key Trustee KMS High
Availability for more information.

Make sure that the selected hosts are not used for other services (see Resource Planning for Data at Rest Encryption
on page 266 for more information), and click Continue.

. The Entropy Considerations page provides commands to install the r ng-t ool s package to increase available

entropy for cryptographic operations. For more information, see Entropy Requirements on page 262. After
completing these commands, click Continue.

. The Setup Organization and Auth Secret page generates the necessary commands to create an organization in

Key Trustee Server. An organization is required to be able to register the Key Trustee KMS with Key Trustee Server.
See Managing Key Trustee Server Organizations on page 316 for more information.

Enter an organization name and click Generate Instruction. Run the displayed commands to generate an
organization and obtain the aut h_secr et value for the organization. Enter the secret in the auth_secret field
and click Continue.

. The Setup Access Control List (ACL) page allows you to generate ACLs for the Key Trustee KMS or to provide your

own ACLs. To generate the recommended ACLs, enter the username and group responsible for managing
cryptographic keys and click Generate ACLs. To specify your own ACLs, select the Use Your Own kms-acls.xml
File option and enter the ACLs. For more information on the KMS Access Control List, see Configuring KMS Access
Control Lists on page 287.

After generating or specifying the ACL, click Continue.

. The Setup TLS for Key Trustee KMS page provides high-level instructions for configuring TLS communication

between the Key Trustee KMS and the Key Trustee Server, as well as between the EDH cluster and the Key Trustee
KMS. See Configuring TLS/SSL for the KMS on page 285 for more information.




Click Continue.

8. The Review Changes page lists all of the settings configured in this step. Click the @ icon next to any setting for
information about that setting. Review the settings and click Continue.

9. After the First Run commands have successfully completed, click Continue.

10 The Synchronize Private Keys and HDFS Dependency page provides instructions for copying the private key from
one Key Management Server Proxy role to all other roles.

Warning: Itis very important that you perform this step. Failure to do so leaves Key Trustee KMS

A in a state where keys are intermittently inaccessible, depending on which Key Trustee KMS host
a client interacts with, because cryptographic key material encrypted by one Key Trustee KMS
host cannot be decrypted by another. If you are already running multiple Key Trustee KMS hosts
with different private keys, immediately back up all Key Trustee KMS hosts, and contact Cloudera
Support for assistance correcting the issue.

To determine whether the Key Trustee KMS private keys are different, compare the MD5 hash
of the private keys. On each Key Trustee KMS host, run the following command:

$ md5sum /var/1ib/ kms- keytrust ee/ keytrustee/. keytrust ee/ secring. gpg

If the outputs are different, contact Cloudera Support for assistance. Do not attempt to synchronize
existing keys. If you overwrite the private key and do not have a backup, any keys encrypted by
that private key are permanently inaccessible, and any data encrypted by those keys is permanently
irretrievable. If you are configuring Key Trustee KMS high availability for the first time, continue
synchronizing the private keys.

Cloudera recommends following security best practices and transferring the private key using offline media, such
as aremovable USB drive. For convenience (for example, in a development or testing environment where maximum
security is not required), you can copy the private key over the network using the provided r sync command.

After you have synchronized the private keys, check the box to indicate you have done so and click Continue.

1. After the Key Trustee KMS service starts, click Finish to complete this step and return to the main page of the
wizard.

8. Restart stale services and redeploy client configuration
Minimum Required Role: Cluster Administrator (also provided by Full Administrator)
This step restarts all services which were modified while enabling HDFS encryption. To complete this step:

1. Click Restart stale services and redeploy client configuration.

2. Click Restart Stale Services.

3. Make sure that Re-deploy client configuration is checked, and click Restart Now.
4. After all commands have completed, click Finish.

9. Validate Data Encryption
Minimum Required Role: Key Administrator or Cluster Administrator (also provided by Full Administrator)

This step launches a tutorial with instructions on creating an encryption zone and putting data into it to verify that
HDFS encryption is enabled and working.

Enabling HDFS Encryption Using a Java KeyStore

E,i Note: Cloudera strongly recommends using Cloudera Navigator Key Trustee Server as the root of
trust for production environments. The file-based Java KeyStore root of trust is insufficient to provide
the security, scalability, and manageability required by most production systems.



After selecting A file-based password-protected Java KeyStore as the root of trust, the following steps are displayed:

1. Enable Kerberos
Minimum Required Role: Cluster Administrator (also provided by Full Administrator)

For more information on enabling Kerberos, see Enabling Kerberos Authentication Using the Wizard on page 59.

2. Enable TLS/SSL
Minimum Required Role: Cluster Administrator (also provided by Full Administrator)

For more information on enabling TLS, see Configuring TLS Security for Cloudera Manager on page 214.

3. Add a Java KeyStore KMS Service
Minimum Required Role: Key Administrator (also provided by Full Administrator)

This step adds the Java KeyStore KMS service to the cluster. The Java KeyStore KMS service uses a password-protected
Java KeyStore for cryptographic key management. To complete this step:

1. Click Add a Java KeyStore KMS Service.

2. Select a cluster host for the Java KeyStore KMS service. Click Continue.

3. The Setup TLS for Java KeyStore KMS page provides high-level instructions for configuring TLS communication
between the EDH cluster and the Java KeyStore KMS. See Configuring TLS/SSL for the KMS on page 285 for more
information.

Click Continue.

4. The Review Changes page lists the Java KeyStore settings. Click the @ icon next to any setting for information
about that setting. Enter the location and password for the Java KeyStore and click Continue.

5. Click Continue to automatically configure the HDFS service to depend on the Java KeyStore KMS service.
6. Click Finish to complete this step and return to the main page of the wizard.

4. Restart stale services and redeploy client configuration
Minimum Required Role: Cluster Administrator (also provided by Full Administrator)
This step restarts all services which were modified while enabling HDFS encryption. To complete this step:

1. Click Restart stale services and redeploy client configuration.

2. Click Restart Stale Services.

3. Make sure that Re-deploy client configuration is checked, and click Restart Now.
4. After all commands have completed, click Finish.

5. Validate Data Encryption
Minimum Required Role: Key Administrator or Cluster Administrator (also provided by Full Administrator)
This step launches a tutorial with instructions on creating an encryption zone and putting data into it to verify that
HDFS encryption is enabled and working.
Managing Encryption Keys and Zones

Interacting with the KMS and creating encryption zones requires the use of two new CLI commands: hadoop key and
hdf s crypt o. The following sections will help you get started with creating encryption keys and setting up encryption
zones.

Before continuing, make sure that your KMS ACLs have been set up according to best practices. For more information,
see Configuring KMS Access Control Lists on page 287.




Validating Hadoop Key Operations

Warning: If you are using or plan to use Cloudera Navigator Key HSM in conjunction with Cloudera
Navigator Key Trustee Server, ensure that key names begin with alphanumeric characters and do not
use special characters other than hyphen (- ), period (. ), or underscore (_). Using other special
characters can prevent you from migrating your keys to an HSM. See Integrating Key HSM with Key
Trustee Server on page 326 for more information.

Use hadoop key creat e to create a test key, and then use hadoop key |i st to retrieve the key list:

$ sudo -u <key_adm n> hadoop key create keytrustee_test
$ hadoop key |ist

Creating Encryption Zones

Important: Cloudera does not currently support configuring the root directory as an encryption zone.
Nested encryption zones are also not supported.

o Important: The Java Keystore KMS default Truststore (for example,
or g. apache. hadoop. crypt o. key. JavaKeySt or ePr ovi der ) does not support uppercase key

names.

Once a KMS has been set up and the NameNode and HDFS clients have been correctly configured, use the hadoop
key and hdf s crypt o command-line tools to create encryption keys and set up new encryption zones.

e Create an encryption key for your zone as the keyadni n for the user/group (regardless of the application that
will be using the encryption zone):

$ sudo -u hdfs hadoop key create <key_name>
e Create a new empty directory and make it an encryption zone using the key created above.

$ sudo -u hdfs hadoop fs -nkdir /encryption_zone
$ sudo -u hdfs hdfs crypto -createZone -keyNane <key_nanme> -path /encryption_zone

You can verify creation of the new encryption zone by running the - | i st Zones command. You should see the
encryption zone along with its key listed as follows:

$ sudo -u hdfs hdfs crypto -1istZones
/encryption_zone <key_nane>

Warning: Do not delete an encryption key as long as it is still in use for an encryption zone. This
A results in loss of access to data in that zone.

For more information and recommendations on creating encryption zones for each CDH component, see Configuring
CDH Services for HDFS Encryption on page 296.

Adding Files to an Encryption Zone

Existing data can be encrypted by coping it copied into the new encryption zones using tools like DistCp. See DistCp
Considerations on page 268 for information on using DistCp with encrypted data files.

You can add files to an encryption zone by copying them to the encryption zone using di st cp. For example:

sudo -u hdfs hadoop distcp /user/dir /encryption_zone



Important: Starting with CDH 5.7.1, you can delete files or directories that are part of an HDFS

o encryption zone. For CDH 5.7.0 and lower, you will need to manually configure HDFS trash to allow
deletions. For details on how to configure trash in HDFS, see Trash Behavior with HDFS Transparent
Encryption Enabled.

Additional Information:

e For more information on KMS setup and high availability configuration, see Configuring the Key Management

Server (KMS) on page 279.

e For instructions on securing the KMS using Kerberos, TLS/SSL communication and ACLs, see Securing the Key
Management Server (KMS) on page 283.

¢ If you want to use the KMS to encrypt data used by other CDH services, see Configuring CDH Services for HDFS
Encryption on page 296 for information on recommended encryption zones for each service.

Deleting Encryption Zones

To remove an encryption zone, delete the encrypted directory:

Warning: This command deletes the entire directory and all of its contents. Ensure that the data is
A no longer needed before running this command.

$ sudo -u hdfs hadoop fs -rm-r -skipTrash /encryption_zone

o Important: The Key Trustee KMS does not directly execute a key deletion (for example, it may perform
a soft delete instead, or delay the actual deletion to prevent mistakes). In these cases, errors may
occur when creating or deleting a key using the same name after it has already been deleted.

Backing Up Encryption Keys

Warning: It is very important that you regularly back up your encryption keys. Failure to do so can
A result in irretrievable loss of encrypted data.

If you are using the Java KeyStore KMS, make sure you regularly back up the Java KeyStore that stores the encryption
keys. If you are using the Key Trustee KMS and Key Trustee Server, see Backing Up and Restoring Key Trustee Server
and Clients on page 304 for instructions on backing up Key Trustee Server and Key Trustee KMS.

Configuring the Key Management Server (KMS)

Hadoop Key Management Server (KMS) is a cryptographic key management server based on the Hadoop KeyProvider
API. It provides a KeyProvider implementation client that interacts with the KMS using the HTTP REST API. Both the
KMS and its client support HTTP SPNEGO Kerberos authentication and TLS/SSL-secured communication. The KMS is a
Java-based web application that uses a preconfigured Tomcat server bundled with the Hadoop distribution.

For instructions on securing the KMS, see Securing the Key Management Server (KMS) on page 283.

Cloudera provides two implementations of the Hadoop KMS:

¢ Java KeyStore KMS - The default Hadoop KMS included in CDH that uses a file-based Java KeyStore (JKS) for its
backing keystore. For parcel-based installations, no additional action is required to install or upgrade the KMS.
For package-based installations, you must install additional packages. For more information, see Installing and
Upgrading Java KeyStore KMS. Cloudera strongly recommends not using Java Keystore KMS in production
environments.

¢ Key Trustee KMS - A custom KMS that uses Cloudera Navigator Key Trustee Server for its backing keystore instead
of the file-based Java KeyStore (JKS) used by the default Hadoop KMS. Cloudera strongly recommends using Key




Trustee KMS in production environments to improve the security, durability, and scalability of your cryptographic
key management. For more information about the architecture and components involved in encrypting data at
rest for production environments, see Cloudera Navigator Data Encryption Overview and Data at Rest Encryption
Reference Architecture on page 261. For instructions on installing and upgrading Key Trustee KMS, see:

— Installing Key Trustee KMS
— Upgrading Key Trustee KMS

Configuring KMS High Availability

For Key Trustee KMS high availability, see Key Trustee KMS High Availability. Java KeyStore KMS does not support high
availability.

Configuring the KMS Using Cloudera Manager

If you are using Cloudera Manager, you can view and edit the KMS configuration by navigating to the following pages,
depending on the KMS implementation you are using:

e Key Trustee KMS service > Configuration
¢ Java KeyStore KMS service > Configuration

For more information on using Cloudera Manager to find and change configuration parameters, see Modifying
Configuration Properties Using Cloudera Manager.

For instructions about configuring the KMS and its clients using the command line for package-based installations,
continue reading:

Configuring the KMS Cache Using Cloudera Manager

By default, the KMS caches keys to reduce the number of interactions with the key provider. You can disable the cache
by setting the hadoop. kis. cache. enabl e property to f al se.

The cache is only used with the get Cur r ent Key(), get KeyVer si on() and get Met adat a() methods.
For the get Cur r ent Key() method, entries are cached for a maximum of 30000 milliseconds to prevent stale keys.

For the get KeyVer si on() method, entries are cached with a default inactivity timeout of 600000 milliseconds (10
minutes).

You can configure the cache and its timeout values by adding the following properties to KMS service > Configuration >
Advanced > Key Management Server Proxy Advanced Configuration Snippet (Safety Valve) for kms-site.xml:

<property>
<nanme>hadoop. kns. cache. enabl e</ name>
<val ue>t rue</ val ue>

</ property>

<property>
<name>hadoop. knms. cache. ti meout . ns</ nanme>
<val ue>600000</ val ue>

</ property>

<property>
<nanme>hadoop. kns. current . key. cache. ti meout . ns</ nane>
<val ue>30000</ val ue>

</ property>

See Custom Configuration for more information on adding custom properties using the Advanced Configuration Snippet
(Safety Valve) feature.

Configuring the Audit Log Aggregation Interval Using the Command Line
Audit logs are generated for GET_KEY_VERSI ON, GET_CURRENT_KEY, DECRYPT_EEK, and GENERATE_EEK operations.

Entries are aggregated by user, key, and operation for a configurable interval, after which the number of aggregated
operations by the user for a given key is written to the audit log.



The interval is configured in milliseconds by adding the hadoop. kns. aggr egat i on. del ay. ns property to KMS
service > Configuration > Advanced > Key Management Server Proxy Advanced Configuration Snippet (Safety Valve)
for kms-site.xml:

<property>
<nanme>hadoop. kns. aggr egat i on. del ay. ns</ nanme>
<val ue>10000</ val ue>

</ property>

For more information about adding custom properties using the Advanced Configuration Snippet (Safety Valve)
feature, see Custom Configuration.

Configuring the Java KeyStore KMS Using the Command Line

E,’ Note: Because Key Trustee KMS is supported only in Cloudera Manager deployments, the following
command line instructions apply only to Java KeyStore KMS. For instructions about configuring Key
Trustee KMS, see Configuring the KMS Using Cloudera Manager on page 280.

For instructions about configuring the Java KeyStore KMS and its clients using the command line for package-based
installations, continue reading:

Configuring the Java KeyStore KMS KeyProvider Using the Command Line

o Important:

¢ If you use Cloudera Manager, do not use these command-line instructions.

¢ This information applies specifically to CDH 5.7.x. If you use a lower version of CDH, see the
documentation for that version located at Cloudera Documentation.

Configure the KMS backing KeyProvider properties in the / et ¢/ hadoop- kns/ conf / kns- si t e. xm configuration
file:

<property>
<nane>hadoop. k. key. provi der. uri </ name>
<val ue>j ceks://fil e@ ${user. home}/ kns. keyst or e</ val ue>
</ property>
<property>
<nanme>hadoop. security. keystore. java- keyst or e- provi der. password-fi |l e</ nane>

<val ue>keyst ore_password_fi | e</val ue>
</ property>

If you do not specify the absolute path to the password file, you must include it in the Hadoop CLASSPATH.

Restart the KMS for configuration changes to take effect. See Starting and Stopping the Java KeyStore KMS Using the
Command Line on page 282 for instructions.

Configuring the Java KeyStore KMS Cache Using the Command Line

o Important:

¢ If you use Cloudera Manager, do not use these command-line instructions.

¢ This information applies specifically to CDH 5.7.x. If you use a lower version of CDH, see the
documentation for that version located at Cloudera Documentation.

By default, the KMS caches keys to reduce the number of interactions with the key provider. You can disable the cache
by setting the hadoop. kns. cache. enabl e property to f al se.

The cache is only used with the get Cur r ent Key(), get KeyVer si on() and get Met adat a() methods.

For the get Cur r ent Key() method, entries are cached for a maximum of 30000 milliseconds to prevent stale keys.
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For the get KeyVer si on() method, entries are cached with a default inactivity timeout of 600000 milliseconds (10
minutes).

The cache and its timeout values are configured using the following properties in the
/ et c/ hadoop- kns/ conf / kns- si t e. xm configuration file:

<property>
<nanme>hadoop. knms. cache. enabl e</ name>
<val ue>t rue</ val ue>

</ property>

<property>
<name>hadoop. kns. cache. ti meout . ms</ nanme>

<val ue>600000</ val ue>
</ property>

<property>
<nane>hadoop. kns. current . key. cache. ti meout . ns</ nane>
<val ue>30000</ val ue>

</ property>

Configuring KMS Clients Using the Command Line

o Important:

¢ If you use Cloudera Manager, do not use these command-line instructions.

¢ This information applies specifically to CDH 5.7.x. If you use a lower version of CDH, see the
documentation for that version located at Cloudera Documentation.

To configure KMS clients, set the hadoop. security. key. provi der. pat h propertyincore-site.xm or

hdf s- si t e. xm . Specify the value in the format kns: / / <scheme>@xkns_host s>: <por t >/ kns. Replace <scheme>
with htt p orht t ps, depending on whether you have configured TLS. Replace <kms_hosts>with a semicolon-separated
list of the KMS hosts. Replace <port> with the port number on which the KMS is running (16000 by default).

For example, for a KMS runningon ht t p: / /| ocal host : 16000/ kns, the KeyProvider URI is

kms: // htt p@ ocal host: 16000/ kns. For high availability KMS (Key Trustee KMS only) running on
https://knms01. exanpl e. com 16000/ kns and htt ps:// kns02. exanpl e. com 16000/ ks, the KeyProvider
URIiskns:// htt ps@nms01. exanpl e. com knms02. exanpl e. com 16000/ kns.

See the following for an excerpt from core-si te. xm :

<property>
<nanme>hadoop. security. key. provi der. pat h</ name>

<val ue>kns:// htt ps@ns01. exanpl e. com kns02. exanpl e. com 16000/ kns</ val ue>
</ property>

Starting and Stopping the Java KeyStore KMS Using the Command Line

o Important:

¢ If you use Cloudera Manager, do not use these command-line instructions.

¢ This information applies specifically to CDH 5.7.x. If you use a lower version of CDH, see the
documentation for that version located at Cloudera Documentation.

To start or stop KMS use the kns. sh script. For example, to start the KMS:

$ sudo /usr/lib/hadoop-kms/sbin/kms.sh start

Running the script without parameters lists all possible parameters.
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To use ani ni t script to manage the KMS service, use your package manager to install the hadoop- kns- ser ver
package from the CDH repository. For example, for RHEL 6:

$ sudo yuminstall hadoop-kns-server

After installation, use the ser vi ce hadoop- kns- ser ver command to manage the KMS service.

Configuring the Audit Log Aggregation Interval Using the Command Line

o Important:

¢ If you use Cloudera Manager, do not use these command-line instructions.

¢ This information applies specifically to CDH 5.7.x. If you use a lower version of CDH, see the
documentation for that version located at Cloudera Documentation.

Audit logs are generated for GET_KEY_VERSI ON, GET_CURRENT_KEY, DECRYPT_EEK, and GENERATE_EEK operations.

Entries are aggregated by user, key, and operation for a configurable interval, after which the number of aggregated
operations by the user for a given key is written to the audit log.

The interval is configured in milliseconds using the hadoop. kirs. aggr egat i on. del ay. ns property:

<property>
<nane>hadoop. kns. aggr egat i on. del ay. ns</ nane>
<val ue>10000</ val ue>

</ property>

Configuring the Embedded Tomcat Server Using the Command Line

o Important:

¢ If you use Cloudera Manager, do not use these command-line instructions.

¢ This information applies specifically to CDH 5.7.x. If you use a lower version of CDH, see the
documentation for that version located at Cloudera Documentation.

You can configure the embedded Tomcat server by using the
/ et ¢/ hadoop- kns/ t ontat - conf/ conf/ server. xm . conf file.

The following environment variables can be set in KMS / et ¢/ hadoop- kns/ conf / kns- env. sh script and can be
used to alter the default ports and log directory:

e KMB_HTTP_PORT
o KMS_ADM N_PORT
o KMB_LOG

Restart the KMS for the configuration changes to take effect.

Securing the Key Management Server (KMS)
Cloudera provides two implementations of the Hadoop KMS:

e Java KeyStore KMS - The default Hadoop KMS included in CDH that uses a file-based Java KeyStore (JKS) for its
backing keystore. For parcel-based installations, no additional action is required to install or upgrade the KMS.
For package-based installations, you must install additional packages. For more information, see Installing and
Upgrading Java KeyStore KMS. Cloudera strongly recommends not using Java Keystore KMS in production
environments.

¢ Key Trustee KMS - A custom KMS that uses Cloudera Navigator Key Trustee Server for its backing keystore instead
of the file-based Java KeyStore (JKS) used by the default Hadoop KMS. Cloudera strongly recommends using Key
Trustee KMS in production environments to improve the security, durability, and scalability of your cryptographic
key management. For more information about the architecture and components involved in encrypting data at
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rest for production environments, see Cloudera Navigator Data Encryption Overview and Data at Rest Encryption
Reference Architecture on page 261. For instructions on installing and upgrading Key Trustee KMS, see:

— Installing Key Trustee KMS
— Upgrading Key Trustee KMS

This topic contains information on securing the KMS using Kerberos, TLS/SSL communication, and access control lists
(ACLs) for operations on encryption keys. Cloudera Manager instructions can be performed for both Key Trustee KMS
and Java KeyStore KMS deployments. Command-line instructions apply only to Java KeyStore KMS deployments. Key
Trustee KMS is not supported outside of Cloudera Manager. See Installing Key Trustee KMS for more information.

Enabling Kerberos Authentication for the KMS

Enabling Kerberos Authentication for the KMS Using Cloudera Manager
Minimum Required Role: Full Administrator

To enable Kerberos for the KMS using Cloudera Manager:

. Open the Cloudera Manager Admin Console and go to the KMS service.
. Click Configuration.

. Set the Authentication Type property to ker ber os.

. Click Save Changes.

. Because Cloudera Manager does not automatically create the principal and keytab file for the KMS, you must run
the Generate Credentials command manually. On the top navigation bar, go to Administration > Security >
Kerberos Credentialsand click Generate Missing Credentials.

v b W N =

E,i Note: This does not create a new Kerberos principal if an existing HTTP principal exists for the
KMS host.

6. Return to the Home page by clicking the Cloudera Manager logo.
7. Click ¥ to invoke the cluster restart wizard.
8. Click Restart Stale Services.

9. Click Restart Now.

10 Click Finish.

Enabling Kerberos Authentication for the Java KeyStore KMS Using the Command Line

o Important:

¢ If you use Cloudera Manager, do not use these command-line instructions.

¢ This information applies specifically to CDH 5.7.x. If you use a lower version of CDH, see the
documentation for that version located at Cloudera Documentation.

Configure / et c/ kr b5. conf with information for your KDC server. Create an HTTP principal and keytab file for the
KMS.

Configure / et ¢/ hadoop- kns/ conf / kis- si t e. xml with the following properties:

<property>
<nanme>hadoop. kns. aut henti cati on. t ype</ nane>
<val ue>ker ber os</ val ue>

</ property>

<property>
<nanme>hadoop. kns. aut henti cati on. ker ber os. keyt ab</ name>
<val ue>${user. hone}/ kns. keyt ab</ val ue>

</ property>

<property>
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<nanme>hadoop. kns. aut henti cati on. ker ber os. pri nci pal </ name>
<val ue>HTTP/ | ocal host </ val ue>
</ property>

<property>
<name>hadoop. kns. aut henti cati on. ker ber os. nane. r ul es</ nane>

<val ue>DEFAULT</ val ue>
</ property>

Restart the KMS service for the configuration changes to take effect.
Configuring the Java KeyStore KMS Proxyuser Using the Command Line

o Important:

¢ If you use Cloudera Manager, do not use these command-line instructions.

¢ This information applies specifically to CDH 5.7.x. If you use a lower version of CDH, see the
documentation for that version located at Cloudera Documentation.

Each proxyuser must be configured in / et ¢/ hadoop- kns/ conf / kns- si t e. xm using the following properties:

<property>
<name>hadoop. kns. pr oxyuser . #USER#. user s</ nane>
<val ue>*</val ue>

</ property>

<property>
<nanme>hadoop. kns. pr oxyuser . #USER#. gr oups</ nane>
<val ue>*</val ue>

</ property>

<property>
<name>hadoop. kns. pr oxyuser . #USER#. host s</ nane>
<val ue>*</val ue>

</ property>

where #USER# is the username of the proxyuser to be configured.

The hadoop. kns. proxyuser . #USER#. user s property indicates the users that can be impersonated. The
hadoop. kns. proxyuser . #USER#. gr oups property indicates the groups to which the users being impersonated
must belong. At least one of these properties must be defined. If both are defined, the configured proxyuser can
impersonate any user in the user s list and any user belonging to a group listed in the gr oups list.

The hadoop. kns. proxyuser . #USER#. host s property indicates the host from which the proxyuser can make
impersonation requests. "*" means there are no restrictions for the #USER# regarding users, groups, or hosts.

Configuring TLS/SSL for the KMS
Configuring TLS/SSL for the KMS Using Cloudera Manager

Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)
The steps for configuring and enabling Hadoop TLS/SSL for the KMS are as follows:

1. Go to the KMS service.
2. Click Configuration.

3. In the Search field, type TLS/SSL to show the KMS TLS/SSL properties (in the Key Management Server Default
Group > Security category).

4. Edit the following TLS/SSL properties according to your cluster configuration.
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Table 21: KMS TLS/SSL Properties

Property

Description

Enable TLS/SSL for Key
Management Server

Encrypt communication between clients and Key Management Server using
Transport Layer Security (TLS) (formerly known as Secure Socket Layer (TLS/SSL)).

Key Management Server
TLS/SSL Server JKS Keystore
File Location

The path to the TLS/SSL keystore file containing the server certificate and private
key used for TLS/SSL. Used when Key Management Server is acting as a TLS/SSL
server. The keystore must be in JKS format.

Key Management Server
TLS/SSL Server JKS Keystore
File Password

The password for the Key Management Server JKS keystore file.

Key Management Server Proxy
TLS/SSL Certificate Trust Store
File

The location on disk of the truststore, in .jks format, used to confirm the
authenticity of TLS/SSL servers that Key Management Server Proxy might connect
to. This is used when Key Management Server Proxy is the client in a TLS/SSL
connection. This truststore must contain the certificates used to sign the services
connected to. If this parameter is not provided, the default list of well-known
certificate authorities is used instead.

Key Management Server Proxy
TLS/SSL Certificate Trust Store
Password

The password for the Key Management Server Proxy TLS/SSL Certificate Trust
Store File. This password is not required to access the truststore; this field can
be left blank. This password provides optional integrity checking of the file. The
contents of truststores are certificates, and certificates are public information.

. Click Save Changes.
. Return to the Home page by clicking the Cloudera Manager logo.
. Click ¥ to invoke the cluster restart wizard.

. Click Restart Stale Services.
9.

Click Restart Now.

10 Click Finish.

For help troubleshooting TLS/SSL for KMS configuration issues, see Troubleshooting TLS/SSL Issues in Cloudera Manager
on page 229.

Configuring TLS/SSL for the Java KeyStore KMS Using the Command Line

Important:

¢ If you use Cloudera Manager, do not use these command-line instructions.

¢ This information applies specifically to CDH 5.7.x. If you use a lower version of CDH, see the
documentation for that version located at Cloudera Documentation.

To configure KMS to work over HTTPS, set the following properties in the / et ¢/ hadoop- kns/ conf / kns_env. sh
script:

KMS_SSL_KEYSTORE_FI LE
KMS_SSL_KEYSTORE_PASS

KMS_SSL_TRUSTSTORE_FI LE
KMB_SSL_TRUSTSTORE_PASS

Inthe / et ¢/ hadoop- kns/ t ontat - conf / conf/ directory, replace the server. xm file with the provided

ssl

-server. xm file.
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Create a TLS/SSL certificate for the KMS. As the kns user, use the Java keyt ool command to create the TLS/SSL
certificate:

$ keytool -genkey -alias tontat -keyalg RSA

You are asked a series of questions in an interactive prompt. It creates the keystore file, which is named .keystore and
located in the kns user home directory. The password you enter for the keystore must match the value of the
KM5_SSL_KEYSTORE_PASS environment variable set in the kns- env. sh script in the configuration directory.

The answer to "What is your first and last name?" (CN) must be the hostname of the machine where the KMS will be
running.

E’; Note: Restart the KMS for the configuration changes to take effect.

Configuring KMS Access Control Lists

Hadoop KMS supports a range of ACLs that control access to keys and key operations on a granular basis. ACLs can be
used, for instance, to only grant users access to certain keys. Restricting HDFS superusers from access to key material
is an important design requirement. This prevents a malicious superuser from having access to all the key material and
all the encrypted data, and thus being able to decrypt everything.

There are two categories of KMS ACLs:

1. KMS-wide: These ACLs specify the types of operations a user can perform. They are configured using the
hadoop. kns. acl . <OPERATI ON> and hadoop. kns. bl ackl i st. <OPERATI ON> parameters. The operations
are as follows:

e CREATE
e DELETE

e ROLLOVER

o GET

e GET_KEYS

e GET_METADATA

e SET_KEY_MATERI AL
e GENERATE_EEK

e DECRYPT_EEK

2. Key-specific: These ACLs are set in a per-key basis. They are configured using the
def aul t. key. acl . <OPERATI ON>, whi t el i st. key. acl . <OPERATI ON>, and
key. acl . <key_nane>. <OPERATI ON> parameters. The operations and their programmatic equivalents are as
follows:

e READ- get KeyVer si on, get KeyVersions, getMtadata, getKeysMetadata, getCurrentKey
e MANAGEMENT - cr eat eKey, del et eKey, roll over NewVer si on

e GENERATE_EEK - gener at eEncr ypt edKey, war mUpEncr ypt edKeys

e DECRYPT_EEK-decrypt Encrypt edKey

e ALL - All of the above

Thedef aul t . key. acl . <OPERATI ON> ACL applies to all keys for which an ACL has not been explicitly configured.
If no ACL is configured for a specific key, and no default ACL is configured for the requested operation, access is

denied.

E,’ Note: The default ACL does not support the ALL operation qualifier.



The KMS supports both whitelist and blacklist ACLs. Blacklist entries override whitelist entries. A user or group accessing
the KMS is first checked for inclusion in the ACL for the requested operation and then checked for exclusion in the
blacklist for the operation before access is granted.

The group membership used by ACL entries relies on the configured group mapping mechanism for HDFS. By default,
group membership is determined on the local Linux system running the KMS service. If you have configured HDFS to
use LDAP for group mapping, the group membership for the ACL entries is determined using the configured LDAP
settings. For more information about LDAP-based group membership, see Configuring LDAP Group Mappings on page
362.

The ACL syntax for both blacklist and whitelist entries is as follows:

e Users only:

user1, user 2, userN

E’; Note: There are no spaces following the commas separating the users in the list.

e Groups only:
nobody groupl, group2, gr oupN
E’; Note: There is a space between nobody and the comma-separated group list. The nobody user,

if it exists, must not have privileges to log in to or interact with the system. If you are uncertain
about its access privileges, specify a different nonexistent user in its place.

e Users and Groups:

user 1, user 2, user N groupl, group2, groupN

E’; Note: The comma-separated user list is separated from the comma-separated group list by a
space.

Configuring KMS Access Control Lists Using Cloudera Manager

Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)

o Important: See related Known Issue and listed workaround: KMS and Key Trustee ACLs do not work
in Cloudera Manager 5.3.

The KMS installation wizard includes an option to generate the recommended ACLs. To view or edit the ACLs:

1. Go to the KMS service.
2. Click Configuration.

3. In the Search field, type acl to show the Key Management Server Advanced Configuration Snippet (Safety Valve)
for kms-acls.xml (in the Key Management Server Default Group category).

. Add or edit the ACL properties according to your cluster configuration. See Recommended KMS Access Control
List on page 289 for example ACL entries.

. Click Save Changes.

. Return to the Home page by clicking the Cloudera Manager logo.
. Click ¥ to invoke the cluster restart wizard.

. Click Restart Stale Services.

. Click Restart Now.

H
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10 Click Finish.

Configuring Java KeyStore KMS Access Control Lists Using the Command Line

o Important:

¢ If you use Cloudera Manager, do not use these command-line instructions.

e This information applies specifically to CDH 5.7.x. If you use a lower version of CDH, see the
documentation for that version located at Cloudera Documentation.

KMS ACLs are defined in the / et ¢/ hadoop- kns/ conf / kns- acl s. xm configuration file. This file is hot-reloaded
when it changes. See Recommended KMS Access Control List on page 289 for recommended ACL entries.

Recommended KMS Access Control List

Cloudera recommends the following ACL definition for secure production settings. Replace keyadni n and
keyadm ngr oup with the user and group responsible for maintaining encryption keys.

E,i Note: If you are entering the ACL using Cloudera Manager, omit the surrounding <conf i gur ati on>
and </ conf i gur at i on> tags; Cloudera Manager adds this automatically.

<configuration>

<l--
KMS ACLs control which users can performvarious actions on the KNS,
and whi ch users and groups have access to which keys.
This file has the follow ng sections:
* ACLs for KMs operations
** Access to specific KVMS operations
** Bl acklists for those specific operations
* ACLs for keys
** Default ACLs for keys
** Whitelist ACLs for keys
** Key-specific ACLs
-->
<l--

KMS ACLs that govern access to specific key operations. |f access is not
granted for an operation here, then the operation is forbidden, even if
a key ACL allows it.

The ACL val ue should be either a username or a username and group nane
separated by whitespace.

A value of "*" (for the username or groupnane) indicates that

all users are granted access to that operation. Any operation for which
there is no ACL or an enpty (zero-length) ACL is treated as having an
ACL with a value of "*". To disallow all users, add an ACL with a
value of " ", a single space.

Note: This convention applies only to the KVs-1evel ACLs beginning with
" hadoop. kns. acl ' .
-->

<property>
<name>hadoop. kns. acl . CREATE</ nane>
<val ue>keyadm n keyadm ngr oup</ val ue>
<descri pti on>
ACL for create-key operations.
If the user is not in the GET ACL, the key material is not returned
as part of the response.
</ descri ption>
</ property>

<property>
<name>hadoop. kns. acl . DELETE</ nane>
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<val ue>keyadni n keyadm ngroup</val ue>
<descri ption>
ACL for del ete-key operations
</ descri pti on>
</ property>

<property>
<name>hadoop. kns. acl . ROLLOVER</ nanme>
<val ue>keyadni n keyadm ngr oup</val ue>
<descri ption>
ACL for rollover-key operations.
If the user does is not in the GET ACL, the key material is not returned
as part of the response
</ descri pti on>
</ property>

<property>
<name>hadoop. knms. acl . GET</ nanme>
<val ue></val ue>
<descri pti on>
ACL for get-key-version and get-current-key operations.
</ descri pti on>
</ property>

<property>
<name>hadoop. kns. acl . GET_KEYS</ nanme>
<val ue>keyadni n keyadm ngroup</val ue>
<descri ption>
ACL for get-keys operations
</ descri pti on>
</ property>

<property>
<name>hadoop. kns. acl . SET_KEY_MATERI AL</ nanme>
<val ue></val ue>
<descri pti on>
Conpl enentary ACL for CREATE and ROLLOVER operations to allow the client
to provide the key material when creating or rolling a key.
</ descri ption>
</ property>

<property>
<nane>hadoop. kns. acl . GENERATE_EEK</ nanme>
<val ue>hdf s supergroup</ val ue>
<descri pti on>
ACL for generateEncryptedKey CryptoExtension operations.
</ descri ption>
</ property>

<l--
KMS bl acklists to prevent access to operations. These settings override the
perni ssions granted by the KMS ACLs above.
The bl acklist value should be either a usernanme or a usernane and group name
separated by whitespace
A bl ank val ue indicates that no user is blacklisted fromthe operation. A
value of "*" (for either the username or groupnanme) indicates that all users
are bl acklisted fromthe operation. Any operation for which there is no
bl acklist will be treated as having a blacklist with an enpty val ue

-->

<l--

In this tenplate the hdfs user is blacklisted for everything except
GET_METADATA, GET_KEYS, and GENERATE_EEK. The GET and SET_KEY_MATERI AL
operations are blacklisted for all users since Hadoop users shoul d not
need to performthose operations, and access to the key material should
be as restricted as possible.

-->

<property>
<name>hadoop. kns. bl ackl i st. CREATE</ nanme>
<val ue>hdfs super gr oup</ val ue>



</ property>

<property>
<name>hadoop. kns. bl ackl i st. DELETE</ nanme>
<val ue>hdfs super gr oup</ val ue>

</ property>

<property>
<nanme>hadoop. kns. bl ackl i st. ROLLOVER</ name>
<val ue>hdf s supergroup</ val ue>

</ property>

<property>
<name>hadoop. kns. bl ackl i st. GET</ nane>
<val ue>*</val ue>

</ property>

<property>
<nanme>hadoop. kns. bl ackl i st. GET_KEYS</ name>
<val ue></val ue>

</ property>

<property>
<name>hadoop. kns. bl ackl i st. SET_KEY_MATERI AL</ name>
<val ue>*</val ue>

</ property>

<property>
<nanme>hadoop. kis. bl ackl i st. DECRYPT_EEK</ nanme>
<val ue>hdf s supergroup</val ue>

</ property>

<property>
<name>keyt rust ee. kns. acl . UNDELETE</ nanme>
<val ue></val ue>
<descri pti on>
ACL that grants access to the UNDELETE operation on all keys
Only used by Key Trustee KMS
</ descri ption>
</ property>

<property>
<nanme>keyt r ust ee. kns. acl . PURGE</ nane>
<val ue></val ue>
<descri pti on>
ACL that grants access to the PURGE operation on all keys.
Only used by Key Trustee KMS
</ descri pti on>
</ property>

<l--
Default key ACLs that govern access to key operations for key-operation pairs
that do not have a specific key ACL already. Specific key ACLs will override
the default key ACLs

The ACL val ue should be either a usernane or a usernanme and group name
separated by whitespace

An enpty value for an ACL indicates that no user is granted access to that
operation. A value of "*" (for the usernane or groupnane) indicates that
all users are granted access to that operation. Any operation for which
there is no ACL will be treated as having an ACL wth an enpty val ue.

-->

<property>
<name>def aul t . key. acl . MANAGEMENT</ nane>
<val ue></val ue>
<descri pti on>
Default ACL that grants access to the MANAGEMENT operation on all keys.
</ descri pti on>
</ property>

<property>



<name>def aul t . key. acl . GENERATE_EEK</ nane>
<val ue></val ue>
<descri pti on>
Default ACL that grants access to the GENERATE_EEK operation on all keys.
</ descri ption>
</ property>

<property>
<name>def aul t . key. acl . DECRYPT_EEK</ nane>
<val ue></val ue>
<descri pti on>
Default ACL that grants access to the DECRYPT_EEK operation on all Kkeys.
</ descri ption>
</ property>

<property>
<nanme>def aul t . key. acl . READ</ nane>
<val ue></val ue>
<descri pti on>
Default ACL that grants access to the READ operation on all keys.
</ descri ption>
</ property>

<l--
Whitelist key ACLs that grant access to specific key operations. Any
perm ssions granted here will be added to whatever perm ssions are granted
by the specific key ACL or the default key ACL. Note that these whitelist
ACLs grant access to operations on specific keys. If the operations
t hensel ves are not all owed because of the KM5 ACLs/ bl acklists, then the
operation will not be permtted, regardl ess of the whitelist settings

The ACL val ue should be either a usernane or a usernane and group name
separated by whitespace

An enpty value for an ACL indicates that no user is granted access to that
operation. A value of "*" (for the usernane or groupnane) indicates that
all users are granted access to that operation. Any operation for which
there is no ACL will be treated as having an ACL wth an enpty val ue.

-->

<property>
<name>whi t el i st. key. acl . MANAGEMENT</ nane>
<val ue>keyadni n keyadm ngroup</val ue>
<descri ption>
VWhitelist ACL for MANAGEMENT operations for all keys.
</ descri pti on>
</ property>

<property>
<nanme>whi t el i st. key. acl . READ</ nanme>
<val ue>hdfs super gr oup</ val ue>
<descri pti on>
VWhitelist ACL for READ operations for all keys.
</ descri pti on>
</ property>

<property>
<name>whi t el i st. key. acl . GENERATE_EEK</ nane>
<val ue>hdfs super gr oup</ val ue>
<descri pti on>
VWhitelist ACL for GENERATE_EEK operations for all keys.
</ descri pti on>
</ property>

<property>
<name>whi t el i st. key. acl . DECRYPT_EEK</ nanme>
<val ue>keyadni n keyadm ngroup</val ue>
<descri ption>
VWhitelist ACL for DECRYPT_EEK operations for all keys.
</ descri pti on>
</ property>

<l--



Key ACLs that grant access to specific key operations. Any permni ssions
granted here are added to whatever pernissions are granted by the whitelists.
The key ACL nane shoul d be key. acl . <keynane>. <OPERATI ON>

The ACL val ue should be either a username or a username and group nane
separated by whitespace

An empty value for an ACL indicates that no user is granted access to that
operation. A value of "*" (for the usernane or groupnane) indicates that

all users are granted access to that operation. Any key operation for which
there is no ACL will default to the default ACL for the operation

Normal | y addi ng users or groups for a specific key and DECRYPT_EEK is
sufficient to allow access to data protected with HDFS data at rest
encryption.

-->

<l--
The following ACLs are required for proper functioning of services.
CM does not create keys or encryption zones, however our best practices
recomrend encryption zones on certain directories. Bel ow we assune that
the user has followed our recommended nanmi ng schene and naned the keys
according to our best practices: "hive-key" for the hive service,
"hbase- key" for the hbase service, etc. If the key nanmes are different,

none of this will work out of the box, and you will need to edit these
ACLs to natch your key names
-->

<property>
<name>key. acl . hi ve- key. DECRYPT_EEK</ nane>
<val ue>hi ve hive</val ue>
<descri pti on>
G ves the hive user and the hive group access to the key naned "hive-key".
This allows the hive service to read and wite files in /user/hive/l.
Al so note that the inpala user ought to be a nmenber of the hive group
in order to enjoy this same access
</ descri ption>
</ property>

<property>
<nane>key. acl . hi ve- key. READ</ nane>
<val ue>hi ve hive</val ue>
<descri pti on>
Requi red because hive conpares key strengths when joining tables.
</ descri ption>
</ property>

<property>
<name>key. acl . hbase- key. DECRYPT_EEK</ name>
<val ue>hbase hbase</val ue>
<descri pti on>
G ves the hbase user and hbase group access to the key named "hbase-key".
This allows the hbase service to read and wite files in /hbase
</ descri pti on>
</ property>

<property>
<name>key. acl . sol r - key. DECRYPT_EEK</ nane>
<val ue>sol r sol r</val ue>
<descri pti on>
G ves the solr user and solr group access to the key named "sol r-key".
This allows the solr service to read and wite files in /solr
</ descri ption>
</ property>

<property>

<nane>key. acl . mapr ed- key. DECRYPT_EEK</ nane>

<val ue>mapr ed, yarn hadoop</ val ue>

<descri pti on>
G ves the napred user and mapred group access to the key naned "napred-key".
This all ows mapreduce to read and wite files in /user/history.
This is required by YARN.

</ descri ption>



</ property>

<property>
<name>key. acl . hue- key. DECRYPT_EEK</ nanme>
<val ue>oo0zi e, hue oozi e, hue</ val ue>
<descri pti on>
G ves the appropriate users and groups access to the key nanmed "hue-key".
This allows hue and oozie to read and wite files in /user/hue.
Qozie is required here because it will attenpt to access workflows in
/ user/ hue/ oozi e/ wor kspaces.
</ descri ption>
</ property>

<l-- This exanple is required if there are encryption zones on user’s hone
directories. -->
<l--
<property>
<name>key. acl . user nane- key. DECRYPT_EEK</ nane>
<val ue>user nane user nane, hi ve, hbase, sol r, oozi e, hue, yar n</ val ue>
<descri pti on>
Designed to be placed on a key that protects the EZ /user/usernane,
and assumes that the key name is al so "usernanme-key", this shows that
a nunmber of services may want to reach in to access data. Renpve
those are are not needed for your use-case
</ descri ption>
</ property>
-->

</ configuration>

Configuring Java KeyStore KMS Delegation Tokens Using the Command Line

o Important:

¢ If you use Cloudera Manager, do not use these command-line instructions.
¢ This information applies specifically to CDH 5.7.x. If you use a lower version of CDH, see the
documentation for that version located at Cloudera Documentation.

Configure KMS delegation token secret manager using the following properties:

<property>
<nanme>hadoop. kns. aut henti cati on. del egati on-t oken. updat e-i nterval . sec</ nane>
<val ue>86400</ val ue>
<descri ption>
How often the nmaster key is rotated, in seconds. Default value 1 day.
</ descri pti on>
</ property>

<property>
<name>hadoop. kns. aut henti cati on. del egati on-t oken. max-1ifetime.sec</ name>
<val ue>604800</ val ue>
<descri ption>
Maxi mum lifetine of a delegation token, in seconds. Default value 7 days.
</ descri pti on>
</ property>

<property>
<name>hadoop. kns. aut henti cati on. del egati on-token. renew i nterval . sec</ nane>
<val ue>86400</ val ue>
<descri pti on>
Renewal interval of a delegation token, in seconds. Default value 1 day.
</ descri pti on>
</ property>

<property>
<name>hadoop. kns. aut henti cati on. del egati on-t oken. renoval - scan-i nt erval . sec</ nane>
<val ue>3600</ val ue>
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<descri pti on>
Scan interval to renpve expired del egati on tokens.
</ descri ption>
</ property>

Migrating Keys from a Java KeyStore to Cloudera Navigator Key Trustee Server

You can migrate keys from an existing Java KeyStore (JKS) to Key Trustee Server to improve security, durability, and
scalability. If you are using the Java KeyStore KMS service, and want to use Key Trustee Server as the backing key store
for HDFS Transparent Encryption on page 267, use the following procedure.

This procedure assumes that the Java KeyStore (JKS) is on the same host as the new Key Trustee KMS service.

1. Stop the Java KeyStore KMS service.

2. Add and configure the Key Trustee KMS service, and configure HDFS to use it for its KMS Service setting. For more
information about how to install Key Trustee KMS, see Installing Key Trustee KMS. Restart the HDFS service and
redeploy client configuration for this to take effect: Home > Cluster-wide [-] > Deploy Client Configuration

3. Add the following to the Key Management Server Proxy Advanced Configuration Snippet (Safety Valve) for
kms-site.xml (Key Trustee KMS Service > Configuration > Category > Advanced):

<property>
<name>hadoop. kns. key. provi der. uri </ name>

<val ue>keytrustee: //fil e@var/lik/ kns-keytrust ee/ keytrustee/ . keytrustee/,jceks://fil e@pat bt o kns. keyst ore</ val ue>

<description>URl of the backing KeyProvider for the KMS</description>
</ property>

<property>
<nanme>hadoop. security. keystore. | ava- keyst ore-provi der. password-fi |l e</ nane>
<val ue>/t np/ passwor d. t xt </ val ue>
<descri ption>Java KeyStore password fil e</description>

</ property>

If the Java KeyStore is not password protected, omit the
hadoop. security. keystore.java-keystore-provider. password-fil e property.

4. Click Save Changes and restart the Key Trustee KMS service. If the Java KeyStore is not password protected, skip
tostep 7.

5. Create the file
[var/libl keytrustee-kns/tontat - depl oyment / webapps/ kns/ WEB- | NF/ cl asses/ t np/ passwor d. t xt
and add the Java KeyStore password to it.

6. Change the ownership of
/var/libl keytrustee-kns/tontat - depl oynment / webapps/ knms/ WEB- | NF/ cl asses/ t np/ passwor d. t xt
tokms: kns:

$ sudo chown kns: kns
/var/libl/keytrustee-kns/tontat-depl oyment /webapps/ kns/ VEEB- | NF/ cl asses/ t np/ passwor d. t xt

7. From the host running the Key Trustee KMS service, if you have not configured Kerberos and TLS/SSL, run the
following command:

$ curl -L -d "trusteeQp=nigrate"
"http://kns01. exanpl e. com 16000/ kns/ v1/ t r ust ee/ key/ m gr at e?user . nane=user nane& r ust eeCp=ni gr at e"

If you have configured Kerberos and TLS/SSL, use the following command instead:

$ curl --negotiate -u : -L -d "trusteeQp=m grate"
"https://kns01. exanpl e. com 16000/ kns/ v1/ t r ust ee/ key/ m gr at e?user . nane=user nane& r ust eeQp=m gr at e"
--cacert /path/to/kns/cert



8. Monitor/ var/ | og/ kns- keyt r ust ee/ kns. | ogand/ var/ | og/ kns- keyt r ust ee/ kirs- cat al i na. <dat e>. | og
to verify that the migration is successful. You can also run sudo -u <key_admi n> hadoop key |i st to verify
that the keys are listed.

9. After you have verified that the migration is successful, remove the safety valve entry used in step 3 and restart
the Key Trustee KMS service.

Configuring CDH Services for HDFS Encryption

The following topics contain recommendations for setting up HDFS Transparent Encryption on page 267 with various
CDH services.

o Important: HDFS encryption does not support file transfer (reading, writing files) between zones
through WebHDFS. For web-based file transfer between encryption zones managed by HDFS, use
HttpFS with a load balancer instead.

o Important: Encrypting/ t np using HDFS encryption is not supported.

Hive

HDFS encryption has been designed so that files cannot be moved from one encryption zone to another or from
encryption zones to unencrypted directories. Therefore, the landing zone for data when using the LOAD DATA | NPATH
command must always be inside the destination encryption zone.

To use HDFS encryption with Hive, ensure you are using one of the following configurations:

Single Encryption Zone

With this configuration, you can use HDFS encryption by having all Hive data inside the same encryption zone. In
Cloudera Manager, configure the Hive Scratch Directory (hi ve. exec. scr at chdi r ) to be inside the encryption zone.

Recommended HDFS Path: / user/ hi ve
To use the auto-generated KMS ACLs, make sure you name the encryption key hi ve- key.

For example, to configure a single encryption zone for the entire Hive warehouse, you can rename / user/ hi ve to
[ user/ hi ve- ol d, create an encryption zone at/ user/ hi ve, and then di st cp all the data from/ user/ hi ve- ol d
to/ user/ hive.

In Cloudera Manager, configure the Hive Scratch Directory (hi ve. exec. scr at chdi r) to be inside the encryption
zone by setting it to/ user/ hi ve/ t np, ensuring that permissions are 1777 on/ user/ hi ve/t np.

Multiple Encryption Zones

With this configuration, you can use encrypted databases or tables with different encryption keys. To read data from
read-only encrypted tables, users must have access to a temporary directory that is encrypted at least as strongly as
the table.

For example:

1. Configure two encrypted tables, ezTbl 1 and ezThl 2.
2. Create two new encryption zones, / dat a/ ezTbl 1 and / dat a/ ezThl 2.
3. Load data to the tables in Hive using LOAD statements.

For more information, see Changed Behavior after HDFS Encryption is Enabled on page 297.

Other Encrypted Directories

e LOCALSCRATCHDI R: The MapJoin optimization in Hive writes HDFS tables to a local directory and then uploads
them to the distributed cache. To ensure these files are encrypted, either disable MapJloin by setting



hi ve. aut 0. convert.joi ntof al se, or encrypt the local Hive Scratch directory
(hi ve. exec. | ocal . scrat chdi r) using Cloudera Navigator Encrypt.

e DOWNLOADED RESOURCES DI R: JARs that are added to a user session and stored in HDFS are downloaded to
hi ve. downl oaded. r esour ces. di r on the HiveServer2 local filesystem. To encrypt these JAR files, configure
Cloudera Navigator Encrypt to encrypt the directory specified by hi ve. downl oaded. resources. dir.

¢ NodeManager Local Directory List: Hive stores JARs and MapJoin files in the distributed cache. To use MapJoin
or encrypt JARs and other resource files, the yar n. nodemanager . | ocal - di r s YARN configuration property
must be configured to a set of encrypted local directories on all nodes.

Changed Behavior after HDFS Encryption is Enabled

¢ Loading data from one encryption zone to another results in a copy of the data. Distcp is used to speed up the
process if the size of the files being copied is higher than the value specified by H VE_EXEC COPYFI LE_NMAXSI ZE.
The minimum size limit for H VE_EXEC _COPYFI LE_MAXSI ZE is 32 MB, which you can modify by changing the
value for the hi ve. exec. copyfi | e. maxsi ze configuration property.

¢ When loading data to encrypted tables, Cloudera strongly recommends using a landing zone inside the same
encryption zone as the table.

— Example 1: Loading unencrypted data to an encrypted table - Use one of the following methods:

— If you are loading new unencrypted data to an encrypted table, use the LOAD DATA ... statement.
Because the source data is not inside the encryption zone, the LOAD statement results in a copy. For this
reason, Cloudera recommends landing data that you need to encrypt inside the destination encryption
zone. You can use di st cp to speed up the copying process if your data is inside HDFS.

— Ifthe data to be loaded is already inside a Hive table, you can create a new table with a LOCATI ONinside
an encryption zone as follows:

CREATE TABLE encrypted_tabl e [ STORED AS] LOCATION ... AS SELECT * FROM <unencrypt ed_t abl e>

The location specified in the CREATE TABLE statement must be inside an encryption zone. Creating a
table pointing LOCATI ONto an unencrypted directory does not encrypt your source data. You must copy
your data to an encryption zone, and then point LOCATI ONto that zone.

— Example 2: Loading encrypted data to an encrypted table - If the data is already encrypted, use the CREATE
TABLE statement pointing LOCATI ONto the encrypted source directory containing the data. This is the fastest
way to create encrypted tables.

CREATE TABLE encrypted_table [ STORED AS] LOCATION ... AS SELECT * FROM
<encrypted_source_directory>

e Users reading data from encrypted tables that are read-only must have access to a temporary directory which is
encrypted with at least as strong encryption as the table.

e Temporary data is now written to a directory named . hi ve- st agi ng in each table or partition

e Previously, an | NSERT OVERWRI TE on a partitioned table inherited permissions for new data from the existing
partition directory. With encryption enabled, permissions are inherited from the table.

KMS ACL Configuration for Hive

When Hive joins tables, it compares the encryption key strength for each table. For this operation to succeed, you
must configure the KMS ACLs to allow the hi ve user and group READ access to the Hive key:

<property>
<name>key. acl . hi ve- key. READ</ nanme>
<val ue>hi ve hive</val ue>

</ property>



If you have restricted access to the GET_METADATA operation, you must grant permission for it to the hi ve user or
group:

<property>
<name>hadoop. kns. acl . GET_METADATA</ nanme>
<val ue>hi ve hive</val ue>

</ property>

If you have disabled HiveServer2 Impersonation on page 138 (for example, to use Apache Sentry), you must configure
the KMS ACLs to grant DECRYPT_EEK permissions to the hi ve user, as well as any user accessing data in the Hive
warehouse.

Cloudera recommends creating a group containing all Hive users, and granting DECRYPT_EEK access to that group.

For example, suppose userj doe (home directory/ user/ j doe) is a Hive user and a member of the group hi ve- user s.
The encryption zone (EZ) key for / user / j doe is named j doe- key, and the EZ key for / user/ hi ve is hi ve- key. The
following ACL example demonstrates the required permissions:

<property>
<nane>key. acl . hi ve- key. DECRYPT_EEK</ nane>
<val ue>hi ve hive-users</val ue>

</ property>

<property>
<nane>key. acl . j doe- key. DECRYPT_EEK</ nane>
<val ue>j doe, hi ve</ val ue>

</ property>

If you have enabled HiveServer2 impersonation, data is accessed by the user submitting the query or job, and the user
account (j doe in this example) may still need to access data in their home directory. In this scenario, the required
permissions are as follows:

<property>
<name>key. acl . hi ve- key. DECRYPT_EEK</ nane>
<val ue>nobody hi ve-users</val ue>

</ property>

<property>
<nanme>key. acl . j doe- key. DECRYPT_EEK</ nane>
<val ue>j doe</ val ue>

</ property>

Impala

Recommendations

e |f HDFS encryption is enabled, configure Impala to encrypt data spilled to local disk.

* In releases lower than Impala 2.2.0 / CDH 5.4.0, Impala does not support the LOAD DATA statement when the
source and destination are in different encryption zones. If you are running an affected release and need to use
LOAD DATA with HDFS encryption enabled, copy the data to the table's encryption zone prior to running the
statement.

¢ Use Cloudera Navigator to lock down the local directory where Impala UDFs are copied during execution. By
default, Impala copies UDFs into / t np, and you can configure this location through the - -1 ocal _|i brary_dir
startup flag for the i npal ad daemon.

¢ Limit the rename operations for internal tables once encryption zones are set up. Impala cannot do an ALTER
TABLE RENAME operation to move an internal table from one database to another, if the root directories for
those databases are in different encryption zones. If the encryption zone covers a table directory but not the
parent directory associated with the database, Impala cannot do an ALTER TABLE RENAME operation to rename
an internal table, even within the same database.



e Avoid structuring partitioned tables where different partitions reside in different encryption zones, or where any
partitions reside in an encryption zone that is different from the root directory for the table. Impala cannot do an
I NSERT operation into any partition that is not in the same encryption zone as the root directory of the overall
table.

e |f the data files for a table or partition are in a different encryption zone than the HDFS trashcan, use the PURGE
keyword at the end of the DROP TABLE or ALTER TABLE DROP PARTI Tl ONstatement to delete the HDFS data
files immediately. Otherwise, the data files are left behind if they cannot be moved to the trashcan because of
differing encryption zones. This syntax is available in Impala 2.3 / CDH 5.5 and higher.

Steps

Starteveryi npal ad process with the - - di sk_spi | | _encrypti on=t r ue flag set. This encrypts all spilled data using
AES-256-CFB. Set this flag by selecting the Disk Spill Encryption checkbox in the Impala configuration (Impala service >
Configuration > Category > Security).

o Important: Impala does not selectively encrypt data based on whether the source data is already
encrypted in HDFS. This results in at most 15 percent performance degradation when data is spilled.

KMS ACL Configuration for Impala

Clouderarecommends making the i npal a user a member of the hi ve group, and following the ACL recommendations
in KMS ACL Configuration for Hive on page 297.

HBase

Recommendations

Make / hbase an encryption zone. Do not create encryption zones as subdirectories under / hbase, because HBase
may need to rename files across those subdirectories. When you create the encryption zone, name the key hbase- key
for use with the Recommended KMS Access Control List on page 289.

Steps
On a cluster without HBase currently installed, create the / hbase directory and make that an encryption zone.
On a cluster with HBase already installed, perform the following steps:

1. Stop the HBase service.

. Move data from the / hbase directory to/ hbase-t np.

. Create an empty / hbase directory and make it an encryption zone.

. Distcp all data from / hbase- t np to/ hbase, preserving user-group permissions and extended attributes.
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. Start the HBase service and verify that it is working as expected.
6. Remove the / hbase- t np directory.

KMS ACL Configuration for HBase
In the KMS ACLs, grant the hbase user and group DECRYPT_EEK permission for the HBase key:

<property>
<name>key. acl . hbase- key. DECRYPT_EEK</ nanme>
<val ue>hbase hbase</val ue>
</ descri pti on>

</ property>



Search

Recommendations

Make / sol r an encryption zone. When you create the encryption zone, name the key sol r - key for use with the
Recommended KMS Access Control List on page 289.

Steps
On a cluster without Solr currently installed, create the / sol r directory and make that an encryption zone.
On a cluster with Solr already installed:

1. Create an empty/ sol r - t np directory.

2. Make / sol r -t np an encryption zone.

3. DistCp all data from / sol r into/ sol r-t np.

4. Remove / sol r,and rename/solr-tnpto/solr.

KMS ACL Configuration for Search
In the KMS ACLs, grant the sol r user and group DECRYPT_EEK permission for the Solr key:

<property>
<name>key. acl . sol r - key. DECRYPT_EEK</ nane>
<val ue>sol r sol r</val ue>
</ descri pti on>

</ property>

Sqoop

Recommendations

¢ For Hive support: Ensure that you are using Sqoop with the - - t ar get - di r parameter set to a directory that is
inside the Hive encryption zone. For more details, see Hive on page 296.

¢ For append/incremental support: Make sure that the sqoop. t est . i nport.root Di r property points to the
same encryption zone as the - -t ar get - di r argument.

¢ For HCatalog support: No special configuration is required.

Hue

Recommendations

Make / user / hue an encryption zone because Oozie workflows and other Hue-specific data are stored there by default.
When you create the encryption zone, name the key hue- key for use with the Recommended KMS Access Control
List on page 289.

Steps
On a cluster without Hue currently installed, create the / user / hue directory and make it an encryption zone.
On a cluster with Hue already installed:

1. Create an empty/ user/ hue-t np directory.

2. Make / user/ hue-t np an encryption zone.

3. DistCp all data from / user/ hue into/ user/ hue-t np.

4. Remove / user/ hue and rename / user/ hue-t np to/ user/ hue.



KMS ACL Configuration for Hue
In the KMS ACLs, grant the hue and oozi e users and groups DECRYPT_EEK permission for the Hue key:

<property>
<name>key. acl . hue- key. DECRYPT_EEK</ nanme>
<val ue>oo0zi e, hue oozi e, hue</ val ue>

</ property>

Spark

Recommendations

e By default, application event logs are stored at / user/ spar k/ appl i cati onHi st ory, which can be made into
an encryption zone.

e Spark also optionally caches its JAR file at / user/ spar k/ shar e/ | i b (by default), but encrypting this directory
is not required.

e Spark does not encrypt shuffle data. To do so, configure the Spark local directory, spar k. | ocal . di r (in Standalone
mode), to reside on an encrypted disk. For YARN mode, make the corresponding YARN configuration changes.

KMS ACL Configuration for Spark

In the KMS ACLs, grant DECRYPT_EEK permission for the Spark key to the spar k user and any groups that can submit
Spark jobs:

<property>
<name>key. acl . spar k- key. DECRYPT_EEK</ nane>
<val ue>spark spark-users</val ue>

</ property>

MapReduce and YARN
MapReduce v1

Recommendations

MRuv1 stores both history and logs on local disks by default. Even if you do configure history to be stored on HDFS, the
files are not renamed. Hence, no special configuration is required.

MapReduce v2 (YARN)

Recommendations

Make / user / hi st ory a single encryption zone, because history files are moved between the i nt er nedi at e and
done directories, and HDFS encryption does not allow moving encrypted files across encryption zones. When you
create the encryption zone, name the key mapr ed- key to take advantage of auto-generated KMS ACLs.

Steps
On a cluster with MRv2 (YARN) installed, create the / user/ hi st ory directory and make that an encryption zone.
If / user/ hi st ory already exists and is not empty:

1. Create an empty / user/ hi st ory-t np directory.

2. Make / user/ hi st ory-t np an encryption zone.

3. DistCp all data from / user/ hi st ory into/ user/ hi st ory-t np.

4. Remove / user/ hi st ory and rename/ user/ hi story-tnpto/user/history.



KMS ACL Configuration for MapReduce

In the KMS ACLs, grant DECRYPT_EEK permission for the MapReduce key to the napr ed and yar n users and the
hadoop group:

<property>
<name>key. acl . mapr ed- key. DECRYPT_EEK</ nane>
<val ue>mapr ed, yarn hadoop</ val ue>
</ descri pti on>

</ property>

Troubleshooting HDFS Encryption

This topic contains HDFS Encryption-specific troubleshooting information in the form of issues you might face when
encrypting HDFS files/directories and their workarounds.

KMS server jute buffer exception

Description
You see the following error when the KMS (for example, as a ZooKeeper client) jute buffer size is insufficient to hold
all the tokens:

2017-01- 31 21:23: 56,416 WARN or g. apache. zookeeper. d i ent Cnxn: Sessi on 0x259f 5f b3c1000f b
for server exanple.cloudera.conf 10.172.0.1: 2181, unexpected error, closing socket

connection and attenpting reconnect

java.io. | CException: Packet |en4196356 is out of range!

Solution

Increase the jute buffer size and restart the KMS. In Cloudera Manager, go to the KMS Configuration page, and in the
Additional Java Configuration Options for KMS (kns_j ava_opt s) field, enter

- Oj ut e. maxbuf f er =<nunber _of _byt es>. Restart the KMS.

Retrieval of encryption keys fails

Description
You see the following error when trying to list encryption keys

user 1@xanpl e- sl es-4: ~> hadoop key Ii st
Cannot |ist keys for KeyProvider: KWMSCientProvider[https:
/I exanpl e- sl es- 2. exanpl e. com 16000/ kns/v1/]: Retrieval of all keys fail ed.

Solution
Make sure your truststore has been updated with the relevant certificate(s), such as the Key Trustee server certificate.

DistCp between unencrypted and encrypted locations fails

Description

By default, DistCp compares checksums provided by the filesystem to verify that data was successfully copied to the
destination. However, when copying between unencrypted and encrypted locations, the filesystem checksums will
not match since the underlying block data is different.

Solution
Specify the - ski pcr ccheck and - updat e distcp flags to avoid verifying checksums.



Cannot move encrypted files to trash

Description

With HDFS encryption enabled, you cannot move encrypted files or directories to the trash directory.

Solution

To remove encrypted files/directories, use the following command with the - ski pTr ash flag specified to bypass trash.

rm-r -skipTrash /testdir

NameNode - KMS communication fails after long periods of inactivity

Description

Encrypted files and encryption zones cannot be created if a long period of time (by default, 20 hours) has passed since
the last time the KMS and NameNode communicated.

Solution

o Important: Upgrading your cluster to the latest CDH 5 release will fix this problem. For instructions,
see Upgrading from an Earlier CDH 5 Release to the Latest Release.

For lower CDH 5 releases, there are two possible workarounds to this issue :

* You can increase the KMS authentication token validity period to a very high number. Since the default value is
10 hours, this bug will only be encountered after 20 hours of no communication between the NameNode and the
KMS. Add the following property to the kns- si t e. xnd Safety Valve:
<property>
<name>hadoop. kns. aut henti cati on. t oken. val i di t y</ name>

<val ue>SOVE VERY HI GH NUMBER</ val ue>
</ property>

¢ You can switch the KMS signature secret provider to the string secret provider by adding the following property
to the kns-si t e. xnl Safety Valve:
<property>
<nanme>hadoop. kns. aut henti cati on. si gnat ure. secr et </ name>

<val ue>SOVE VERY SECRET STRI NG</val ue>
</ property>

Cloudera Navigator Key Trustee Server

Cloudera Navigator Key Trustee Server is an enterprise-grade virtual safe-deposit box that stores and manages
cryptographic keys and other security artifacts. With Navigator Key Trustee Server, encryption keys are separated from
the encrypted data, ensuring that sensitive data is still protected in the event that unauthorized users gain access to
the storage media.

Key Trustee Server protects these keys and other critical security objects from unauthorized access while enabling
compliance with strict data security regulations. For added security, Key Trustee Server can integrate with a hardware
security module (HSM). See Cloudera Navigator Key HSM on page 321 for more information.

In conjunction with the Key Trustee KMS, Navigator Key Trustee Server can serve as a backing key store for HDFS
Transparent Encryption on page 267, providing enhanced security and scalability over the file-based Java KeyStore used
by the default Hadoop Key Management Server.

Cloudera Navigator Encrypt on page 327 also uses Key Trustee Server for key storage and management.

For instructions on installing Key Trustee Server, see Installing Cloudera Navigator Key Trustee Server.




For instructions on configuring Key Trustee Server, continue reading:

Backing Up and Restoring Key Trustee Server and Clients

Key Trustee Server high availability applies to read operations only. If either Key Trustee Server fails, the client
automatically retries fetching keys from the functioning server. New write operations (for example, creating new
encryption keys) are not allowed unless both Key Trustee Servers are operational.

If a Key Trustee Server fails catastrophically, you must restore it from backup to a new host with the same hostname
and IP address as the failed host. Cloudera does not support PostgreSQL promotion to convert a passive Key Trustee
Server to an active Key Trustee Server.

Cloudera strongly recommends regularly backing up Key Trustee Server databases and configuration files. Because
these backups contain encryption keys and encrypted deposits, you must ensure that your backup repository is as
secure as the Key Trustee Server.

You must also back up client configuration files and keys for Key Trustee Server clients, such as Key Trusteee KMS and
Navigator Encrypt clients.

E,i Note: In an HA configuration, the backup need only be performed on one of the hosts for Key Trustee
Server and the Key Trustee KMS. For Key Trustee Server, run the backup on the active server. For Key
Trustee KMS, you can run the backup on any instance.

Backing Up Key Trustee Server and Key Trustee KMS Using the ktbackup.sh Script

Key Trustee Server 5.7 and higher includes a script, kt backup. sh, to simplify and automate backing up Key Trustee
Server. Key Trustee KMS 5.7 and higher include the same script for backing up Key Trustee KMS.

When run on a Key Trustee Server host, the script creates a tarball containing the Key Trustee Server private GPG keys
and the PostgreSQL database. When run on a Key Trustee KMS host, the script creates a tarball containing the Key
Trustee KMS private GPG keys and configuration file.

To preserve the security of the backup, you must specify a GPG recipient. Because this recipient is the only entity that
can decrypt the backup, the recipient must be someone authorized to access the Key Trustee Server database, such
as a key administrator.

Creating and Importing a GPG Key for Encrypting and Decrypting Backups

If the key administrator responsible for backing up and restoring Key Trustee Server and Key Trustee KMS does not
already have a GPG key pair, they can create one using the gpg - - gen- key command. The following example
demonstrates this procedure:

E’; Note: By default, gpg - - gen- key fails at the password prompt if you have logged in to your user
account with the su command. You must log in to the SSH session with the user account for which
you want to generate the GPG key pair.

[j ohn. doe@ackup-host ~]$ gpg --gen-key

gpg (GwuPG 2.0.14; Copyright (C) 2009 Free Software Foundation, Inc.
This is free software: you are free to change and redistribute it.
There is NO WARRANTY, to the extent pernitted by |aw.

Pl ease sel ect what kind of key you want:
(1) RSA and RSA (default)
(2) DSA and El gamal
(3) DSA (sign only)
(4) RSA (sign only)
Your selection? 1
RSA keys may be between 1024 and 4096 bits |ong.
VWhat keysize do you want ? (2048)
Request ed keysize is 2048 bits
Pl ease specify how | ong the key shoul d be valid.
0 = key does not expire



<n> = key expires in n days

<n>w = key expires in n weeks
<n>m = key expires in n nonths
<n>y = key expires in n years

Key is valid for? (0)
Key does not expire at all
Is this correct? (y/N vy

GhuPG needs to construct a user IDto identify your key.

Real nane: John Doe
Emai | address: john. doe@xanpl e. com
Comment : Key Trustee Backup
You sel ected this USER-ID:
"John Doe (Key Trustee Backup) <john.doe@xanpl e.com"

Change (N)ame, (CQoment, (E)ymail or (Okay/(Quit? O
You need a Passphrase to protect your secret key.

can't connect to “/hone/john. doe/.gnupg/S. gpg-agent': No such file or directory
gpg- agent [ 10638]: directory " /hone/john.doe/.gnupg/ private-keys-vl.d created
W need to generate a |lot of randombytes. It is a good idea to perform

sonme other action (type on the keyboard, nove the nouse, utilize the

di sks) during the prinme generation; this gives the random nunber

generator a better chance to gain enough entropy.

W need to generate a |lot of randombytes. It is a good idea to perform

sonme other action (type on the keyboard, nove the nouse, utilize the

di sks) during the prinme generation; this gives the random nunber

generator a better chance to gain enough entropy.

gpg: /hone/john. doe/. gnupg/trustdb. gpg: trustdb created

gpg: key 0936CB67 marked as ultimately trusted

public and secret key created and signed.

gpg: checking the trustdb
gpg: 3 marginal (s) needed, 1 conplete(s) needed, PGP trust nodel
gpg: depth: 0 wvalid: 1 signed: O trust: 0-, 0g, On, Om Of, 1u
pub  2048R/ 0936CB67 2016-02-10

Key fingerprint = CE57 FDED 3AFE E67D 2041 9EBF E64B 7D00 0936 CB67
uid John Doe (Key Trustee Backup) <john.doe@xanple.conr
sub  2048R/ 52A6FC5C 2016- 02- 10

After the GPG key pair is generated, you can export the public key:
[j ohn. doe@ackup-host ~]$ gpg --arnor --output /path/to/johndoe.pub --export 'John Doe'

Copy the public key (j ohndoe. pub in this example) to the Key Trustee Server or Key Trustee KMS host, and import it
into the service account keyring (keyt r ust ee for Key Trustee Server and kns for Key Trustee KMS):

¢ On the Key Trustee Server host:

$ sudo -u keytrustee gpg --inport /path/to/johndoe.pub

e On the Key Trustee KMS host:

$ sudo -u kns gpg --inport /path/to/johndoe. pub

Running the ktbackup.sh Script

You must run kt backup. sh as the service account. The location of the script depends on the service and installation
method. See the following table for the script location and default service account for package- and parcel-based
installations for Key Trustee Server and Key Trustee KMS.



Table 22: Backup Script Locations

Service Service Account Parcel-Based Installation | Package-Based Installation
Key Trustee Server keytrustee [qt/daeaas HYFRIERRkiatgpd)| / usr / bi n/ kt backup. sh
Key Trustee KMS ks /qi/d adrdac s KYREktakpd| /i8/dadietngeslepoidy/brikiakgps

The following table lists the command options for kt backup. sh.

Table 23: Command Options for ktbackup.sh

Command Option

Description

-c, --confdir=CONFDI R

Specifies the Key Trustee configuration directory. Defaults
to/var/lib/keytrustee/.keytrustee for
parcel-based Key Trustee Server. For Key Trustee KMS and
package-based Key Trustee Server, you must specify this
option.

- - dat abase- por t =PORT

Specifies the Key Trustee Server database port. Defaults
to 11381 for parcel-based installations. For package-based
Key Trustee Server installations, you must specify this
option.

--gpg-reci pi ent =GPG_RECI PlI ENT

Specifies the GPG recipient. The backup is encrypted with
the public key of the specified recipient. The GPG recipient
public key must be imported into the service account
keyring before running the script. See Creating and
Importing a GPG Key for Encrypting and Decrypting
Backups on page 304 for more information.

--cl eartext

Outputs an unencrypted tarball. To preserve the security
of the cryptographic keys, do not use this option in
production environments.

--output=D R

Specifies the output directory for the tarball. Defaults to
/var/1ib/ keytrust ee for parcel-based Key Trustee
Server. For Key Trustee KMS and package-based Key
Trustee Server, you must specify this option.

-q, --quiet

Suppresses console log messages and, if successful, returns
only the backup tarball file path. This is useful for
automating backups.

--verbose

Outputs additional log messages to the console for
debugging.

The following examples demonstrate the command usage for different scenarios:

e To back up a parcel-based Key Trustee Server, specifying the GPG recipient by name:

$ sudo -u keytrustee /opt/clouderalparcel s/ KEYTRUSTEE_SERVER/ bi n/ kt backup. sh

--gpg-reci pi ent =" John Doe'

e To back up a parcel-based Key Trustee KMS, specifying the GPG recipient by email:

$ sudo -u kns /opt/cl ouderal parcel s/ KEYTRUSTEE/ bi n/ kt backup. sh -c¢
/var/lib/kms-keytrusteel/ keytrustee/.keytrustee --output=/var/lib/kmnms-keytrustee

--gpg-reci pi ent =j ohn. doe@xanpl e. com




¢ To back up a package-based Key Trustee Server with the database running on a nondefault port (12345 in this
example):

$ sudo -u keytrustee ktbackup.sh --database-port=12345
- - gpg-reci pi ent =j ohn. doe@xanpl e. com

¢ To back up a package-based Key Trustee KMS, specifying the GPG recipient by email:

$ sudo -u kms /usr/share/keytrustee-keyprovi der/bi n/ kt backup.sh -c¢
/var/libl/kms-keytrusteel/ keytrustee/.keytrustee --output=/var/lib/kmnms-keytrustee
- - gpg-r eci pi ent =j ohn. doe@xanpl e. com

Automating Backups Using cron

You can schedule automatic backups of Key Trustee Server or Key Trustee KMS using the cr on scheduling utility.
Create a cr ont ab entry using the following commands:
e For Key Trustee Server:
1. Edit the cr ont ab by running the following command:

$ sudo -u keytrustee crontab -e

2. Add the following entry to run the backup script every 30 minutes. This example is for a parcel-based installation
of Key Trustee Server. See the Backup Script Locations table for the package-based script location.

*/30 * * * * [opt/clouderal parcel s/ KEYTRUSTEE_SERVER/ bi n/ kt backup. sh --gpg-reci pi ent =" John
Doe' --quiet --output=/tnp/backups

Runman 5 cront abtoseethecront ab man page for details on using cr on to schedule backups at different
intervals.

e For Key Trustee KMS:

1. Edit the cr ont ab by running the following command:
$ sudo -u knms crontab -e

2. Add the following entry to run the backup script every 30 minutes. This example is for a parcel-based installation
of Key Trustee KMS. See the Backup Script Locations table for the package-based script location.

*/30 * * * * [opt/clouderalparcel s/ KEYTRUSTEE/ bi n/ kt backup. sh --gpg-reci pi ent =" John Doe'
--qui et --output=/tnp/backups

Runman 5 cront abtoseethecront ab man page for details on using cr on to schedule backups at different
intervals.

Backing Up Key Trustee Server Manually
Use this procedure for both parcel-based and package-based installations.

If you have deployed Cloudera Navigator Key Trustee Server High Availability, perform these steps on both the active
and passive Key Trustee Servers. The following procedure references the default database port and location; if you
modified these settings during installation, replace the database and port with your values.

1. Back up the Key Trustee Server database:



e For Key Trustee Server 3.8:

$ su - postgres
$ pg_dunmp -c -p 5432 keytrustee | zip --encrypt keytrustee-db.zip -

e For Key Trustee Server 5.4 and higher:

$ su - keytrustee
$ pg_dunp -c -p 11381 keytrustee | zip --encrypt keytrustee-db.zip -

The - - encr ypt option prompts you to create a password used to encrypt the zip file. This password is required
to decrypt the file.

For parcel-based installations, you must set environment variables after switching to the keyt r ust ee user:

$ su - keytrustee
$ export PATH=$PATH: / opt/ cl ouder a/ par cel s/ KEYTRUSTEE_SERVER/ PG _DB/ opt / post gres/ 9. 3/ bin

$ export
LD LI BRARY_PATH=/ opt/ cl ouder a/ par cel s/ KEYTRUSTEE_SERVER/ PG _DB/ opt/ postgres/9.3/1lib
$ pg_dunmp -c -p 11381 keytrustee | zip --encrypt keytrustee-db.zip -

2. Back up the Key Trustee Server configuration directory (/ var/ | i b/ keyt r ust ee/ . keyt r ust ee):
$ zip -r --encrypt keytrustee-conf.zip /var/lib/keytrustee/.keytrustee

The - - encr ypt option prompts you to create a password used to encrypt the zip file. This password is required
to decrypt the file.

3. Move the backup files (keytrustee-db.zip and keytrustee-conf.zip) to a secure location.

Backing Up Key Trustee Server Clients

Cryptographic keys stored in Key Trustee Server are encrypted by clients before they are sent to Key Trustee Server.
The primary clients for Key Trustee Server are Key Trustee KMS and Navigator Encrypt. Cloudera strongly recommends
backing up regularly the configuration files and GPG keys for Key Trustee Server clients. See Backing Up Key Trustee
Server and Key Trustee KMS Using the ktbackup.sh Script on page 304 for instructions on backing up Key Trustee KMS
using the provided backup script.

Warning: Failure to back up these files can result in irretrievable data loss. For example, encryption

A zone keys used for HDFS Transparent Encryption on page 267 are encrypted by the KMS before being
stored in Key Trustee Server. A catastrophic failure of the KMS with no backup causes all HDFS data
stored in encryption zones to become permanently irretrievable.

To prevent permanent data loss, regularly back up the following directories on each client that stores objects in Key
Trustee Server:

Table 24: Key Trustee Server Client Configuration Directories

Key Trustee Server Client Directories to Back Up
Key Trustee KMS [var/libl/kms-keytrustee
Navigator Encrypt / et c/ navencrypt

Restoring Key Trustee Server

When restoring the Key Trustee Server database from backup, keep in mind that any keys or deposits created after
the backup are not restored. If you are using Key Trustee Server high availability, you can restore the Active Key Trustee
Server from the Passive Key Trustee Server. This restores all keys that were successfully written to the Passive Key
Trustee Server before the failure.



The procedure to restore Key Trustee Server is different for parcel-based than for package-based installations. For
more information about parcels, see Parcels.

Restoring Key Trustee Server in Parcel-Based Installations
E,i Note: These instructions apply to Key Trustee Servers deployed using parcels. For package-based

deployments, skip to the Restoring Key Trustee Server in Package-Based Installations on page 310
section.

If you have deployed Cloudera Navigator Key Trustee Server High Availability, perform these steps on both the active
and passive Key Trustee Servers. The following procedures assume the default database port and location; if you
modified these settings during installation, replace the database and port with your custom values.

If the Key Trustee Server host has failed completely, remove the host from the cluster and add a new host using Cloudera
Manager:

1. Remove the failed host from the cluster. See Deleting Hosts for instructions.

2. Add a new host with the same hostname and IP address as the failed host to the cluster. See Adding a Host to the
Cluster for instructions.

Important: Make sure that the replacement host uses the same operating system version as the
failed host.

3. Install Key Trustee Server on the new host. See Installing Cloudera Navigator Key Trustee Server for instructions.
Make sure to install the same Key Trustee Server version as the failed host.

After you have provisioned a new host and installed Key Trustee Server (or if you are restoring the database or
configuration on the original host), restore the database and configuration directory. If your backups were created
using the kt backup. sh script, skip to Restoring Key Trustee Server and Key Trustee KMS from ktbackup.sh Backups
on page 310. If you need to restore the Active Key Trustee Server from the Passive Key Trustee Server, skip to Restoring
Active Key Trustee Server from Passive Key Trustee Server on page 312.

If your backups were created manually using the pg_dunp command, do the following:

1. Copy or move the backup files (keytrustee-db.zip and keytrustee-conf.zip) to the Key Trustee Server host.
2. Start the PostgreSQL server:

$ sudo ktadmin db --start --pg-rootdir /var/lib/keytrustee/db --background

3. Restore the Key Trustee Server database:

$ su - keytrustee

$ export PATH=$PATH: / opt/ cl ouder a/ par cel s/ KEYTRUSTEE_SERVER/ PG DB/ opt / post gres/ 9. 3/ bin
$ export

LD LI BRARY_PATH=/ opt/ cl ouder a/ par cel s/ KEYTRUSTEE_SERVER/ PG DB/ opt/ postgres/9.3/1ib

$ unzip -p /path/to/ keytrustee-db.zip | psql -p 11381 -d keytrustee

If the zip file is encrypted, you are prompted for the password to decrypt the file.
4. Restore the Key Trustee Server configuration directory:

$ su - keytrustee
$ cd /var/lib/keytrustee
$ unzip /path/tol/ keytrustee-conf.zip

If the zip file is encrypted, you are prompted for the password to decrypt the file.

5. Stop the PostgreSQL server:

$ sudo ktadmin db --stop --pg-rootdir /var/lib/keytrustee/db



6. Start the Key Trustee Server service in Cloudera Manager (Key Trustee Server service > Actions > Start).
7. Restart the Key Trustee KMS service in Cloudera Manager (Key Trustee KMS service > Actions > Restart).
8. Remove the backup files (keytrustee-db.zip and keytrustee-conf.zip) from the Key Trustee Server host.

Restoring Key Trustee Server in Package-Based Installations

If you have deployed Cloudera Navigator Key Trustee Server High Availability, perform these steps on both the active
and passive Key Trustee Servers. The following procedures assume the default database port and location; if you
modified these settings during installation, replace the database and port with your custom values.

If the Key Trustee Server host has failed completely, provision a new host with the same hostname and IP address as
the failed host, and re-install Key Trustee Server. See Installing Cloudera Navigator Key Trustee Server for instructions.

Important: Make sure to install the same operating system and Key Trustee Server versions as the
failed host.

After you have provisioned a new host and installed Key Trustee Server (or if you are restoring the database or
configuration on the original host), restore the database and configuration directory. If your backups were created
using the kt backup. sh script, skip to Restoring Key Trustee Server and Key Trustee KMS from ktbackup.sh Backups
on page 310. If you need to restore the Active Key Trustee Server from the Passive Key Trustee Server, skip to Restoring
Active Key Trustee Server from Passive Key Trustee Server on page 312.

If your backups were created manually using the pg_dunp command, do the following:

1. Copy or move the backup files (keytrustee-db.zip and keytrustee-conf.zip) to the Key Trustee Server host.
2. Change the file ownership on the backup files to keyt r ust ee: keyt r ust ee:

$ sudo chown keytrustee: keytrustee /path/to/ keytrustee*.zip

3. Restore the Key Trustee Server database:

$ su - keytrustee
$ unzip -p /path/to/keytrustee-db.zip | psql -p 11381 -d keytrustee

If the zip file is encrypted, you are prompted for the password to decrypt the file.

4. Restore the Key Trustee Server configuration directory:

$ cd /var/libl/keytrustee
$ unzip /path/tol/keytrustee-conf.zip

If the zip file is encrypted, you are prompted for the password to decrypt the file.
5. Start the Key Trustee Server service:

e RHEL 6-compatible: $ sudo service keytrusteed start
e RHEL 7-compatible: $ sudo systenttl start keytrusteed

6. Remove the backup files (keytrustee-db.zip and keytrustee-conf.zip) from the Key Trustee Server host.
Restoring Key Trustee Server and Key Trustee KMS from ktbackup.sh Backups

After installing Key Trustee Server or Key Trustee KMS on a new host after a failure, or if you need to restore accidentally
deleted keys on the same host, use the following procedure to restore Key Trustee Server or Key Trustee KMS from
backups generated by the kt backup. sh script.

1. Decrypt the backup tarball using the private key of the GPG recipient specified in the backup command by running
the following command as the GPG recipient user account. The GPG recipient private key must be available on
the Key Trustee Server or Key Trustee KMS host on which you run this command.

$ gpg -d -0 /path/to/decrypted/ backup.tar /path/to/encrypted/tarball



2. Verify the decrypted tarball using thet ar tvf /path/to/ decrypted/ backup.tar command. For example

$ tar tvf kts_bak_kts0l1_exanpl e_com 2016-02-10_11-14-37.tar

drwx------ keyt rust ee/ keytrustee 0 2016-02-09 16:43 var/li b/ keytrustee/.keytrustee/
STWe- - - - - keyt rust ee/ keytrustee 434 2016-02-09 16: 43

var/li b/ keytrustee/.keytrustee/keytrustee. conf

SrWE - - - keytrust ee/ keytrustee 1280 2016- 02-09 16: 43

var/li b/ keytrustee/.keytrustee/trustdb. gpg

STWe- - - - - keyt rust ee/ keytrust ee 4845 2016-02-09 16: 43

var/li b/ keytrustee/.keytrusteel/secring.gpg

STWe- - - - - keytrust ee/ keytrustee 600 2016-02-09 16:43

var/li b/ keytrustee/.keytrustee/ random seed

drwx------ keyt rust ee/ keyt rust ee 0 2016-02-09 16:40

var/li b/ keytrustee/.keytrustee/.ssl/

STWe- - - - - keyt rust ee/ keytrustee 1708 2016-02-09 16: 40

var/li b/ keytrustee/.keytrustee/.ssl/ssl-cert-keytrustee-pk. pem
STWe- - - - - keyt rust ee/ keytrustee 1277 2016-02-09 16: 40

var/li b/ keytrustee/.keytrustee/.ssl/ssl-cert-keytrustee.pem
SrW - - - keytrust ee/ keytrustee 2263 2016- 02-09 16: 43

var/li b/ keytrustee/.keytrustee/ pubring. gpg
-rwr--r-- keytrusteel/ keytrustee 457 2016-02-09 16:43
var/li b/ keytrustee/.keytrustee/l oggi ng. conf

SrW - - - keytrust ee/ keytrustee 2263 2016- 02-09 16: 43
var/li b/ keytrustee/.keytrustee/ pubring. gpg~
STW- - - - - keytrust ee/ keytrustee 157 2016-02-09 16: 40

var/li b/ keytrustee/.keytrustee/ gpg. conf
-rwr--r-- keytrusteel/keytrustee 47752 2016-02-10 11:14
var/li b/ keytrustee/ kts_bak_kts01l_exanpl e_com 2016- 02-10_11-14- 37. sq

3. Restore the files to their original locations, using this command for both Key Trustee Server and Key Trustee KMS
backups:

$ tar xvf /path/to/decrypted/ backup.tar -C/

4. (Key Trustee Server Only) Drop and re-create the keyt r ust ee PostgreSQL database, and restore the database
from the backup.

e For parcel-based installations:

$ su - keytrustee

$ source /opt/clouderal parcel s/ KEYTRUSTEE_SERVER/ net a/ keyt r ust ee_env. sh

$ /opt/cl ouderal parcel s/ KEYTRUSTEE_SERVER/ PG DB/ opt/ postgres/ 9. 3/ bin/ psql -p 11381
psql (9. 3.6)

Type "hel p* for help.

keytrustee=# \Ilist
Li st of databases

Name | Onner | Encoding | Col | ate | Ctype | Access privil eges
------------ L e e e R L T T ety ey i U S
keytrustee | keytrustee | UTF8 | en_US.UTF-8 | en_US. UTF-8 |
post gres | keytrustee | UTF8 | en_US.UTF-8 | en_US. UTF-8
template0 | keytrustee | UTF8 | en_US.UTF-8 | en_US.UTF-8 | =c/keytrustee

+

I I I I I
keyt rust ee=CTc/ keyt r ust ee
templatel | keytrustee | UTF8 | en_US.UTF-8 | en_US.UTF-8 | =c/keytrustee
+

I I I I I
keyt rust ee=CTc/ keyt r ust ee

(4 rows)

keytrustee=# \c postgres;

You are now connected to database "postgres" as user "keytrustee".
post gres=# drop dat abase keytrust ee;

DROP DATABASE

post gres=# create database keytrustee;

CREATE DATABASE

postgres=# \q

$ sudo -u keytrustee



/ opt/ cl ouder a/ par cel s/ KEYTRUSTEE_SERVER/ PG DB/ opt / post gres/ 9. 3/ bin/ psql -p 11381 -f
/var/liblkeytrusteel/ kts_bak_kts0l exanpl e_com 2016-02-10_11-14-37. sql

e For package-based installations:

$ su - keytrustee

$ psqgl -p 11381

psql (9. 3.6)

Type "hel p* for help.

keytrustee=# \Ilist
Li st of databases

Narme | Onner | Encoding | Col | ate | Ctype | Access privil eges
------------ Fom e e e et e e e e e e e e e e e e e e e e e e e e e e e e e mme oo
keytrustee | keytrustee | UTF8 | en_US.UTF-8 | en_US. UTF-8 |
post gres | keytrustee | UTF8 | en_US.UTF-8 | en_US. UTF-8 |
tenmplate0 | keytrustee | UTF8 | en_US. UTF-8 | en_US.UTF-8 | =c/keytrustee

+

I I I
keyt rust ee=CTc/ keyt r ust ee
tenmplatel | keytrustee | UTF8 | en_US. UTF-8 | en_US.UTF-8 | =c/keytrustee
+

keyt rust ee=CTc/ keyt r ust ee
(4 rows)

keytrustee=# \c postgres;

You are now connected to dat abase "postgres" as user "keytrustee".
post gres=# drop dat abase keytrust ee;

DROP DATABASE

post gres=# create database keytrustee;

CREATE DATABASE

postgres=# \q

$ sudo -u keytrustee psql -p 11381 -f

/var/libl/keytrusteel/ kts_bak_kts0l1l _exanpl e_com 2016-02-10_11-14-37. sql

5. Restart Key Trustee Server.
¢ Using Cloudera Manager: Key Trustee Server service > Actions > Restart

¢ Using the Command Line: Run the following command on the Key Trustee Server hosts:

$ sudo service keytrusteed restart #RHEL 6- conpati bl e
$ sudo systenttl restart keytrusteed #RHEL 7-conpati bl e

6. Restart the Key Trustee KMS service in Cloudera Manager (Key Trustee KMS service > Actions > Restart).
Restoring Active Key Trustee Server from Passive Key Trustee Server

If the Active Key Trustee Server fails, and you do not have a backup, you can restore it from the Passive Key Trustee
Server using the following procedure. You can also use this procedure if you need to restore keys that were successfully
written to the Passive Key Trustee Server, but are not included in the most recent backup.

The following procedure assumes you have installed Key Trustee Server on the replacement host and (if you are using
Cloudera Manager) added the Key Trustee Server service. For instructions on installing Key Trustee Server, see Installing
Cloudera Navigator Key Trustee Server

1. Copy the Key Trustee Server database from the Passive Key Trustee Server host to the new Active Key Trustee
Server host. Run the following command on the Passive Key Trustee Server host:

$ sudo rsync --exclude recovery.conf -a /var/lib/keytrustee/db
r oot @t s01. exanpl e. com /var/lib/ keytrustee/

Replace ktsO1.example.com with the hostname of the new Active Key Trustee Server.



2. Make sure thatther ecovery. conf file did not get copied to the Active Key Trustee Server (for example, if there
was a typo in your r sync command). Run the following command on the Active Key Trustee Server host:

$ sudo I's -I /var/libl/keytrustee/db/recovery. conf

If the file exists on the Active Key Trustee Server host, delete it. Make sure you are on the Active Key Trustee
Server host before deleting the file. Do not delete the r ecovery. conf file on the Passive Key Trustee Server
host.

3. Copy the configuration directory from the Passive Key Trustee Server host to the new Active Key Trustee Server

host. Run the following command on the Passive Key Trustee Server host:

$ sudo rsync --exclude .ssl --exclude '*.pid -a /var/lib/keytrustee/.keytrustee
r oot @t s01. exanpl e. com /var/lib/ keytrustee/

Replace ktsO1.example.com with the hostname of the new Active Key Trustee Server.

4. Create the | ogs directory and make sure it is owned by the keyt r ust ee user and group:

$ sudo nkdir /var/lib/keytrustee/l ogs
$ sudo chown keytrustee: keytrustee /var/lib/keytrustee/l ogs

5. (Cloudera Manager only) Generate the Key Trustee Server keyring: Key Trustee Server service > Actions > Generate
Key Trustee Server Keyring
6. Set up the database on the Active Key Trustee Server host.

¢ Using Cloudera Manager: Key Trustee Server service > Actions > Set Up Key Trustee Server Database

¢ Using the Command Line:

$ sudo ktadmin --confdir /var/lib/keytrustee db --port 11381 --pg-rootdir
/var/libl/keytrustee/db --bootstrap --slave kts02. exanple.com

Replace kts02.example.com with the hostname of the Passive Key Trustee Server.

7. Start the database.

¢ Using Cloudera Manager: Key Trustee Server service > Instances > Active Database > Actions > Start this
Active Database
¢ Using the Command Line: Run the following command on the Active Key Trustee Server host:

$ sudo ktadmin --confdir /var/lib/keytrustee db --port 11381 --pg-rootdir
/var/liblkeytrustee/db --bootstrap --slave kts02. exanple.com

Replace kts02.example.com with the hostname of the Passive Key Trustee Server.

8. Enable synchronous replication.

¢ Using Cloudera Manager: Key Trustee Server service > Actions > Setup Enable Synchronous Replication in
HA mode
¢ Using the Command Line: Run the following command on the Active Key Trustee Server host:

$ sudo ktadmin --confdir /var/lib/keytrustee enabl e-synchronous-replication

9. Restart the Active Key Trustee Server.
¢ Using Cloudera Manager: Key Trustee Server service > Actions > Restart
¢ Using the Command Line: Run the following command on the Active Key Trustee Server host:

$ sudo service keytrusteed restart #RHEL 6- conpati bl e
$ sudo systenct!| restart keytrusteed #RHEL 7-conpati bl e



10 Restart the Key Trustee KMS service in Cloudera Manager (Key Trustee KMS service > Actions > Restart).

Initializing Standalone Key Trustee Server
If you are configuring high availability Key Trustee Servers, skip this step and proceed to Cloudera Navigator Key Trustee
Server High Availability.

Using Cloudera Manager

E,’ Note: These instructions apply to using Cloudera Manager only. For package-based deployments,
skip to the Using the Command Line on page 314 section.

o Important: If you are using SSH software other than OpenSSH, pre-create the SSH key before
continuing:

$ sudo -u keytrustee ssh-keygen -t rsa -f /var/lib/keytrustee/.ssh/id_rsa

Add the Key Trustee Server service to your cluster, following the instructions in Adding a Service. When customizing
role assignments, assign only the Active Key Trustee Server and Active Database roles.

o Important: You must assign the Key Trustee Server and Database roles to the same host.

Using the Command Line
To initialize a standalone Key Trustee Server, run the following commands on the Key Trustee Server:

Important: For Key Trustee Server 5.4.0 and higher, the kt adni n i ni t - mast er command is
deprecated. Use the kt admi n i ni t command instead. If you are using SSH software other than

OpenSSH, pre-create the SSH key before continuing:

$ sudo -u keytrustee ssh-keygen -t rsa /var/lib/keytrustee/.ssh/id_rsa

$ sudo ktadmin init --external -address keytrustee.exanpl e.com

$ sudo ktadmin db --bootstrap --port 11381 --pg-rootdir /var/lib/keytrustee/db

## For RHEL/CentOS 7, use 'sudo systencttl [stop|start] <service_nanme> instead of 'sudo
service <service_nane> [stop|start]' ##

$ sudo service keytrustee-db stop

$ sudo service keytrustee-db start

$ sudo service keytrusteed start

$ sudo chkconfig keytrustee-db on

$ sudo chkconfig keytrusteed on

Replace keyt r ust ee. exanpl e. comwith the fully-qualified domain name (FQDN) of the Key Trustee Server. Cloudera
recommends using the default/ var /| i b/ keyt r ust ee/ db directory for the PostgreSQL database.

To use a different port for the database, modify the kt adni n i ni t and kt adm n db commands as follows:

$ sudo ktadmin init --external -address keytrustee. exanpl e. com --db-connect

post gresql :/ /1 ocal host: <port >/ keytrust ee?host =/t np
$ sudo ktadmin db --bootstrap --port <port> --pg-rootdir /var/lib/keytrustee/db



If you specify a database directory other than/var/ | i b/ keyt r ust ee/ db, create or edit the
/et c/ sysconfi g/ keyt rust ee- db file and add the following line:

ARGS="--pg-rootdir /path/to/db"

The kt admi n i ni t command initializes the Key Trustee configuration directory
(/var/1liblkeytrusteel.keytrustee by default) and generates a self-signed certificate that Key Trustee Server
uses for HTTPS communication.

The kt admi n db --boot st rap command initializes the database in the directory specified by the - - pg-root di r
parameter.

The sudo service keytrustee-db stopandsudo service keytrustee-db start commands restart the
Key Trustee Server database.

The sudo service keytrusteed start command starts Key Trustee Server.
E’; Note: The/etc/init.d/ postgresqgl scriptdoesnotwork when the PostgreSQL database is started

by Key Trustee Server, and cannot be used to monitor the status of the database. Use
/etcl/init.d/ keytrustee-db instead.

(Optional) Replace Self-Signed Certificate with CA-Signed Certificate

o Important: Key Trustee Server certificates must be issued to the fully-qualified domain name (FQDN)
of the Key Trustee Server host. If you are using CA-signed certificates, ensure that the generated
certificates use the FQDN, and not the short name.

If you have a CA-signed certificate for Key Trustee Server, see Managing Key Trustee Server Certificates on page 318
for instructions on how to replace the self-signed certificate.

Configuring a Mail Transfer Agent for Key Trustee Server

The Key Trustee Server requires a mail transfer agent (MTA) to send email. Cloudera recommends Postfix, but you can
use any MTA that meets your needs.

To configure Postfix for local delivery, run the following commands:

export

KEYTRUSTEE_SERVER_PK="/var/|i b/ keytrustee/.keytrustee/.ssl/ssl-cert-keytrustee-pk. pent
export

KEYTRUSTEE_SERVER_CERT="/var/|i b/ keytrustee/. keytrustee/.ssl/ssl-cert-keytrustee. penf
export

KEYTRUSTEE_SERVER_CA="/var/|i b/ keytrustee/. keytrustee/.ssl/ssl-cert-keytrustee-ca. pent
export KEYTRUSTEE_SERVER HOSTNAME="$(hostnane -f)" # or adjust as required

postconf -e 'nmail box_comand =

postconf -e 'sntpd_sasl_local _domain =

postconf -e 'sntpd_sasl_auth_enable = yes'

postconf -e 'sntpd_sasl_security_options = noanonynous'

postconf -e 'broken_sasl_auth_clients = yes’

postconf -e 'sntpd_recipient_restrictions =

pernmit_sasl _aut henti cat ed, perm t _nmynetworks, rej ect _unauth_desti nation’

postconf -e 'inet_interfaces = | ocal host'
postconf -e 'sntp_tls_security_|evel = may'
postconf -e 'sntpd_tls_security_level = may'

Start the Postfix service and ensure that it starts at boot:

$ service postfix restart
$ sudo chkconfig --level 235 postfix on

For information on installing Postfix or configuring a relay host, see the Postfix documentation.



http://www.postfix.org/documentation.html

Verifying Cloudera Navigator Key Trustee Server Operations

Verify that the installation was successful by running the following command on all Key Trustee Servers.
curl -k https://keytrustee. exanpl e.com 11371/ ?a=fi ngerpri nt

Replace keyt r ust ee. exanpl e. comwith the fully qualified domain name (FQDN) of each Key Trustee Server you are
validating. This command outputs a fingerprint similar to the following:

4096/ 4EDCA6882386C827E20DEEA2D850ACA33BEDBOD1

If high availability is enabled, the output should be identical for all Key Trustee Servers.

Managing Key Trustee Server Organizations

Organizations allow you to configure Key Trustee for use in a multi-tenant environment. Using the keyt r ust ee- or gt ool
utility, you can create organizations and administrators for multiple organizations. Organization administrators can
then approve or deny the registration of clients, depending on the registration method.

The keyt r ust ee- or gt ool Utility

keyt rust ee- or gt ool isa command-line utility for administering organizations. The keyt r ust ee- or gt ool command
must be run as the root user.

The following table explains the various keyt r ust ee- or gt ool commands and parameters. Runkeyt r ust ee- or gt ool
- - hel p to view this information at the command line.

Table 25: Usage for keyt r ust ee- or gt ool

Operation Usage Description
Add keytrustee-orgtool add [-h] |Addsanew organization and

—-n nane —-c contacts administrators for the organization.
List keytrustee-orgtool |ist Lists current organizations, including

the authorization secret, all
administrators, the organization
creation date, and the organization
expiration date.

Disable client keyt r ust ee- or gt ool Disables a client that has already been
di sabl e-client [-h] activated by the organization
-—fingerprint fingerprint administrator.

Enable client keyt r ust ee- or gt ool Enables a client that has requested
enabl e-client [-h] activation but has not yet been
—fingerprint fingerprint approved by the organization

administrator.

Set authorization Code keytrust ee-orgtool set-auth |Setstheauthorization code to a new

[-h] —n nanme -s secret string, or to blank to allow automatic

approvals without the code.

Create Organizations

Each new Key Trustee tenant needs its own organization. You can create new organizations using the
keyt rust ee- or gt ool add command. For example, to create a new organization for the Disaster Recovery group
and add two administrators, Finn and Jake:

$ keytrustee-orgtool add -n disaster-recov -c finn@xanpl e.com jake@xanpl e.com



When adding organizations:

¢ Do not use spaces or special characters in the organization name. Use hyphens or underscores instead.

¢ Do not use spaces between email addresses (when adding multiple administrators to an organization). Use a
comma to separate email addresses, without any space (as shown in the example above).

Each contact email address added when creating the organization receives a notification email, as detailed below.

Once an organization exists, use the keyt r ust ee- or gt ool add command to add new administrators to the
organization. For example, to add an administrator to the di sast er - r ecov organization:

keytrustee-orgtool add -n disaster-recov -c marceline@xanpl e. com

E,’ Note: You cannot remove contacts from an organization with the keyt r ust ee- or gt ool utility.

List Organizations

After creating an organization, verify its existence with the keyt r ust ee- or gt ool |i st command. This command
lists details for all existing organizations. The following is the entry for the di sast er - r ecov organization created in
the example:

"di saster-recov": {
"auth_secret": "/qgFil CsyYqM_hdTznNY3Nw==",
"contacts": [
"fi nn@xanpl e. cont',
"j ake@xanpl e. cont

1.

"creation": "2013-12-02T09: 55: 21",

"expiration": "9999-12-31T15: 59: 59",

"key_info": null,

"nane": "disaster-recov",

"state": O,

"uui d": "xY3Z8xCOwMUKZM TYJa0nZzCOdhM/dxhy CUCc6vSNc9l 8X"

Change the Authorization Code

When an organization is created, an authorization code is automatically generated. When you run the
keytrustee-orgtool |ist command,the code is displayed in the aut h_secr et field. To register with a Key
Trustee Server, the client must have the authorization code along with the organization name. To set a new

aut h_secr et, run the following command:

$ keytrustee-orgtool set-auth -n disaster-recov -s Thisl SAs3cr3t!
Run the keyt rust ee-or gt ool |i st command again, and confirm the updated aut h_secr et field:

"di saster-recov":
"auth_secret": "ThislSAs3cr3t!",
"contacts": [
"finn@xanpl e. cont',
"j ake@xanpl e. cont

1.

"creation": "2013-12-02T09: 55: 21",

"expiration": "9999-12-31T15: 59: 59",

"key_info": null,

"nane": "disaster-recov",

"state": 0,

"uui d": "xY3Z8xCOwWMUKZM TYJa0nZCOdhMVdxhy CUCc6vSNc9l 8X"



If you do not want to use an authorization code, set the aut h_secr et field to an empty string:

$ keytrustee-orgtool set-auth -n disaster-recov -s ""

Cloudera recommends requiring an authorization code.

Notification Email and GPG Keys

Whenever an administrator is added to an organization, the Key Trustee Server sends an automated email message
(subject: “KeyTrustee Contact Registration”) to the newly added administrator:

Hello, this is an automated nessage from your C oudera keytrustee Server.

Wel come to C oudera keytrustee! You have been |listed as an adm ni strator contact
for keytrustee services at your organi zation [test-org]. As an adm nistrator,
you nmay be contacted to authorize the activation of new keytrustee clients.

We recommend that you register a GPG public key for secure administration of
your clients. To do so, visit the link below and follow the instructions.

https://keytrustee0l. exanpl e. com 11371/ ?q=CnRV6u0Onbni7zB07BQEPXCXsNOQIFBz684uC0l cHVbW.
This link will expire in 12 hours, at Thu Sep 3 00:08:25 2015 UTC.

Cloudera recommends that an organization's administrators:

e Register the GPG public key by following the link contained in the notification email. Registering the GPG public
key is optional, but if you choose to register your public key:

— Complete the process within 12 hours, before the link expires.
— Upload the entire key, including the BEGIN and END strings, as shown here:

----- BEG N PGP PUBLI C KEY BLOCK- - - - -
Version: GiuPG v1.2.1 (G\U Li nux)
Conmment: For info see http://ww.gnupg.org

MG BDk HP3URBACKWGs Yh43pk XU9wj / X1G57K8/ DSr | 85r 7dNt HNf LL/ ewi | 10k2
q8saWin26QZPsDvqdUJMOdHf J6k QTAt 9Nz QbgcVr xLYNF geBsvkHF/ PQt nYcZRgL
t Z6syBBWs8JB4xt 5V09i JSGAMPUQESJpdn2aRXPApdoDw179LMBRg6r +gwCg5ZZa

----END PGP PUBLI C KEY BLOCK- - - - -

e Import the Key Trustee Server’s public GPG key to verify that the server is the sender.

The organization's administrators are notified by email when new clients are registered to the Key Trustee Server using
the mail transfer agent (as discussed in Configuring a Mail Transfer Agent for Key Trustee Server on page 315). However,
if the server does not have access to email, you can use a local system mail address, such as user nane@ost nane,
where host nane is the system hostname and user nane is a valid system user. If you use a local system email address,
be sure to regularly monitor the email box.

Managing Key Trustee Server Certificates

Transport Layer Security (TLS) certificates are used to secure communication with Key Trustee Server. By default, Key
Trustee Server generates self-signed certificates when it is first initialized. Cloudera strongly recommends using
certificates signed by a trusted Certificate Authority (CA).

Generating a New Certificate

1. Generate a new certificate signing request (CSR):

$ openssl req -new -key keytrustee_private_key.pem -out new. csr



Replace keytrustee_private_key.pem with the filename of the private key. You can reuse the existing private key
or generate a new private key in accordance with your company policies. For existing auto-generated self-signed

certificates, the private key file is located at
/var/liblkeytrusteel/.keytrustee/.ssl/ssl-cert-keytrustee-pk. pem

2. Generate a new certificate from the CSR:

e For a CA-signed certificate, submit the CSR to the CA, and they will provide a signed certificate.
¢ To generate a new self-signed certificate, run the following command:

$ openssl x509 -req -days 365 -in new. csr -signkey keytrustee_private_key.pem\
-out new keytrustee_certificate. pem

Replacing Key Trustee Server Certificates

Use the following procedure if you need to replace an existing certificate for the Key Trustee Server. For example, you
can use this procedure to replace the auto-generated self-signed certificate with a CA-signed certificate, or to replace

an expired certificate.

Note: Key Trustee Server supports password-protected private keys, but not password-protected

El’ certificates.

1. After Generating a New Certificate on page 318, back up the original certificate and key files:

$ sudo cp -r /var/lib/keytrustee/.keytrustee/.ssl /var/lib/keytrusteel/.keytrustee/.ssl.bak
2. (CA-Signed Certificates Only) Provide either the root or intermediate CA certificate:

Important: If you have separate root CA and intermediate CA certificate files, then you must

o concatenate them into a single file. If you need to convert from a JKS with combined certificate
and private key file to a PEM file and separate private key file, refer to Conversion from Java
Keystore to OpenSSL on page 214.

$ sudo nv /path/to/rootca. pem
/var/libl/keytrusteel/.keytrustee/.ssl/ssl-cert-keytrustee-ca.pem

3. Make sure that the certificate and key files are owned by the keyt r ust ee user and group, with file permissions
set to 600:

$ sudo chown keytrustee: keytrustee /path/to/new certificate. pem

/ pat h/ t o/ new privat e_key. pem
$ sudo chrmod 600 /path/to/new certificate. pem/path/to/new private_key.pem

4. Update the Key Trustee Server configuration with the location of the new certificate and key files:

e Using Cloudera Manager:

1. Go to the Key Trustee Server service.
2. Click the Configuration tab.

3. Select Category > Security.
4. Edit the following properties to specify the location of the new certificate and key files. If the private
keys are not password protected, leave the password fields empty.

¢ Active Key Trustee Server TLS/SSL Server Private Key File (PEM Format)
¢ Active Key Trustee Server TLS/SSL Server Certificate File (PEM Format)

¢ Active Key Trustee Server TLS/SSL Private Key Password

¢ Passive Key Trustee Server TLS/SSL Server Private Key File (PEM Format)



¢ Passive Key Trustee Server TLS/SSL Server Certificate File (PEM Format)
¢ Passive Key Trustee Server TLS/SSL Private Key Password

5. Click Save Changes to commit the changes.

e Using the command line:
1. Edit/ var/|i b/ keytrust ee/ . keytrust ee/ keyt r ust ee. conf onthe active and passive Key Trustee
Server hosts and modify the SSL_CERTI FI CATE and SSL_PRI VATE_KEY parameters as follows:

"SSL_CERTI FI CATE": "/path/to/new certificate. pent,
"SSL_PRI VATE_KEY": "/ path/to/ new private_key. pent

If the private key is password protected, add the following entry:

" SSL_PRI VATE_KEY_PASSWORD SCRI PT": "/path/to/password_script [argunents]”

Replace /path/to/password_script [arguments] with the path to a script (and any necessary command
arguments) that returns the password for the private key file. If you do not want to create a script, you
can use a simple command, such as echo -n passwor d. For example:

" SSL_PRI VATE_KEY_PASSWORD_SCRI PT": "/ bi n/echo -n password"

Keep in mind that this method can expose the private key password in plain text to anyone who can
view the/var/|i b/ keytrustee/.keytrusteel keytrustee. conf file.

5. Restart Key Trustee Server:

¢ Using Cloudera Manager: Restart the Key Trustee Server service (Key Trustee Server service > Actions >
Restart).
¢ Using the Command Line: Restart the Key Trustee Server daemon:

— RHEL 6-compatible: $ sudo service keytrusteed restart
— RHEL 7-compatible: $ sudo systenttl restart keytrusteed

6. If you are using the Key Trustee KMS service in Cloudera Manager for HDFS Transparent Encryption on page 267,
update the Java KeyStore (JKS) used on the Key Trustee KMS host:

a. Download the new certificate to the Key Trustee KMS host:

$ echo -n | openssl s_client -connect keytrusteeOl. exanple.com 11371 \
| sed -ne '/-BEGQ N CERTI FI CATE-/, /- END CERTI FI CATE-/p' > /tnp/ keytrustee_certificate. pem

b. Delete the existing keystore entry for keytrusteeO1.example.com:

$ keytool -delete -alias key_trustee_alias_name -keystore /path/to/truststore -v

c. Add the new keystore entry for keytrustee01.example.com:

$ keytool -inmport -trustcacerts -alias keytrustee0Ol. exanpl e.com\
-file /tnp/ keytrustee_certificate. pem-keystore /path/to/truststore

d. Restart the Key Trustee KMS service in Cloudera Manager.
7. If you are using Key HSM, update the Key Trustee Server and Key HSM configuration:

a. Run the keyhsm t rust command, using the path to the new certificate:

$ sudo keyhsm trust /path/to/ new key_trustee_server/cert



b. Runthe kt adm n keyhsmcommand, usingthe--client-certfileand--client-keyfil e optionsto
specify the location of the new certificate file and private key:

$ sudo ktadmi n keyhsm --server https://keyhsnD1l. exanpl e.com 9090 --client-certfile
/path/to/ new key_trustee_server/cert --client-keyfile
/ pat h/to/ new key_trustee_server/private_key

Cloudera Navigator Key HSM

Cloudera Navigator Key HSM allows Cloudera Navigator Key Trustee Server to seamlessly integrate with a hardware
security module (HSM). Key HSM enables Key Trustee Server to use an HSM as a root of trust for cryptographic keys,
taking advantage of Key Trustee Server’s policy-based key and security asset management capabilities while at the
same time satisfying existing, internal security requirements regarding treatment of cryptographic materials.

For instructions on installing Key HSM, see Installing Cloudera Navigator Key HSM.

For instructions on configuring Key HSM, continue reading:

Initializing Navigator Key HSM

Before initializing Navigator Key HSM, verify that the HSM is properly configured and accessible from the Key HSM
host, and that the HSM client libraries are installed on the Key HSM host:

e SafeNet Luna
Install the SafeNet Luna client. No additional configuration is needed.
¢ SafeNet KeySecure

Extract the KeySecure client tarball in the Key HSM library directory
(/ usr/ sharel keyt r ust ee- server - keyhsni ).

¢ Thales

Install the Thales client service. Copy nCi pher KM j ar,j cet ool s. j ar,andrsapri venc. j ar from the installation
media (usually located in opt / nf ast / j ava/ cl asses relative to the installation media mount point) to the Key
HSM library directory (/ usr / shar e/ keyt r ust ee- server - keyhsnt ).

See your HSM product documentation for more information on installing and configuring your HSM and client libraries.

E,i Note: When using an HSM with Key Trustee Server and Navigator Encrypt, encrypting many block
devices may exceed the capacity of the HSM. A key is created in the HSM for each encrypted block
device, so be sure that your HSM can support your encryption requirements.

To initialize Key HSM, use the servi ce keyhsm set up command in conjunction with the name of the target HSM
distribution:

$ sudo service keyhsm setup [keysecure|thal es| | una]

For all HSM distributions, this first prompts for the IP address and port number that Key HSM listens on.

Important: If you have implemented Key Trustee Server high availability, initialize Key HSM on each
Key Trustee Server.



Cloudera recommends using the loopback address (127. 0. 0. 1) for the listener IP address and 9090 as the port
number:

-- Configuring keyHsm General Setup --

Cl oudera Recommends to use 127.0.0.1 as the listener port for Key HSM
Pl ease enter Key HSM SSL |istener |P address: [127.0.0.1]127.0.0.1
WIl attenpt to setup listener on 127.0.0.1

Pl ease enter Key HSM SSL |istener PORT nunber: 9090

val idate Port: ;[ Successful ]

If the setup utility successfully validates the listener IP address and port, you are prompted for additional information
specific to your HSM. For HSM-specific instructions, continue to the HSM-Specific Setup for Cloudera Navigator Key

HSM on page 322 section for your HSM.

The Key HSM keystore defaults to a strong, randomly-generated password. However, you can change the keystore
password in the appl i cati on. properti es file:

keyhsm keyst or e. passwor d. set =yes

Then, runthe servi ce keyhsm set up command with the name of the HSM to which the keystore password applies.
You will be prompted to enter the new keystore password, which must be a minimum of six characters in length:

$ sudo service keyhsm setup [keysecure|thal es||una]

After initial setup, the configuration is stored in the
/ usr/ shar el keyt rust ee- server - keyhsnf appl i cati on. properti es file, which contains human-readable

configuration information for the Navigator Key HSM server.

Important: The truststore file created during Key HSM initialization must be stored at
/usr/shar e/ keytrust ee-server - keyhsni . There is no way to change the default location.

HSM-Specific Setup for Cloudera Navigator Key HSM

SafeNet KeySecure

Note: KeySecure was previously named DataSecure, but the Key HSM configuration process is the

El’ same for both.

After entering the Key HSM listener IP address and port, the HSM setup for SafeNet KeySecure prompts for login
credentials, the IP address of the KeySecure HSM, and the port number:

-- Ingrian HSM Credential Configuration --
Pl ease enter HSM | ogi n USERNAME: keyhsm
Pl ease enter HSM | ogi n PASSWORD; ******

Pl ease enter HSM | P Address or Hostnane: 172.19.1.135
Pl ease enter HSM Port nunber: 9020

If the connection is successful, the following message is displayed:
Val id address: :[ Successful ]
The KeySecure setup utility then prompts you whether to use SSL:

Use SSL? [Y/n] Y



If you choose to use SSL, Key HSM attempts to resolve the server certificate, and prompts you to trust the certificate:

[0] Version: 3
Seri al Nunber: 0
| ssuer DN: C=US, ST=TX, L=Aust i n, O=ACME, OU=Dev,
CN=172. 19. 1. 135, E=webadmi n@xanpl e. com

Start Date: Thu Jan 29 09:55:57 EST 2015

Final Date: Sat Jan 30 09:55:57 EST 2016

Subj ect DN C=US, ST=TX, L=Aust i n, O=ACVE, OU=Dev,

CN=172. 19. 1. 135, E=webadmi n@xanpl e. com

Public Key: RSA Public Key

nmodul us: abed4a8dcef 92e145984309bd466b33b35562c7f 875
1d1c406b1140e0584890272090424eb347647ba04b
34757cacc79652791427d0d8580a652¢c106bd26945
384b30b8107f 8e15d2debaB8a4e868bf 17bb0207383
7cffef Oef 16d5b5dabcf b4d3625c0af f bda6320daf
7c6b6d8adf ch563960f cd1207c059300f eb6513408
79dd2d929a5b986517531be93f 113¢c8db780c92ddf
30f 5¢8bf 2b0bea60359b67be306c520358cc0c3f c3
65500d8abeeac99e53cc2b369b2031174e72e6f cal
f 924639e09240ed6d4a73073885868e814839b09d5
6aa98a5ale230b46¢cdb4818321f 546ac15567¢5968
33be47ef 156a73e537f d09605482790714f 4a276e5
f 126f 935

public exponent: 10001

Si gnature Al gorithm SHA256W t hRSAENncryption

Si gnature: 235168c68567b27a30b14ab443388039f f 12357f
99ba439c6214e4529120d6cchb4a9b95ab25f 81b4
7deb9354608df 45525184e75e80eb0948eae3el5
c25c1d58c4f 86ch9616dc5¢c68df e35f 718a0b6b5
56f 520317eb5b96b30cd9d027a0e42f 60de6dd24
5598d1f cea262b405266f 484143a74274922884e
362192c4f 6417643da2df 6dd1a538d6d5921e78e
20al14e29calbb82b57c02000f a4907bd9f 3¢890a
bdae380c0b4dc68710deeaef 41576c0f 767879a7
90f 30a4b64a6af b3alaceOf 3cedl7ael42eebf 18
5ef f 64e8b710606b28563dd99e8367a0d3chbab33
2e59c03cadce3abf 4e0aaa9d9165e96d062018f 3
6a7e8e3075c40a95d61ebc8db43d77e7

Ext ensi ons

critical (fal se) BasicConstraints: isCa(true)
critical (fal se) NetscapeCertType: 0xcO

Trust this server? [y/N Y

Trusted server: :[ Successful ]

Thales HSM

By default, the Thales HSM client process listens on ports 9000 and 9001. The Cloudera Manager agent also listens on
port 9000. To prevent a port conflict, you must change the Thales client ports. Cloudera recommends using ports 11500
and 11501.

To change the Thales client ports, run the following commands:

$ sudo /opt/nfast/bin/config-serverstartup --enable-tcp --enable-privileged-tcp
--port=11500 --privport=11501
$ sudo /opt/nfast/sbin/init.d-ncipher restart

To configure Key HSM to use the modified port, edit the / usr/ shar e/ keyt r ust ee- server - keyhsni start. sh
file and add the - DNFAST_SERVER PCORT=11500 Java system property. For example:

java -classpath "*:/usr/safenet/lunaclient/jsp/lib/*:/opt/nfast/javalclasses/*"
-Djava.library. path=/usr/safenet/lunaclient/jsp/lib/ -DNFAST_SERVER PORT=11500
com cl ouder a. app. run. Program $@



Before completing the Thales HSM setup, run the nf kmi nf o command to verify that the Thales HSM is properly
configured:

$ sudo /opt/nfast/bin/nfkninfo
World generation 2
state 0x17270000 Initialised Usabl e Recovery ! Pl NRecovery ! ExistingCdient
RTC NVRAM FTO ! Al waysUseSt rongPri nes SEEDebug

If st at e reports ! Usabl e instead of Usabl e, configure the Thales HSM before continuing. See the Thales product
documentation for instructions.

After entering the Key HSM listener IP address and port, the HSM setup for Thales prompts for the OCS card password:

Pl ease enter the OCS Card Password (input suppressed):

Configuration saved in '"application.properties' file
Configuration stored in: '"application.properties'. (Note: You can al so use service keyHsm
settings to quickly view your current configuration)

Luna HSM

o Important: If you have implemented Key Trustee Server high availability, ensure that the Luna client
on each Key Trustee Server is configured with access to the same partition. See the Luna product
documentation for instructions on configuring the Luna client.

Before completing the Luna HSM setup, run the vt | veri fy command (usually located at
[ usr/saf enet /| unaclient/bin/vtl)to verify that the Luna HSM is properly configured.

After entering the Key HSM listener IP address and port, the HSM setup for Luna prompts for the slot number and
password:

-- Configuring SafeNet Luna HSM - -

Pl ease enter SafeNet HSM Sl ot Nunber: 1

Pl ease enter SafeNet HSM password (input suppressed):

Configuration stored in: '"application.properties'. (Note: You can al so use service keyHsm
settings to quickly view your current configuration)

Configuration saved in 'application.properties' file

See the Luna product documentation for instructions on configuring your Luna HSM if you do not know what values
to enter here.

Validating Key HSM Settings

After the setup completes, the Key HSM configuration is stored in
/usr/share/ keytrust ee-server-keyhsnf application. properties.

You can view these settings using the servi ce keyhsm setti ngs command:

$ sudo service keyhsm settings

# keyHsm Server Configuration information:
keyhsm managenent . address : 172.19.1.2
keyhsm server. port : 9090

keyhsm managenent . port : 9899

keyhsm servi ce. port : 19791

keyhsm hardware : nci pher

# Modul e OCS Passwor d
t hal es. ocs_password :
G ghXbuZs) 1Cet 137Lb+f +t gk YvKYDni 8St ef pNgZWM B+Lf SYI B4eHd
endt YJi 08qLj j bT+e7j 2t h5xf 809t 8Fwf Vguuy F\W6wdD
uNGvsellLY/it GwgFOScM B1Mhz4010xqCeyl PWrl +0Jj j kkqgMbgJJbl 81 sQFFal GVM pY=



These settings can be manually configured by modifying the appl i cati on. properti es file, with the exception of
any passwords. These are encrypted by design, and can only be changed by re-running the setup utility.

Creating a Key Store with CA-Signed Certificate

Required Files
Before proceeding, ensure that you have the following three PEM files:

e Certificate Authority (CA) PEM file
¢ Signed PEM certificate
* Private key PEM file

The following example uses ssl - cert - keyhsm ca. pemssl - cert - keyhsm pemandssl - cert - keyhsm pk. pem
respectively, to represent these files.

Create the Key Store

The following command accepts the ssl - cert - keyhsm pemand ssl - cert - keyhsm pk. pemfiles and converts

themtoa. pl2 file:

$ openssl pkcs12 -export -in ssl-cert-keyhsm pem -inkey ssl-cert-keyhsm pk. pem - out
nmycert.pl2 -nane alias -CAfile ssl-cert-keyhsm ca. pem -cananme root -chain

Important: The certificate CN must match the fully-qualified domain name (FQDN) of the Key Trustee
Server.

Managing the Navigator Key HSM Service

Use the keyhsmeservice for all basic server operations:

$ sudo service keyhsm
keyHsm servi ce usage:
setup <hsm name> - setup a new connection to an HSM

trust <path> - add a trusted client certificate

val i date - validate that keyHSMis properly configured
settings - display the current server configuration
start - start the keyHSM proxy server

status - show the current keyHSM server status

shut down - force keyHSM server to shut down

rel oad - reload the server (w thout shutdown)

Ther el oad command causes the application to restart internal services without ending the process itself. If you want
to stop and start the process, use the r est art command.

Logging and Audits

The Navigator Key HSM logs contain all log and audit information, and by default are stored in the / var /| og/ keyhsm
directory.

You can configure the maximum log size (in bytes) and maximum number of log files to retain by adding or editing the
following entries in / usr/ shar e/ keyt r ust ee- server - keyhsni appl i cati on. properti es:

keyhsm | og. si ze = 100000000
keyhsmroll.size = 3

The values used in this example are the default values, and are used if these parameters are not set.



Integrating Key HSM with Key Trustee Server

Using a hardware security module with Navigator Key Trustee Server requires Key HSM. This service functions as a
driver to support interactions between Navigator Key Trustee Server and the hardware security module, and it must
be installed on the same host system as Key Trustee Server. The steps below assume that both Key HSM and Key
Trustee Server are set up and running. See Installing Cloudera Navigator Key HSM for details. Integrating Key HSM and
Key Trustee Server involves the following steps:

1. Check Existing Key Names (for existing Key Trustee Server users only)
2. Establish Trust from Key HSM to Key Trustee Server
3. Integrate Key HSM and Key Trustee Server

Check Existing Key Names

During the process detailed below, you are prompted to migrate any existing keys from the Key Trustee Server to the
HSM.

n Warning: Migration fails if any existing keys do not adhere to the constraints.

Successful migration depends on the existing keys conforming to the following constraints:

¢ Key names can begin with alpha-numeric characters only
e Key names can include only these special characters:

— Hyphen -
— Period
— Underscore

If any existing key names in Key Trustee Server do not meet the requirements listed above, the migration fails. To
prepare for migration, check your key names and do the following if any of them are non-conforming:

e Decrypt any data using the non-conforming key
¢ Create a new key, named per the requirements
e Re-encrypt the data using the new key

After this, the migration from Key Trustee Server to the HSM will succeed during the process below.

Important: Keys are not available during migration, so you should perform these tasks during a
maintenance window.

Establish Trust from Key HSM to Key Trustee Server

This step assumes that Key Trustee Server has a certificate for TLS (wire) encryption as detailed in Managing Key Trustee
Server Certificates on page 318. Before you can run the commands in the steps below, Key HSM service must explicitly
trust the Key Trustee Server certificate (presented during TLS handshake). To establish this trust, run the following
command:

$ sudo keyhsmtrust /path/to/key_trustee_server/cert

The/ pat h/to/ key_trustee_server/cert inthis command (and in the commands below) depends on whether
the Key Trustee Server uses the default certificate (created by default during install), or uses a custom certificate
(obtained from a commercial or internal CA). The two alternate paths are shown in the table below. The custom path
is a common example but may differ from that shown.

Default Custom

/var/lib/keytrustee/ . keytrustee/ . ssl/ssl -cert-keytrustee.pem/ et ¢/ pki / cl oudera/ certs/cert-file.crt




Default Custom

/var/lit/keytrusted . keytrusted . ssl/ssl-cert-keytrustee-pk.pem / et ¢/ pki / cl ouder a/ pri vat e/ pri vat e- key. key

E,i Note: The system requires TLS and Kerberos authentication throughout the system for security

reasons. Connections attempted over SSL (1 through 3) and connections from untrusted clients are
immediately terminated to prevent POODLE (Padding Oracle On Downgraded Legacy Encyryption)
exploits. See the Cloudera Security Bulletin for more information.

Integrate Key HSM and Key Trustee Server

The steps below assume that both Key HSM and the Key Trustee Server are on the same host system, as detailed in
Installing Cloudera Navigator Key HSM. These steps invoke commands on the Key HSM service and the Key Trustee
Server, and they must be run on the host—they cannot be run remotely from another host.

1. Ensure the Key HSM service is running:

$ sudo service keyhsm start

2. Establish trust from Key Trustee Server to Key HSM specifying the path to the private key and certificate (Key
Trustee Server is a client to Key HSM). This example shows how to use the--client-certfil e and
--client-keyfile optionsto specify the path to non-default certificate and key:

$ sudo ktadmi n keyhsm --server https://keyhsn0l. exanpl e. com 9090 \
--client-certfile /[etc/pki/clouderal/certs/mycert.crt \
--client-keyfile /etc/pki/clouderal/certs/nykey. key --trust

For a password-protected Key Trustee Server private key, add the - - passphr ase argument to the command
and enter the password when prompted:

$ sudo ktadm n keyhsm --passphrase \

--server https://keyhsnDl. exanpl e. com 9090 \
--client-certfile /[etc/pki/clouderal/certs/mycert.crt \
--client-keyfile /etc/pki/clouderal/certs/nykey.key --trust

E’; Note: The preceding commands also create a certificate file for the Key HSM that is used by the
Key Trustee Server. This certificate file is stored in
/var/libl/keytrusteel.keytrustee/.ssl/ssl-cert-keyhsm pem

3. Restart Key Trustee Server:

¢ Using Cloudera Manager: Restart the Key Trustee Server service (Key Trustee Server service > Actions >
Restart).

¢ Using the Command Line: Restart the Key Trustee Server daemon:

— RHEL 6-compatible: $ sudo service keytrusteed restart
— RHEL 7-compatible: $ sudo systentt!| restart keytrusteed

Cloudera Navigator Encrypt

Cloudera Navigator Encrypt transparently encrypts and secures data at rest without requiring changes to your applications
and ensures there is minimal performance lag in the encryption or decryption process. Advanced key management
with Cloudera Navigator Key Trustee Server on page 303 and process-based access controls in Navigator Encrypt enable
organizations to meet compliance regulations and ensure unauthorized parties or malicious actors never gain access
to encrypted data.



http://en.wikipedia.org/wiki/POODLE
https://www.cloudera.com/documentation/other/security-bulletins/topics/csb_all_product_issues.html#concept_ckc_4j5_1q

For instructions on installing Navigator Encrypt, see Installing Cloudera Navigator Encrypt.

For instructions on configuring Navigator Encrypt, continue reading:

Registering Cloudera Navigator Encrypt with Key Trustee Server

Prerequisites

Functioning Navigator Key Trustee Server

After Installing Cloudera Navigator Encrypt on a host, you must register the host with Navigator Key Trustee Server. If
you have not yet installed Navigator Key Trustee Server, see Installing Cloudera Navigator Key Trustee Server for
instructions.

Key Trustee Server Organization

To register with Key Trustee Server, you must have an existing organization. See Managing Key Trustee Server
Organizations on page 316 for information on creating and viewing organizations on a Key Trustee Server.

Master Password

The Master Key is the primary Navigator Encrypt administrator access code and is configured by the Navigator Encrypt
administrator during installation. The Master Key can take any one of three different forms:

¢ If you choose a passphrase (single), it must be between 15 and 32 characters long.
¢ If you choose passphrase (dual), both must be between 15 and 32 characters long.

¢ If you choose the RSA option, enter a path to the RSA key file, and if it has RSA passphrase, enter it for this private
key.

Warning: Itis extremely important that you keep your master password secret and safe. In the event
A that you lose your master password, you will never be able to recover it, leaving your encrypted data
irretrievably locked away.

Registering with Key Trustee Server

After Installing Cloudera Navigator Encrypt on a host, you must register the host with Navigator Key Trustee Server to
be able to encrypt and decrypt data. The following section lists the command options for registering your Navigator
Encrypt client.

E,’ Note: Do not run Navigator Encrypt commands with the scr een utility.

If the TLS certificate is signed by an internal CA that is not publicly recognized, then you must add the root certificate
to the host certificate truststore of each Navigator Encrypt client. For details, see

Example command:

$ sudo navencrypt register --server=https://keytrustee0l. exanple.com 11371
--passi ve-server=https://keytrustee02. exanpl e.com 11371 --org=your_keytrustee_org
--aut h=org_aut h_t oken

Table 26: Registration Options

Command Option Explanation

--clientnanme=ny_client_nane User-defined unique name for this client to be used for
administration and reports. You can verify your client name




Command Option Explanation

inthe/ et c/ navencrypt/keytrust ee/ cl i ent name
file.

--server=https://keytrusteeOl. exanpl e. com 11371 | Target Active Key Trustee Server for key storage. Replace
keytrustee01.example.com:11371 with the hostname and
port of the Active Key Trustee Server. The default port is

11371.

--passi ve- server=htt ps: / / keyt r ust ee02. exanpl e. com 11371 | Target Passive Key Trustee Server for key storage. Replace
keytrustee02.example.com:11371 with the hostname and
port of the Passive Key Trustee Server. The default port is
11371.

--org=your _keytrustee_org Key Trustee organization name configured by the Key
Trustee Server administrator

--aut h=org_aut h_t oken Organization authorization token, a pre-shared secret by
the Navigator Key Trustee Server administrator

- - ski p- ssl - check Skip SSL certificate verification. Use with self-signed
certificates on the Navigator Key Trustee Server

--trustee Add trustees for retrieval of the master key

--votes Configure voting policy for trustees

--recoverabl e Master Key will be uploaded without encrypting it with

your local GPG Navigator Key Trustee

--schenme "<schene>" Key Trustee Server scheme that Navigator Encrypt uses
for public key operations. Specify " htt p* or"htt ps".

--port Key Trustee Server port that Navigator Encrypt uses for
public key operations.

Registering with Previous Versions of Key Trustee Server

By default, new installations of Navigator Key Trustee Server 5.4.0 use a single HTTPS port for key storage and public
key operations. Previous versions and upgrades use separate ports for key storage and public key operations. For
backward compatibility, Navigator Encrypt 3.7.0 introduces the - - schene and - - por t parameters for the navencr ypt
regi st er command.

For example, to register a version 3.7.0 Navigator Encrypt client with a version 3.8.0 Key Trustee Server using HTTPS
over port 443 for key storage and HTTP over port 80 for public key operations, run the following command:

$ sudo navencrypt register --server=https://keytrustee.exanple.com 443
--org=key_trustee_org --auth=auth_token --scheme "http" --port 80

Navigator Encrypt versions lower than 3.7.0 do not support the - - schene and - - por t parameters. For these versions
of Navigator Encrypt, you must ensure that the Key Trustee Server is configured to use port 443 (HTTPS) for key storage
and port 80 (HTTP) for public key operations.

Navigator Encrypt versions lower than 3.8.0 do not support the - - passi ve- ser ver parameter.

Updating Key Trustee Server Ports

The navencrypt regi ster command does not provide the ability to change the ports for existing registrations. If
the Key Trustee Server ports are changed, you must update / et ¢/ navencr ypt / keyt r ust ee/ zt r ust ee. conf with
the new port and scheme parameters (HKP_PORT and HKP_SCHENME, respectively).



For example, see the following zt r ust ee. conf excerpt from a registered client that has been upgraded to Navigator
Encrypt 3.7.0:

{
" LOCAL_FI NGERPRI NT" : " 2048R/ 182AAA838DC300AC334258D8E7F299BFB68AGF6F"

" REMOTES" :
"ktsOl. exanpl e. cont':
" REMOTE_FI NGERPRI NT" :
"4096R/ AF6400E12DC149799CA8CE6BF1604C34D830DE20"

" REMOTE_SERVER': "https://ktsOl. exanmpl e. cont',
" DEFAULT": true,

"SSL_I NSECURE": fal se,

" PROTOCOL" : "j son-encrypt"

}

In this example, the Key Trustee Server (keyt r ust ee. exanpl e. com is using the default configuration of port 443
(HTTPS) for key storage and port 80 (HTTP) for public key operations.

If the Key Trustee Server is then updated to use port 11371 (HTTPS) for both key storage and public key operations,
you must update zt r ust ee. conf as follows (changes in bold):

{
" LOCAL_FI NGERPRI NT" : "2048R/ 182AAA838DC300AC334258D8E7F299BFB68AGF6F"

" REMOTES" : {
"kt s0l. exanmpl e. cont':

" REMOTE_FI NGERPRI NT" :
"4096R/ AF6400E12DC149799CA8CE6BF1604C34D830DE20"

" REMOTE_SERVER': "https://kts0l. exanpl e.com 11371",
" HKP_PORT" : 11371,

" HKP_SCHEME" : "https",

" DEFAULT": true,

"SSL_I NSECURE": fal se,

" PROTOCOL" : "json-encrypt"

Updating Navigator Encrypt for High Availability Key Trustee Server

If you registered a Navigator Encrypt client with a standalone Key Trustee Server, and then configured high availability
for Key Trustee Server, you can edit/ et ¢/ navencr ypt / keyt r ust ee/ zt r ust ee. conf to enable the client to take
advantage of the high availability features. The following example shows the contents of zt r ust ee. conf after adding
the required REMOTE_SERVERS entry (changes in bold):

{
" LOCAL_FI NGERPRI NT" : " 2048R/ 182AAA838DC300AC334258D8E7F299BFB68AGF6F" ,

" REMOTES" :
"kt sOl. exanpl e. cont':
" REMOTE_FI NGERPRI NT" :
"4096R/ AF6400E12DC149799CA8CE6BF1604C34D830DE20"

" REMOTE_SERVER': "https://ktsOl. exanpl e. com 11371",
" HKP_PORT" : 11371,

" HKP_SCHEME" : "https",

" DEFAULT":

true,
" REMOTE_SERVERS" : ["https://ktsOl. exanpl e. com 11371",
"https://kts02. exanpl e.com 11371"],
"SSL_I NSECURE": true,
" PROTOCOL" : "j son-encrypt"



Configuration Files

The installer creates the / et ¢/ navencr ypt directory. All configuration settings are saved in this directory. Do not
delete any file from / et ¢/ navencr ypt . These files provide the necessary information for the Navigator Encrypt
application to function properly.

Warning: Perform backups of encrypted data, mount-points, and Navigator Encrypt configuration
directories on a regular basis. To do this, ensure you have a backup of / et ¢/ navencr ypt . Failure to
backup this directory will make your backed up encrypted data unrecoverable in the event of data
loss.

Change Master Key by UUID

It is possible to re-use a previously used Master Key by its UUID. For example, if you currently have a Master key with
a single passphrase, you can see the corresponding Navigator Key Trustee UUID in the / et ¢/ navencr ypt/ cont r ol
file:

$ cat /etc/navencrypt/control

“app”: {
"nanme": "navencrypt",
"version": "3.5"
1,
"keys": {
"master": {
"type": "single-passphrase”,

"uui d": " gMAKRMIk4HVbhf zR79¢cp9wd2YBmNHI5nSLhf d8ZVo6L"
},
"targets": []
}

}

You can copy the UUID (gMAKRMik4HVbhf zR79¢cp9wl2YBnNHI5nSLhf d8ZVo6L in this example) and run navencr ypt
key --change with option - - new mast er - key- uui d to change a Master Key by using its UUID only:

$ sudo navencrypt key --change

- - new nast er - key- uui d=gMAKRMk4HVbhf zR79¢cp9w92YBmMNHI5nSLhf d8ZVo6L

>> Type your OLD Master key

Type MASTER passphrase 1:

Type MASTER passphrase 2:

Verifying Master Key agai nst Navigator Key Trustee (wait a nmonent)...
X

Changi ng Master key (wait a noment). ..
* Setting up EXI STI NG MASTER key. . .

* Upl oadi ng CONTROL content. ..

* Re-encrypting |ocal keys...

Mast er key successful |y changed.

E,i Note: The navencrypt key command fails if no volumes are encrypted or the kernel module is not
loaded.

Preparing for Encryption Using Cloudera Navigator Encrypt

Before you can encrypt data, you must prepare a storage repository to hold the encrypted data and a mount point
through which to access the encrypted data. The storage repository and mount point must exist before encrypting
data using the navencr ypt - nrove command.

Data stored and retrieved from the repository is encrypted and decrypted transparently.

Cloudera Navigator Encrypt does not support:



e Encrypting a directory that contains or is contained within a mount point for another service (including Navigator
Encrypt and NFS). See Encrypting Data on page 338 for more information.

e Encrypting immutable files or directories containing immutable files.

¢ Installation oruseinchr oot environments, including creating chr oot environments within an encrypted directory.

e Encrypting HDFS data files.

Navigator Encrypt Commands

E,’ Note: Do not run Navigator Encrypt commands with the scr een utility.

The following table lists the commands used to encrypt data:

Table 27: Navigator Encrypt Commands

Command Description
navencr ypt Manage, update, and verify your data.
navencrypt - prepare Prepare your system for encryption by creating

mount-points and specifying storage.

navencrypt - prepare --undo Remove a mountpoint that is no longer in use.

navencrypt - nove Encrypt/decrypt your data to/from the encrypted
filesystem.

navencrypt-profile Generate process profile information in JSON format.

navencr ypt - modul e- set up Build or rebuild the Navigator Encrypt kernel module.

Preparing for Encryption

E,’ Note: When using an HSM with Key Trustee Server and Navigator Encrypt, encrypting many block
devices may exceed the capacity of the HSM. A key is created in the HSM for each encrypted block
device, so be sure that your HSM can support your encryption requirements.

To get an in-depth look at the details behind the navencr ypt - pr epar e command, or to use a unique configuration,
use the interactive prompt by executing navencr ypt - pr epar e with no options. This launches an interactive console
that guides you through the following operations:

¢ Creating internal encryption keys

e Registering internal keys in Navigator Key Trustee

e Registering mount pointin/ et c/ navencrypt/ ztab

e Mounting current mount point

e Establishing encryption method (dm crypt for devices, ecr ypt f s for directories)

Using the console, you can choose how you want your data stored and accessed. Navigator Encrypt offers two different
types of encryption:

¢ Block-level encryption with dm cr ypt : Protect your data by encrypting the entire device. This option enables full
disk encryption and is optimized for some system configurations. Block-level encryption can be used with logical
devices such as a loop device.

¢ File-level encryption with ecr ypt f s: Protect your data by mounting an encrypted filesystem on top of an existing
one. Enables transparent access to encrypted data without modifying your storage.



E,i Note: As of August 2015, Filesystem-level encryption using eCryptfs is deprecated. For new

installations, use block-level encryption. For existing installations using eCryptfs, see Migrating
eCryptfs-Encrypted Data to dm-crypt on page 339 for instructions on migrating data encrypted
using eCryptfs to use dm-crypt.

See Block-Level Encryption with dm-crypt on page 333 and Filesystem-Level Encryption with eCryptfs on page 336 for
more information.

To prepare for encryption, you must set a location to store the encrypted data and a mount point through which to
access the data. The storage location and mount point must be created before encrypting data.

E,i Note: If you are performing a file system check as part of your preparation work, then note that the

crypto device must be mapped and active. Also, be aware that if you execute f sck in force mode (- )
, there is a risk of data loss. If the force operation fails, it could cause file system corruption at the
device header.

In the following example, we will use the directory / navencr ypt / encr ypt ed- st or age for the encrypted storage
and/ navencr ypt / mount - poi nt for the mount point. If you have specific space/partition requirements, you can
select a different directory, although Cloudera highly recommends that you place the encrypted directory on the same
partition as the data you are planning to encrypt.

The syntax for the prepare command is as follows:

$ sudo navencrypt-prepare <data_storage_directory> <nount_point >

When specifying the storage path and the mount point path, do not use a trailing/ in the path names. Both directories
must exist prior to running the navencr ypt - pr epar e command. They are not automatically created.

To create the encrypted partition, create the mount point and storage directories, and then use the
navencr ypt - pr epar e utility:

$ sudo nkdir -p /navencrypt/encrypted-storage /navencrypt/ mount-point
$ sudo navencrypt-prepare /navencrypt/encrypted-storage /navencrypt/nount-point

For RHEL 7, run the following command after the navencr ypt - pr epar e command completes:
$ sudo systencttl start navencrypt-nount
To demonstrate the difference between the two directories, this example uses different directories for the encrypted

storage and the mount point. It is also possible to store and access the data using the same directory.

To see the effects of these commands, run df - h. This command displays the partition information about your system.
You should see an ecr ypt f s partition located at/ navencr ypt / encr ypt ed- st or age, and mounted at
/ navencr ypt/ nount - poi nt .

After you have successfully prepared a client for encryption, you can encrypt and decrypt data using the commands
described in Encrypting and Decrypting Data Using Cloudera Navigator Encrypt on page 337.

Block-Level Encryption with dm-crypt

E’; Note: For best performance, Cloudera strongly recommends using block encryption with dm-crypt.
See Migrating eCryptfs-Encrypted Data to dm-crypt on page 339 for instructions on migrating data
encrypted using eCryptfs to use dm-crypt.

When choosing block-level encryption during the interactive console, you must specify two parameters:



1. The first parameter is the block device that you want to store the encrypted file system in. Because this device
stores all of the encrypted data, it must be as large as or larger than the target data. The device must exist and
be empty. Supported storage devices are:

e Physical block devices (for example, a disk device)

e Virtual block devices (for example, a block device created by LVM)

¢ Loop devices (see Block-Level Encryption with a Loop Device on page 334 for instructions on creating a loop
device)

2. The second parameter is the mount point for the encrypted file system. This is the location where you can access
the encrypted data stored in the first parameter. The mount point must already exist. It is not created by the
navencr ypt - pr epar e command.

The entire device in the first parameter is used for encrypted data.

E,i Note: Do not manually unmount the encryption mount point (for example, using unount ). If you do
so, you must manually close the dm cr ypt device using the following procedure:

1. Rundnset up tabl e to list the dm crypt devices.
2. Runcryptsetup | uksC ose <devi ce_nane> to close the device for the unmounted mount
point.

After choosing these two parameters and following the interactive console (discussed further in Preparing for Encryption
on page 332), you are ready to encrypt your data. The following example shows successful output from a
navencr ypt - pr epar e command using dm-crypt for block-level encryption:

$ sudo /usr/sbin/navencrypt-prepare /dev/sdal / mt/dm encrypted
Type MASTER passphrase:

Encryption Type: dnCrypt (LUKS)

Ci pher: aes

Key Size: 256

Random I nterface: /dev/urandom

Fi |l esystem ext 4

Verifying MASTER key agai nst Navigator Key Trustee (wait a nmonent) ... K
Generation Encryption Keys with /dev/urandom oo K

Preparing dnCrypt device (--use-urandom NG ¢

Creating ext4 fil esystem oo K

Regi stering Encryption Keys (wait a nonent) NG ¢

Mount i ng /dev/sdal . K

Block-Level Encryption with a Loop Device

A block-level encrypted device can be a physical device or a storage space treated as a device. See Migrating
eCryptfs-Encrypted Data to dm-crypt on page 339 for instructions on migrating data encrypted using eCryptfs to use
dm-crypt with a loop device.

To configure a loop device, use the dd command to create a storage space:

Warning: The space for the loop device is pre-allocated. After the loop device is created, the size
A cannot be changed. Make sure you are allocating enough storage for the current encrypted data as
well as any future data.

If your disks are mounted individually with a filesystem on each disk, and your storage needs exceed
the capacity of a single disk, you can create a loop device on each disk for which you want to allocate
space for encrypted data. If you have consolidated storage (for example, using LVM), you can create

a single loop device or multiple devices.

$ sudo dd if=/dev/zero of=/dncrypt/storage bs=1G count =500

The dd command above creates a 500 GB file. Modify the bs and count values to generate the required file size.


https://en.wikipedia.org/wiki/Logical_Volume_Manager_(Linux)

After generating the file, run | oset up -f to view unused loop devices. Use the available loop device with the
navencrypt - prepar e -d command, demonstrated below.

Specifically for loop devices, the - d parameter enables Navigator Encrypt to manage the loop device association. You
no longer need to use the | oset up command to associate the file with the loop device, and the loop device is
automatically prepared at boot. For RHEL 7-compatible OS, you must run the following commands to ensure that a
loop device is available at boot:

$ sudo bash -c 'echo "l oop" > /etc/nodul es-1oad. d/| oop. conf'’
$ sudo bash -c¢ 'echo "options | oop nmax_| oop=8" > /etc/nodprobe.d/| oop_options. conf’

Warning: Loop devices are not created by Navigator Encrypt. Instead, Navigator Encrypt assigns a
datastore to a loop device when the navencr ypt - prepar e --dat ast or e option is used. So, it is
up to the system administrator to create persistent /dev/loopX devices, which are required to prepare
a virtual block device. If the loop device being prepared is not persistent, then Navigator Encrypt will
not mount the device upon a reboot.

The data storage directory name (/ dntr ypt / st or age in the previous example) must contain only alphanumeric
characters, spaces, hyphens (- ), or underscores (_). Other special characters are not supported.

The following example shows the output from a successful command:

$ losetup -f

/ dev/ | oop0

$ sudo navencrypt-prepare -d /dncrypt/storage /dev/|oopO /dntrypt/ mount poi nt
Type MASTER passphrase:

Encryption Type: dnCrypt (LUKS)

Ci pher: aes

Key Size: 256
Random I nterface: OpenSSL
Fil esystem ext4
Opti ons:

Verifying MASTER key agai nst KeyTrustee (wait a nonent)
Generation Encryption Keys with OpenSSL

Assigning '/dev/loop0' ->"/dntrypt/storage’

Preparing dnCrypt device

Creating ext4 fil esystem

Regi stering Encryption Keys (wait a nonent)

Mount i ng /dev/ | oop0
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For upgraded Navigator Encrypt clients that already use loop devices, you can enable Navigator Encrypt to manage
the loop device file association (instead of configuring the system to run the | oset up command at boot) by adding
the nav_dat ast or e option to the entry in/ et ¢/ navencr ypt/ zt ab. For example:

# <target mount-dir> <sour ce devi ce> <type> <opti ons>
/ dnerypt / nmount poi nt / dev/ | oop0 | uks
key=keyt rust ee, nav_dat ast ore="'/dntrypt/ st or age'

Important: Use caution when editing the / et ¢/ navencr ypt / zt ab file. Entries are tab-separated
(not space-separated). The zt ab file must not contain empty lines.

After you have created the loop device, continue with the instructions in Block-Level Encryption with dm-crypt on page
333.




Filesystem-Level Encryption with eCryptfs

E,i Note: As of August 2015, Filesystem-level encryption using eCryptfs is deprecated. For best
performance, Cloudera strongly recommends using Block-Level Encryption with dm-crypt on page 333
where possible. See Migrating eCryptfs-Encrypted Data to dm-crypt on page 339 for instructions on
migrating data encrypted using eCryptfs to use dm-crypt.

RHEL 7 does not support eCryptfs. For new installations on RHEL 7, you must use Block-Level Encryption
with dm-crypt on page 333. If you are planning on upgrading to RHEL 7 and are currently using eCryptfs,
migrate to dm-crypt before upgrading.

When choosing file-level encryption during the interactive console, you must specify two parameters:

1. The first parameter is the storage directory you want to store the encrypted file system in. Because this directory
will hold all of the encrypted data, it must be as large as or larger than the target data.

2. The second parameter is the mount point for the encrypted file system. This is the location where you can access
the encrypted data stored in the location identified by the first parameter.

While the data is technically stored at the location identified by the first parameter, you can only access the data from
the mount point identified by the second parameter. Consider this when choosing where to mount your data.

After choosing these two parameters and following the interactive console (discussed further in Preparing for Encryption
on page 332), you are ready to encrypt your data.

Undo Operation

Navigator Encrypt 3.5 and higher supports a new command option, navencr ypt - prepar e - - undo. This command
reverses the operations from the regular navencr ypt - pr epar e command by removing the device from Navigator
Encrypt control and removing registered encryption keys.

The only parameter of the undo operation is the storage device used to store the encrypted file system (not the mount
point). Here is an example showing navencr ypt - pr epar e and navencr ypt - prepar e - - undo operations:

$ sudo navencrypt-prepare /path/to/storage /path/to/ mount point
Type MASTER passphrase:

Encryption Type: eCryptfs

Ci pher: aes

Key Si ze: 256

Random I nterface: OpenSSL

Fil esystem ext4

Opti ons:

Verifying MASTER key agai nst Navi gator Key Trustee (wait a nonent) . K
Generation Encryption Keys with QpenSSL ... K

Regi stering Encryption Keys (wait a nonent) . K

Mounti ng / pat h/to/ nount poi nt ... K

$ sudo navencrypt-prepare --undo /path/to/storage

Type MASTER passphrase:

Verifying MASTER key agai nst Navi gator Key Trustee (wait a nonent) oo K
Unounti ng / pat h/ t o/ nount poi nt ... K

Pass-through Mount Options for navencr ypt - pr epar e

Navigator Encrypt 3.5 and higher provides the ability to specify options to pass to the nount command that is executed
during/etc/init.d/ navencrypt-nount start (systenctl start navencrypt-nount on RHEL 7). These
options are specified with the - o option when preparing a mountpoint with the navencr ypt - pr epar e command.

The following shows an example navencr ypt - pr epar e command output when passing mount options with the - o

option:

$ sudo navencrypt-prepare -o discard,resize /mt/t2 /mt/t2
Type MASTER passphrase:



Encryption Type: eCryptfs

Ci pher: aes

Key Size: 256

Random | nterface: OpenSSL

Fi | esystem ext4

Opti ons: di scard, resi ze

Verifying MASTER key agai nst Navi gator Key Trustee(wait a nonent)
Generation Encryption Keys with OpenSSL

Regi stering Encryption Keys (wait a nonent)

Mounting /mt/t2
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You can verify the results by viewing the / et ¢/ navencr ypt / zt ab file:

$ cat /etc/navencrypt/ztab
/Imt/t2 /mt/t2 ecryptfs key=keytrustee, ci pher=aes, keysi ze=256, di scard, resi ze

Options can be added or removed to existing mount points prepared with versions of Navigator Encrypt prior to 3.5
by editing the / et c/ navencr ypt / zt ab file and adding the comma-separated options (no spaces) to the end of each
line as seen in the previous example above.

o Important: Use caution when editing the / et ¢/ navencr ypt/ zt ab file. Entries are tab-separated
(not space-separated). The zt ab file must not contain empty lines.

To see the mounted filesystems and options, run nount :

$ nmount

/mt/t2 on /mt/t2 type ecryptfs

(rw, ecryptfs_sig=6de3dble87077adb, ecryptfs_unlink_sigs, noauto,\
ecryptfs_ci pher=aes, ecryptfs_key_bytes=32, di scard, resi ze)

Pass-through mount options work for both dm-crypt and eCryptfs. For a list of available mount options, see the man
pages for cr ypt set up and ecr ypt f s respectively.

Encrypting and Decrypting Data Using Cloudera Navigator Encrypt

Warning: Before encrypting or decrypting any data, stop all processes (for example, MySQL, MongoDB,
PostgreSQL, and so on) that have access to the target data. Failure to do so could lead to data
corruption.

After the encrypted file system is created and initialized, it is ready to hold data. All encryption and decryption
functionality is performed with a single command: navencr ypt - nove.

Do not manually create directories or files under a Cloudera Navigator Encrypt mount point; use only the
navencr ypt - nove command to encrypt and decrypt data. See Preparing for Encryption Using Cloudera Navigator
Encrypt on page 331 for more information about mount points.

After encrypting a file or directory, all data written and read through the mount point is transparently encrypted and
decrypted.

Before You Begin
Navigator Encrypt does not support encrypting data in certain environments, including the following:

e Do not attempt to encrypt a directory that contains or is contained within a mount point for another service
(including Navigator Encrypt and NFS). For example:

— Ifyour encryption mount pointis/ var/ | i b/ navencr ypt / nount , do not attemptto encrypt/ var,/var/lib,
/var/libl/navencrypt,/var/lib/navencrypt/ nount, or anything under
/var/lib/ navencrypt/ mount/.



— If you have mounted an NFS filesystem at / mt / hone, do not attempt to encrypt / mt, / rmt / hone, or
anything under / mt / hone.

¢ Do not attempt to encrypt immutable files or directories containing immutable files.

e Do not use Navigator Encrypt within a chr oot environment, or create a chr oot environment within an encrypted
directory.

e If your Key Trustee Server is managed by Cloudera Manager, do not encrypt the Cloudera Manager database with
Navigator Encrypt; doing so prevents Cloudera Manager from starting.

Encrypting Data

Do not manually create directories or files under a Navigator Encrypt mount point; use only the navencr ypt - nove
command to encrypt data.

Here is an example command to encrypt data, with an explanation for each option:

$ sudo navencrypt-nove encrypt @kcategory> <directory_to_encrypt> <encrypt ed_nount _poi nt >

o Important: Do not run navencr ypt - nove commands simultaneously in multiple terminals. Doing
so results in failure to encrypt or decrypt all of the specified data. No data is lost, as the source data
is not removed, but you must re-run the failed operations sequentially.

Table 28: navencr ypt - nrove Command Options

Command Option Explanation

navencrypt - move Main command interface for all actions that require
moving data either to or from the encrypted file system.
For more information see the navencr ypt - nove man
page (man navencrypt - nove).

encrypt Identifies the cryptographic operation, in this case,
encrypting data. The decr ypt option is described later in
Decrypting Data on page 339.

E, ote: By default, all Navigator Encrypt

encryption commands require free space
equal to twice the size of the encrypted
data. If your environment does not have
enough free space, add - - per - fi | etothe
end of the command. This moves each file
individually. Per-file encryption only
requires free space equal to twice the size
of the largest individual file, but is a slower
operation.

©xcat egor y> The access category that is applied to the data being
encrypted. Encrypted data is protected by process-based
access controls that restrict access to only the processes
that you allow. You can use any naming convention you
want (the @symbol is required), but Cloudera recommends
keeping it simple and memorable. For example, you can
use a name referencing the data type being encrypted,
such as @rysql for a MySQL deployment.

<directory to encrypt> The data that you want to encrypt. This can be a single file
or an entire directory. Navigator Encrypt starts after the




Command Option Explanation

system boots, so do not encrypt required system files and
directories (such as the root partition, / var , and so on).
Some examples of recommended data directories to
encryptare/var/lib/ nysql/data,/db/dat a, and so

on.

<encrypted nount - poi nt> Where you want to store the data. This is the path to the
mount point specified during the navencr ypt - pr epare
command.

When a file is encrypted, a symbolic link (symlink) is created which points to a mount point @cat egor y> directory.
The navencr ypt - mrove command moves all specified data to the encrypted filesystem and replaces it with a symlink
to the mount point for that encrypted filesystem.

Encrypting a directory is similar to encrypting a file. The following command encrypts a directory:

$ sudo /usr/sbin/navencrypt-nmove encrypt @rycategory /path/to/directory_to_encrypt/
/ pat h/ t o/ mount

In this command, a directory is specified instead of a filename, and a symlink is created for that particular directory.
To see the effects of this command, run:

$1s -l <directory_to_encrypt>
$ du -h <encrypted_storage_directory>

The output demonstrates the new filesystem layout. Everything that was in the target directory is now securely stored
in the encrypted filesystem.

Decrypting Data

The decryption command requires only the path to the original data, which is now a symbolic link, as an argument.
The following example demonstrates how to decrypt a file using the navencr ypt - mrove command:

$ sudo /usr/sbhin/navencrypt-nove decrypt /path/to/encrypted/file

o Important: Do not run navencr ypt - nove commands simultaneously in multiple terminals. Doing
so results in failure to encrypt or decrypt all of the specified data. No data is lost, as the source data
is not removed, but you must re-run the failed operations sequentially.

As with encryption, you can specify a directory instead of a file:

$ sudo /usr/shin/navencrypt-nove decrypt /path/to/encrypted/directory

Migrating eCryptfs-Encrypted Data to dm-crypt
As of August 2015, Filesystem-level encryption using eCryptfs is deprecated. Use this procedure to migrate to dm-crypt.

RHEL 7 does not support eCryptfs. For new installations on RHEL 7, you must use Block-Level Encryption with dm-crypt
on page 333. If you are planning on upgrading to RHEL 7 and are currently using eCryptfs, migrate to dm-crypt before
upgrading.

Warning: Before encrypting or decrypting any data, stop all processes (for example, MySQL, MongoDB,
PostgreSQL, and so on) that have access to the target data. Failure to do so could lead to data
corruption.




1. Prepare an empty block device. This can be a physical block device (such as an unused disk) or a virtual block
device (for example, a logical block device created by LVM, or a loop device). For instructions on creating a loop
device, see Block-Level Encryption with a Loop Device on page 334.

2. Stop any services which depend on the encrypted data to be moved.

3. Prepare a block-level encrypted mount point. See Preparing for Encryption Using Cloudera Navigator Encrypt on
page 331 for details about the procedure.

4. Add ACL rules for the new encrypted mount point that match the ACL rules for the mount point you are migrating

from. To view existing ACL rules, run sudo navencrypt acl --print.
5. Add an ACL rule for your preferred shell (for example, / bi n/ bash) to enable command-line utilities such as nv
and cp:

$ sudo navencrypt acl --add --rule="ALLOW @at egory * /bin/bash"

6. Copy the encrypted data from the eCryptfs mount point to the dm-crypt mount point:

$ sudo cp -rp /ecryptfs/nountpoint/path/to/data /dncrypt/ nmount poi nt/path/to/data

7. Update any symbolic links referencing the encrypted data. The following example demonstrates updating a
symbolic link for a PostgreSQL database that was originally encrypted using eCryptfs, but has been migrated to
dm-crypt:

$ sudo I's -1 /var/lib/db/datalbase/ 16385

I rwxrwxrwx 1 root root 72 Jul 22 15:33 /var/lib/db/datal/base/ 16385 ->
/ ecrypt f s/ mount poi nt/ postgres/var/lib/db/datal/ base/ 16385

$ sudo In -sif /dncrypt/ mount poi nt/ postgres/var/lib/db/datalbase/ 16385
/var/1ib/db/ dat a/ base/ 16385

$ sudo |Is -1 /var/lib/db/datalbase/ 16385

I rwxrwxrwx 1 root root 72 Jul 22 15:33 /var/lib/db/datal/base/ 16385 ->
/ drerypt / mount poi nt/ postgres/var/lib/db/data/ base/ 16385

8. Remove the ACL rule enabling command-line utilities:

$ sudo navencrypt acl --del --rule="ALLON @ategory * /bin/bash"

9. Restart any services which depend on the encrypted data.
10 Verify that the data was successfully copied, then delete the original eCryptfs-encrypted data. Do not delete any
data until you are certain that you no longer need the original data.

a. Stop the navencr ypt - mount service:

$ sudo service navencrypt-nmount stop

b. Remove the original mountpoint directory and the storage directory with the original encrypted data.
c. Edit/ et c/ navencrypt/ zt ab and remove entries for the original encrypted directory where eCr ypt f s is
listed as the <t ype>.

o Important: Use caution when editing the / et ¢/ navencr ypt / zt ab file. Entries are
tab-separated (not space-separated). The zt ab file must not contain empty lines.

d. Start the navencr ypt - mount service:

$ sudo service navencrypt-nmount start


https://en.wikipedia.org/wiki/Logical_Volume_Manager_(Linux)

Cloudera Navigator Encrypt Access Control List

Managing the Access Control List

Cloudera Navigator Encrypt manages file system permissions with an access control list (ACL). This ACL is a security
access control created by Cloudera that enables a predefined Linux process to access a file or directory managed by
Navigator Encrypt.

The ACL uses rules to control process access to files. The rules specify whether a Linux process has access permissions
to read from or write to a specific Navigator Encrypt path.

A rule is defined in the following order:
# TYPE @CATEGORY PATH PROCESS PARAMETERS
The following table defines the ACL rule components:

Table 29: ACL Rule Components

Component Description

TYPE Specifies whether to allow or deny a process. It can have
either of the following values: ALLOWor DENY.

@CATEGORY This is a user-defined shorthand, or container, for the
encrypted dataset that the process will have access to.
For example, if you are encrypting the directory
/var/lib/nysql,you could use the category @rysql
to indicate that this rule is granting access to a process on
the MySQL data.

PATH Specifies the rights permissions of a specific path. For
example: *, www/ *. ht access. Omit the leading slash (/).

PROCESS Specifies the process or command name for the rule.

PARAVETERS Tells the process the parent-child process to be executed:

- -shel | defines the script for Navigator Encrypt to allow
for executable process. Supported shells are

[ usr/ bi n/ bash, / bi n/ bash, / usr/ bi n/ dash, and

/ bi n/ bash.

- - chi | dr en defines for Navigator Encrypt which child
processes to allow that are executed by a process/script.

Example: - - shel | =/ bi n/ bash,
--children=/bin/df,/bin/ls

All rules are stored in an encrypted policy file together with a set of process signatures that are used by Navigator
Encrypt to authenticate each Linux process. This file is encrypted with the Navigator Encrypt key you defined during
installation.

Cloudera recommends using per ni ssi ve mode to assist with the initial ACL rule creation for your environment. In
per ni ssi ve mode, Navigator Encrypt allows full access to the encrypted data by all processes, but logs them in dnesg
asacti on="deni ed" messages. Consult these messages to identify required ACL rules. To set Navigator Encrypt to
permissive mode, use the following command:

$ sudo /usr/sbhin/navencrypt set --nbde=pernissive

To view the current mode, run navencrypt status -d.For more information on access modes, see Access Modes.



deny2al | ow

After you generate the act i on="deni ed" messages, use the navencrypt denyZ2al | owcommand to show which
ACL rules are required, based on the act i on="deni ed" messages in dnmesg. To show which ACL rules are required,

perform the following steps:

1. Save the dnesg content to a file:
$ sudo dmesg > /tnp/dnesg. t xt

2. Use the dnesg. t xt file content as input to the deny2al | owcommand to analyze the acti on="deni ed"
messages and display a list of required ACL rules based on the act i on="deni ed" messages. Here is an example
command and output:

$ sudo /usr/sbin/navencrypt deny2all ow /tnp/dmesg. t xt
ALLOW @rysql enpl oyees/* /[usr/sbin/mysqgld

ALLOW @rysqgl * /bin/bash

ALLOW @rysql * /bin/ls

If you need to clear the dnesg log and start fresh, run dnesg -c.

If a rule is displayed in the output from the command, it does not automatically mean the ACL rule must be added.
You must determine which rules are actually needed. For example, the rule for | s would not typically be added as an

ACL rule.

After the initial ACL rules are created, disable per nmi ssi ve mode with the following command:

$ sudo /usr/shin/navencrypt set --node=enforcing

Adding ACL Rules

Rules can be added one at a time using the command line or by specifying a policy file containing multiple rules. The
following example shows how to add a single rule using the navencrypt acl --add command:

$ sudo /usr/sbin/navencrypt acl --add --rul e="ALLOW @wysql * /usr/sbin/nmysqld"

The following example shows how to add multiple rules using a policy file:

$ sudo /usr/sbin/navencrypt acl --add --file=/mt/private/acl_rules
The contents of the policy file should contain one rule per line. For example:

ALLOW @rysql * /usr/sbin/nysqld
ALLOW @og * /usr/sbin/nysqgld
ALLOW @pache * /usr/|ib/apache2/ npm prefork/apache2

Using a policy file is the fastest way to add multiple rules because it only requires the security key one time.

It is also possible to overwrite the entire current rules set with the option - - over wri t e. When this command is
executed, all current rules are replaced by the ones specified in the file that contains the new set of rules. It is
recommended to save a copy of your current set of rules by printing it with the option - - pri nt.

Here is an example command using the - - over wr i t e option:

$ sudo /usr/sbin/navencrypt acl --overwite --file=/mt/private/acl_rules

Adding ACL Rules by Profile

If your environment requires more granular controls on the processes that can access the data, you can add extra
controls by using profiles. Profiles set requirements on a process other than just having the correct fingerprint. They



can include such things as process owner and group, required open files, and the current working directory. To see
more about adding rules by profile, see ACL Profile Rules on page 344.

Deleting ACL Rules

Rules can be deleted in one of two ways:

1. Manually specifying the rule to delete using the command line.
2. Specifying the line number of the rule to delete.
The following example shows how to delete a rule by passing it as a parameter:

$ sudo /usr/sbin/navencrypt acl --del --rule="ALLOW @ysql * /usr/sbin/nysqld

If you remove a MySQL ALLOWrule, the MySQL cache must be cleaned by executing the FLUSH TABLES; MySQL
statement. Otherwise, it will still be possible to view data from encrypted table.

The following example shows how to delete a rule by specifying a line number:
$ sudo /usr/sbin/navencrypt acl --del --line 3

It is also possible to delete multiple ACL rules in a single command:

$ sudo /usr/sbin/navencrypt acl --del --line=1,3

See Printing ACL Rules on page 343 for information on determining line numbers.

Deleting ACL Rules by Profile

See ACL Profile Rules on page 344 for instructions on deleting rules by profile.

Printing ACL Rules

You can print the current Access Control List using the following command:
$ sudo /usr/sbin/navencrypt acl --print

Save the ACL to a file with the - - fi | e option:

$ sudo /usr/sbin/navencrypt acl --print --file=policy-backup
To display additional information about the organization of the policy file, use the - - | i st option:
$ sudo /usr/sbin/navencrypt acl --1list

Universal ACL Rules

Universal ACLs will allow or deny a process access to all files or directories encrypted with Navigator Encrypt.

The rule ALLOW @ * [/ process allows the designated process to access anything from all encrypted categories.
The rule ALLOW @lat a * * allows all processes access to any path under the @lat a category.

Therule ALLOWV @ * * allows all processes access to all encrypted categories. Cloudera does not recommend using
this rule. Use it only in test environments.

Here is an example adding a universal ACL rule and then displaying it:

$ sudo /usr/sbin/navencrypt acl --add --rule="ALLON @ * /usr/sbin/nmysqld"
Type MASTER passphrase:

1 rule(s) were added

# navencrypt acl --1istType MASTER passphrase:



# -  Type Cat egory Pat h Profile Process
1 ALLOW @ * [ usr/sbin/nmysqgld

Enabling Shell Scripts to Be Detected by ACL

All of the previous rules work for binary files. There may be times a script, such as a shell script, must be allowed to
access the encrypted directory.

You can add the script as a rule by indicating the executable binary process of this script using the - - shel | option,
for example:

ALLOW @cripts * /root/script.sh --shell=/bin/bash
The - - shel | option identifies which executable process is used to execute the script. Supported shells are
[ usr/ bi n/ bash, / bi n/ bash, / usr/ bi n/ dash, and/ bi n/ bash

If the script is altered, it will no longer be trusted by the ACL because the fingerprint has changed. If you edit the script
you must invoke the update option to update the ACL with the new fingerprint.

In some cases, it may be necessary to grant permissions to sub-processes invoked by scripts. For example, it may be
necessary to grant permissions to / bi n/ bash that also allow running the / bi n/ df command to allow the system
administrator to check disk capacity through a script run using a cr ont ab entry. By using the - - chi | dr en option,
you can specify these permissions. For example:

ALLOW @cripts * /root/script.sh --shell=/bin/bash --children=/bin/df
The - - chi | dr en option tells Navigator Encrypt to allow the / bi n/ df binary process if it is executed by
/root/script.sh.

To allow more than one sub-process, identify them with the - - chi | dr en option as comma-separated values. For
example:

ALLOW @cripts * /root/script.sh --shell=/bin/bash --children=/bin/df,/bin/ls
To add shell-children sub-processes, execute the navencrypt acl --add command, for example:

$ sudo /usr/sbin/navencrypt acl --add --rul e="ALLOW @rysql * /usr/bin/nysqgl d_safe \
--shel | =/ bi n/ bash --chil dren=/bin/df,/bin/ls"
ACL Profile Rules

If your environment requires more granular controls on the processes that can access the data, you can add extra
controls by using profiles. Profiles set requirements on a process other than just having the correct fingerprint. They
can include such things as process owner and group, required open files, and the current working directory.

A profile is generated by using the following command:
$ usr/sbin/navencrypt-profile --pid=<pid>

The output, by default, will be displayed on the screen. You can redirect the output to a file using the > or >> redirect
operators. You can then edit the JSON output in the file to remove lines you do not want. By default, the profile includes
the UID, the short name of the binary or script (identified as comm ), and the full command line of the running process
(including any parameters passed). You can generate information by using one of these flags:

e -c,--with-cwd
Output the current working directory
e -g,--with-egid

Output the egid



e -g,--with-gid
Output the gid
e -u,--with-euid

Output the euid

Example output from the navencr ypt - pr of i | e command:

{

"uid":"0",

"conmi': " Net wor kManager ",

"crrgl i ne": " Networ kManager —pi d-file=/var/run/ Netw kManager/ Net wor kManager . pi d",
"gid:"0"

"ewd": "/,

"fd0":"/dev/null",

"fdi1":"/dev/null",

"fd2":"/dev/null"

}

Some distributions do not support eui d and gui d. Make sure that your profile file is correct by executing the following
command to verify the expected IDs:

$ ps -p <pid_of _process> -0 euid, egid

If cndl i ne parameters are variable, such as appending a process start timestamp to a filename, then the process
profile will not match on subsequent restarts of the process because the current profile will have an updated timestamp
and access will be denied by the ACL. You can mark those parameters as variable inside the profile file. For example,
if the cndl i ne of a process is something like this:

"cndl i ne": " Net wor kManager —pid-file=/var/run/ Networ kManager/ Net wor kManager. pid \
-1 ogfil e=/var/| og/ Net wor kManager /| og- 20130808152300. | og"

Where | 0g- 20130505122300. | og is a variable crdl i ne parameter, before adding the process profile to the ACL,
edit the process profile file and use ## to specify that a particular parameter is variable:

"cmdl i ne": " Net wor kManager —pi d-file=/var/run/ NetworkManager/ Net wor kManager . pi d
-l ogfi | e=##"

With the above configuration, the ACL will allow any value for the - 1 ogf i | e cndl i ne parameter.

To enable a profile in the ACL, use the additional parameter - - profil e-fil e=<fi | ename> when adding the rule
to the ACL:

$ sudo /usr/sbin/navencrypt acl --add --rul e="ALLOW @rysql * /usr/sbin/nysqld" \
—profile-file=/path/to/profile/file

To display the profile portion of the rules, use the - - al | parameter with navencrypt acl --Ilist:

$ sudo /usr/sbin/navencrypt acl --list --all
Type MASTER passphrase:

# - Type Category Path Profile Process

1 ALLOW @rysgl * YES /usr/sbin/nmysqgld

PROFI LE:

{"uid":"120", "comm': "nysql d", "cmdl i ne": "nysql d"}

Maintaining Cloudera Navigator Encrypt

Manually Backing Up Navigator Encrypt

It is recommended that you back up Navigator Encrypt configuration directory after installation, and again after any
configuration updates.



1. To manually back up the Navigator Encrypt configuration directory (/ et ¢/ navencr ypt ):
$ zip -r --encrypt nav-encrypt-conf.zip /etc/navencrypt

The - - encr ypt option prompts you to create a password used to encrypt the zip file. This password is also
required to decrypt the file. Ensure that you protect the password by storing it in a secure location.

2. Move the backup file (nav-encrypt-conf.zip) to a secure location.

Warning: Failure to back up the configuration directory makes your backed-up encrypted data
A unrecoverable in the event of data loss.

Access Modes
Navigator Encrypt provides three different access modes:

¢ Enforcing is the default mode in which Navigator Encrypt validates access from all processes against the ACL. To
protect your data, enforcing mode must be enabled.

¢ Permissive mode causes act i on="deni ed" messages to be logged in dnesg. It does not prevent access to the
encrypted data. This mode is a dry-run feature to run and build ACL rules.

¢ Admin mode, as well as permissive mode, does not prevent access to the encrypted data. It allows any process
to access the information because the ACL rules are not validated against the process. Admin mode does not
cause acti on="deni ed" messages to be logged in dnesg.

To view the current access mode, run the following command:
$ sudo /usr/sbin/navencrypt status -d

E’; Note: The navencrypt stat us command reports that the navencr ypt module is not running if
no volumes are encrypted or the kernel module is not loaded.

To change the access mode, use the following command:
$ sudo /usr/sbin/navencrypt set --mode={enforcing|perm ssive|adm n}

You cannot change the Navigator Encrypt access mode unless the Navigator Encrypt module is running. To view the
status of the Navigator Encrypt module, run navencrypt status --nodul e.

To start the Navigator Encrypt module there must be at least one active mount-point. To verify the mount-points
status, run the following command:

$ sudo /etc/init.d/ navencrypt-nmount status
For RHEL 7, use syst enctt | instead:

$ sudo systenttl status navencrypt-nount
Changing and Verifying the Master Key

You can perform two operations with the navencr ypt key command: change and veri fy.

You can verify a key against the Navigator Encrypt module, the Navigator Key Trustee server, or both. For example:

$ sudo /usr/sbin/navencrypt key --verify
$ sudo /usr/sbin/navencrypt key --verify --only-nodul e
$ sudo /usr/sbin/navencrypt key --verify --only-keytrustee



E,i Note: The navencrypt key command fails if no volumes are encrypted or the kernel module is not
loaded.

The master key can be changed in the event that another key-type authentication mechanism or a new master key is
required. Valid master key types are single-passphrase, dual-passphrase, and RSA key files. To change the master key
type, issue the following command and follow the interactive console:

$ sudo /usr/sbin/navencrypt key —- change

You can use the - -t rust ees, - - vot es, and - - r ecover abl e options for the new key as described in Table 26:
Registration Options on page 328.

Updating ACL Fingerprints

All rules reference a process fingerprint (a SHA256 digest) that is used to authenticate the process into the file system.
If the filesystem detects a fingerprint that is different from the one stored in the ACL, the Linux process is denied access
and treated as an untrusted process.

Occasionally this process fingerprint must be updated, such as when software is upgraded. When the fingerprint must
be updated, the Navigator Encrypt administrator re-authenticates the process on the ACL by executing the command
navencrypt acl --update.

The following example demonstrates how to determine when a process fingerprint has been changed and must be
updated:

$ sudo /usr/sbin/navencrypt acl --1list

Type MASTER passphrase:

# - Type Category Pat h Profile Process
11! ALLOW @rysqgl * [ usr/sbin/nysqgld

2 ALLON @og * [usr/sbin/nysqld
3 !l ALLOW @pache * /[usr/lib/apache2/ mpm prefork/

In the example above, the double exclamation (! ! ) characters indicate that a process fingerprint has changed and
must be updated. Similarly, double E (EE) characters indicate a process read error. This error can be caused by a process
that does not exist or that has permission issues.

E,i Note:

For RHEL-compatible OSes, the pr el i nk application may also be responsible for ACL fingerprint issues.
Prelinking is intended to speed up a system by reducing the time a program needs to begin. Cloudera
highly recommends disabling any automated pr el i nk jobs, which are enabled by default in some
systems. As an alternative, Cloudera recommends that you integrate a manual pr el i nk run into your
existing change control policies to ensure minimal downtime for applications accessing encrypted
data.

To disable prelinking, modify the / et ¢/ sysconfi g/ pr el i nk file and change PRELI NKI NG=yes to
PRELI NKI NG=no. Then, runthe/ et c/ cron. dai | y/ pr el i nk script as root. Once finished, automatic
prelinking is disabled.

For more information about how prelinking affects your system, see prelink.

Managing Mount Points

The/etc/init.d/ navencrypt-nmunt command mounts all mount points that were registered with the
navencr ypt - pr epar e command and are listed in the / et ¢/ navencr ypt/ zt ab file. The possible operations are:

e start
e stop
e status
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e restart

For RHEL 7, use systentt| [start|stop|status|restart] navencrypt-nount.

E,i Note: Do not manually unmount the encryption mount point (for example, using unount ). If you do
so, you must manually close the dm cr ypt device using the following procedure:

1. Rundnset up tabl e to list the dm crypt devices.

2. Runcryptsetup | uksCd ose <devi ce_nane> to close the device for the unmounted mount
point.

When executing the st op operation, the encrypted mount point is unmounted, and your data becomes inaccessible.

The following example shows how to execute navencr ypt - nount st at us with some inactive mount points:

$ sudo /etc/init.d/ navencrypt-nount status

The following example shows how to execute the navencr ypt - mount st op command:

$ sudo /etc/init.d/ navencrypt-nmount stop

The following example shows how to execute the navencr ypt - nount st art command:

$ sudo /etc/init.d/ navencrypt-nmount start
Here is an example command used to manually mount a directory:
$ sudo /usr/sbin/mount. navencrypt /path/to_encrypted_data/ /path/to/mountpoint

This command can be executed only if the navencr ypt - pr epar e command was previously executed.

Navigator Encrypt Kernel Module Setup

If the kernel headers were not installed on your host, or if the wrong version of the kernel headers were installed, the
Navigator Encrypt module was not built at installation time. To avoid reinstalling the system, install the correct headers
and execute the navencr ypt - nbdul e- set up command. This attempts to build the module and install it.

This method is also an efficient way to install any new Navigator Encrypt module feature or fix without otherwise
modifying your current Navigator Encrypt environment.

Navigator Encrypt Configuration Directory Structure

The file and directory structure of / et ¢/ navencr ypt is as follows:

$ tree /etc/navencrypt/
/ et c/ navencrypt/
control -> /[etc/navencrypt/j Spi 9SM65xUl | hr aulNn8ZXnhr r Qe363EUz8HKiI Rs
j Spi 9SMB5XUI | hr aulNn8ZXnhr r Qe363EUz8HKi Rs
rul es
zt ab
| ocust
keyt rust ee
clientname
deposits
dev. | oop0
medi a. 31E5- 79B9l ocust | ocust [ system ~]# . /etc/*rel ease[system~]# . /etc/*rel ease

mt . a

mmt . encrypt ed
mt . t onount

pubri ng. gpg

pubri ng. gpg~

random seed

secring. gpg



trustdb. gpg
zt rust ee. conf

The following files and folders are part of the created file structure:
e control
File that saves information about the mount points and corresponding Navigator Key Trustee keys.
e rules
File that contains the ACL rules. It is encrypted with the user-provided master key.
e ztab

File that contains information about all the mount points and their encryption type.

Important: Use caution when editingthe/ et c/ navencr ypt / zt ab file. Entries are tab-separated
(not space-separated). The zt ab file must not contain empty lines.

e keytrustee

Directory where Navigator Key Trustee GPG keys are stored. These are generated during navencrypt regi ster
operations.

e keytrusteel/deposits

Directory where the Navigator Encrypt keys are saved. These are encrypted with the user-provided master key.

Every mount point has an internal randomly-generated encryption passphrase.

Upgrading Navigator Encrypt Hosts

See Best Practices for Upgrading Navigator Encrypt Hosts for considerations when upgrading operating systems (OS)
and kernels on hosts that have Navigator Encrypt installed.

Configuring Encryption for Data Spills

Some CDH services can encrypt data that lives temporarily on the local filesystem outside HDFS. This usually includes
data that may spill to disk when operations are too memory intensive and the service exceeds its allotted memory
limit on a host. You can enable on-disk spill encryption for the following services.

MapReduce v2 (YARN)

MapReduce v2 allows you to encrypt intermediate files generated during encrypted shuffle and in case of data spills
during the map and reduce stages. Enable this by setting the following properties in mapr ed- si t e. xmi .

mapr educe. j ob. encrypt ed-i nt er nedi at e-dat a |Enable or disable encryption for intermediate MapReduce
spills.

Default: f al se

napr educe. j ob. encrypt ed-i nt er nedi at e- dat a- key- si ze-bit s | The key length used to encrypt data spilled to disk.
Default: 128

napr educe. j ob. encr ypt ed-i nt er nedi at e- dat a. buf f er. kb | The buffer size in Kb for the stream written to disk after
encryption.

Default: 128




E,i Note: Enabling encryption for intermediate data spills will restrict the number of attempts for a job
to 1.

HBase

HBase does not write data outside HDFS, and does not require spill encryption.

Impala

Impala allows certain memory-intensive operations to be able to write temporary data to disk in case these operations
approach their memory limit on a host. For details, read SQL Operations that Spill to Disk. To enable disk spill encryption
in Impala:

1. Go to the Cloudera Manager Admin Console.

. Click the Configuration tab.

. Select Scope > Impala Daemon.

. Select Category > Security.

. Check the checkbox for the Disk Spill Encryption property.
. Click Save Changes to commit the changes.

O b~ WN

Hive

Hive jobs occasionally write data temporarily to local directories. If you enable HDFS encryption, you must ensure that
the following intermediate local directories are also protected:

e LOCALSCRATCHDI R: The MaplJoin optimization in Hive writes HDFS tables to a local directory and then uploads
them to the distributed cache. To ensure these files are encrypted, either disable Maploin by setting
hi ve. aut 0. convert . joi ntof al se, or encrypt the local Hive Scratch directory
(hi ve. exec. | ocal . scrat chdi r) using Cloudera Navigator Encrypt.

e DONNLOADED RESOURCES_DI R: JARs that are added to a user session and stored in HDFS are downloaded to
hi ve. downl oaded. r esour ces. di r on the HiveServer2 local filesystem. To encrypt these JAR files, configure
Cloudera Navigator Encrypt to encrypt the directory specified by hi ve. downl oaded. resources. dir.

¢ NodeManager Local Directory List: Hive stores JARs and MapJoin files in the distributed cache. To use MapJoin
or encrypt JARs and other resource files, the yar n. nodemanager . | ocal - di r s YARN configuration property
must be configured to a set of encrypted local directories on all nodes.

For more information on Hive behavior with HDFS encryption enabled, see Using HDFS Encryption with Hive.

Flume

Flume supports on-disk encryption for log files written by the Flume file channels. See Configuring Encrypted On-disk
File Channels for Flume on page 350.

Configuring Encrypted On-disk File Channels for Flume
Flume supports on-disk encryption of data on the local disk. To implement this:

e Generate an encryption key to use for the Flume Encrypted File Channel
e Configure on-disk encryption by setting parameters in the f | une. conf file



o Important:

Flume on-disk encryption operates with a maximum strength of 128-bit AES encryption unless the
JCE unlimited encryption cryptography policy files are installed. Please see this Oracle document for
information about enabling strong cryptography:
http://www.oracle.com/technetwork/java/javase/downloads/jce-6-download-429243.html

Consult your security organization for guidance on the acceptable strength of your encryption keys.
Cloudera has tested with AES-128, AES-192, and AES-256.

Generating Encryption Keys
Use the keyt ool program included with the Oracle JDK to create the AES encryption keys for use with Flume.

The command to generate a 128-bit key that uses the same password as the key store password is:

keyt ool -genseckey -alias key-1 -keyal g AES -keysize 128 -validity 9000 \
-keystore test. keystore -storetype jceks \
- st orepass keySt or ePasswor d

The command to generate a 128-bit key that uses a different password from that used by the key store is:

keyt ool -genseckey -alias key-0 -keypass keyPassword -keyal g AES \
-keysize 128 -validity 9000 -keystore test.keystore \
-storetype jceks -storepass keyStorePassword

The key store and password files can be stored anywhere on the file system; both files should have f | une as the owner
and 0600 permissions.

Please note that - keysi ze controls the strength of the AES encryption key, in bits; 128, 192, and 256 are the allowed
values.

Configuration

Flume on-disk encryption is enabled by setting parameters in the / et ¢/ f | ume- ng/ conf/ f | une. conf file.

Basic Configuration

The first example is a basic configuration with an alias called key- 0 that uses the same password as the key store:

agent . channel s. ch-0.type = file

agent . channel s. ch-0. capacity = 10000

agent . channel s. ch- 0. encrypti on. ci pher Provi der = AESCTRNOPADDI NG

agent . channel s. ch-0. encryption. acti veKey = key-0

agent . channel s. ch- 0. encrypti on. keyProvi der = JCEKSFI LE

agent . channel s. ch-0. encrypti on. keyProvi der. keyStoreFil e = /path/to/ nmy. keystore
agent . channel s. ch- 0. encrypti on. keyPr ovi der. keySt or ePasswordFil e =

/ pat h/ t o/ ny. keyst or e. passwor d

agent . channel s. ch-0. encrypti on. keyProvi der. keys = key-0

In the next example, key- 0 uses its own password which may be different from the key store password:

agent . channel s.ch-0.type = file

agent . channel s. ch-0. capacity = 10000

agent . channel s. ch- 0. encrypti on. ci pher Provi der = AESCTRNOPADDI NG
agent . channel s. ch- 0. encrypti on. acti veKey = key-0

agent . channel s. ch-0. encrypti on. keyProvi der = JCEKSFI LE

agent . channel s. ch- 0. encrypti on. keyProvi der. keyStoreFil e = /path/to/ nmy. keystore
agent . channel s. ch-0. encrypti on. keyPr ovi der. keySt or ePasswordFil e =

/ pat h/ t o/ my. keyst or e. passwor d

agent . channel s. ch-0. encrypti on. keyPr ovi der. keys = key-0

agent . channel s. ch- 0. encrypti on. keyPr ovi der. keys. key- 0. passwordFil e =
/ pat h/ t o/ key- 0. password
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Changing Encryption Keys Over Time

To modify the key, modify the configuration as shown below. This example shows how to change the configuration to
use key- 1 instead of key- 0:

agent . channel s. ch-0.type = file

agent . channel s. ch-0. capacity = 10000

agent . channel s. ch- 0. encrypti on. ci pher Provi der = AESCTRNOPADDI NG

agent . channel s. ch-0. encryption. acti veKey = key-1

agent . channel s. ch- 0. encrypti on. keyProvi der = JCEKSFI LE

agent . channel s. ch-0. encrypti on. keyProvi der. keyStoreFil e = /path/to/ my. keystore
agent . channel s. ch- 0. encrypti on. keyPr ovi der. keySt or ePasswordFi l e =

/ pat h/to/ my. keyst ore. password

agent . channel s. ch- 0. encrypti on. keyProvi der. keys = key-0 key-1

The same scenario except that key- 0 and key- 1 have their own passwords is shown here:

agent . channel s.ch-0.type = file

agent . channel s. ch-0. capacity = 10000

agent . channel s. ch- 0. encrypti on. ci pher Provi der = AESCTRNOPADDI NG

agent . channel s. ch-0. encrypti on. acti veKey = key-1

agent . channel s. ch-0. encrypti on. keyProvi der = JCEKSFI LE

agent . channel s. ch- 0. encrypti on. keyProvi der. keyStoreFile = /path/to/ nmy. keystore
agent . channel s. ch-0. encrypti on. keyPr ovi der. keySt or ePasswordFil e =

/ pat h/ to/ my. keyst or e. passwor d

agent . channel s. ch-0. encrypti on. keyPr ovi der. keys = key-0 key-1

agent . channel s. ch- 0. encrypti on. keyProvi der. keys. key- 0. passwordFil e =
/ pat h/ t o/ key- 0. password

agent . channel s. ch- 0. encrypti on. keyProvi der. keys. key- 1. passwordFil e =
/ pat h/ t o/ key- 1. password

Troubleshooting

If the unlimited strength JCE policy files are not installed, an error similar to the following is printed in the f | une. | og:

07 Sep 2012 23:22:42,232 ERROR [|ifecycl eSupervi sor- 1-0]

(org. apache. fl ume. channel . fil e. encrypti on. AESCTRNoPaddi ngPr ovi der. get G pher: 137) - Unabl e
to | oad key using transformati on: AES/ CTR/ NoPaddi ng; Warni ng: Maxi numal | owed key | ength
= 128 with the avail able JCE security policy files. Have you installed the JCE unlimted
strength jurisdiction policy files?

java.security.lnvalidKeyException: Illegal key size

at javax.crypto. G pher. a(DashoAl3*. .)

at javax.crypto. G pher. a(DashoAl13*. .)

at javax.crypto. G pher. a(DashoAl3*. .)

at javax.crypto. C pher.init(DashoAl3*..)

at javax.crypto. Ci pher.init(DashoAl3*..)

at

org. apache. f| une. channel . fil e. encrypti on. AEBSCTR\bPaddi ngPr ovi der . get G pher ( ABSCTR\bPaddi ngPr ovi der . j ava: 120)

at

org. apache. fl une. channel . fil e. encrypt i on. AEBSCTR\bPaddi ngPr ovi der . access$200( AESCTR\bPaddi ngPr ovi der . j ava: 35)

at

arg gpeche. fl une. chamd . fil e encrypt i on ASSCTRRdd g ovi der SAESCTRRdd nglecrypt o . < it >( ABSCIRRadd ngRr o der . j avar 99)

at

arg gpeche. fl une. chamd . fil e encrypt i on ASSCTRRdd o ovi der SAESCTRRdd nglecrypt o . < it >( ABSCIRNRadd ngRr o der . j avar 91)
at
org. apache. f| une. channdl . fi | e. encrypti on. AESCTRNbRaddi ngPr ovi der $0ecr ypt or Bui | der . bui | d( AESCTRNbRaddi ngr ovi der . | ava: 66)
at
org. apache. f| une. channdl . fi | e. encrypti on. AESCTRNbRaddi ngPr ovi der $0ecr ypt or Bui | der . bui | d( AESCTRNDRaddi nghr ovi der . | ava: 62)
at

org. apache. f| une. channel . fil e. encrypti on. G pher Provi der Fact ory. get Decr ypt er (4 pher Provi der Fact ory. j ava: 47)
at org.apache. flune. channel .file.LogFi| eV3$Sequenti al Reader. <i ni t>(LogFi | eV3. j ava: 257)
at

org. apache. fl urmre. channel . fil e. LogFi | eFact ory. get Sequent i al Reader (LogFi | eFactory. j ava: 110)
at org. apache. fl ume. channel . fil e. Repl ayHandl er. repl ayLog( Repl ayHandl er . j ava: 258)

at org.apache. flune.channel .file.Log.replay(Log.java: 339)

at org. apache. flume. channel .file. Fil eChannel . start (Fil eChannel . java: 260)

at

org. apache. fl ure. | i f ecycl e. Li f ecycl eSuper vi sor $Moni t or Runnabl e. run(Li f ecycl eSuper vi sor . j ava: 236)
at java.util.concurrent. Execut ors$Runnabl eAdapter. cal | (Executors.java: 441)

at java.util.concurrent. FutureTask$Sync. i nner RunAndReset ( Fut ur eTask. j ava: 317)



at java.util.concurrent. FutureTask. runAndReset ( Fut ureTask. j ava: 150)

at

java. util . concurrent. Schedul edThr eadRodl Bxecut or $Schedul edFut ur eTask. access$101( Schedul edThr eadRoodl Execut or . j ava: 98)
at

java util. concurrent. Schedul edThr eadRodl Execut or $Schedul edFut ur eTask. runReri odi ¢ Schedul edThr eadRool Execut or . j ava: 180)
at

java util . concurrent. Schedul edThr eadPool Execut or $Schedul edFut ur eTask. run( Schedul edThr eadPool Bxecut or . j ava: 204)
at java.util.concurrent. ThreadPool Execut or $Wor ker . runTask( Thr eadPool Execut or. j ava: 886)
at java.util.concurrent. ThreadPool Execut or $Wor ker . r un( Thr eadPool Execut or. j ava: 908)

at java.lang. Thread. run(Thread. ] ava: 662)

Configuring Encrypted HDFS Data Transport

This topic describes how to configure encrypted HDFS data transport using both Cloudera Manager, and the command
line.

You must enable Kerberos before configuring encrypted HDFS data transport. See Configuring Authentication on page
49 for instructions.

Using Cloudera Manager

Minimum Required Role: Full Administrator

To enable encryption of data transferred between DataNodes and clients, and among DataNodes, proceed as follows:

1. Enable Hadoop security using Kerberos.

2. Select the HDFS service.

3. Click the Configuration tab.

4. Select Scope > HDFS (Service Wide)

5. Select Category > Security.

6. Configure the following properties: (You can type the property name in the Search box to locate the property.)
Property Description
Enable Data Transfer Check this field to enable wire encryption.
Encryption
Data Transfer Encryption Optionally configure the algorithm used to encrypt data.
Algorithm
Hadoop RPC Protection Select privacy.

7. Click Save Changes.
8. Restart the HDFS service.

Using the Command Line

o Important:

¢ You can use either Cloudera Manager or the following command-line instructions to complete
this configuration.

e This information applies specifically to CDH 5.7.x. If you use an earlier version of CDH, see the
documentation for that version located at Cloudera Documentation.

To enable encrypted data transport using the command line, proceed as follows:

1. Enable Kerberos authentication, following these instructions.

2. Set the optional RPC encryption by setting hadoop. r pc. prot ecti onto"pri vacy"inthecore-site. xnl file
in both client and server configurations.



http://www.cloudera.com/content/support/en/documentation.html

E,i Note:

If RPC encryption is not enabled, transmission of other HDFS data is also insecure.

3. Setdfs. encrypt.data.transfer totrueinthe hdfs-site.xnl file on all server systems.
4. Restart all daemons.

Configuring Encrypted HBase Data Transport

This topic describes how to configure encrypted HBase data transport using Cloudera Manager and the command line.

Configuring Encrypted HBase Data Transport Using Cloudera Manager
Minimum Required Role: Full Administrator

To enable encryption of data transferred between HBase masters and RegionServers and between RegionServers and
clients:

1. Enable Hadoop security using Kerberos.

. Configure Kerberos authentication for HBase.

. Select the HBase service.

. Click the Configuration tab.

. Select Scope > HBase (Service Wide)

. Select Category > Security.

. Search for the HBase Transport Security property and select one of the following:

NoO u s~ WN

e aut henti cati on: Enables simple authentication using Kerberos.

e integrity: Checksthe integrity of data received to ensure it was not corrupted in transit. Selecting
i ntegrity alsoenablesaut henticati on.

e privacy: Ensures privacy by encrypting the data in transit using TLS/SSL encryption. Selecting pri vacy also
enables aut henti cationandintegrity.

Set this property to privacy to enable secure RPC transport.

8. Click Save Changes.
9. Restart the HBase service.

Configuring Encrypted HBase Data Transport Using the Command Line

o Important:

¢ You can use either Cloudera Manager or the following command-line instructions to complete
this configuration.

e This information applies specifically to CDH 5.7.x. If you use an earlier version of CDH, see the
documentation for that version located at Cloudera Documentation.

1. Enable Hadoop Security using Kerberos.

2. Enable HBase security using Kerberos.
3. Enable RPC encryption by setting hbase. r pc. prot ecti oninthe hbase-site. xnl file to one of the following:

e aut henti cati on: Enables simple authentication using Kerberos.

e integrity: Checks the integrity of data received to ensure it was not corrupted in transit. Selecting
i ntegrity alsoenables aut henti cati on.

e privacy: Ensures privacy by encrypting the data in transit using TLS/SSL encryption. Selecting pri vacy also
enables aut henticationandintegrity.


http://www.cloudera.com/content/support/en/documentation.html

Set this property to privacy to enable secure RPC transport.

4, Restart all daemons.



Configuring Authorization

Authorization is concerned with who or what has access or control over a given resource or service. Since Hadoop
merges together the capabilities of multiple varied, and previously separate IT systems as an enterprise data hub that
stores and works on all data within an organization, it requires multiple authorization controls with varying granularities.
In such cases, Hadoop management tools simplify setup and maintenance by:

e Tying all users to groups, which can be specified in existing LDAP or AD directories.

e Providing role-based access control for similar interaction methods, like batch and interactive SQL queries. For
example, Apache Sentry permissions apply to Hive (HiveServer2) and Impala.

CDH currently provides the following forms of access control:

e Traditional POSIX-style permissions for directories and files, where each directory and file is assigned a single
owner and group. Each assighment has a basic set of permissions available; file permissions are simply read, write,
and execute, and directories have an additional permission to determine access to child directories.

e Extended Access Control Lists (ACLs) for HDFS that provide fine-grained control of permissions for HDFS files by
allowing you to set different permissions for specific named users or named groups.

e Apache HBase uses ACLs to authorize various operations (READ, WRI TE, CREATE, ADM N) by column, column
family, and column family qualifier. HBase ACLs are granted and revoked to both users and groups.

¢ Role-based access control with Apache Sentry. As of Cloudera Manager 5.1.x, Sentry permissions can be configured
using either policy files or the database-backed Sentry service.

— The Sentry service is the preferred way to set up Sentry permissions. See The Sentry Service on page 371 for
more information.

— For the policy file approach to configuring Sentry, see Sentry Policy File Authorization on page 403.

Important: Cloudera does not support Apache Ranger or Hive's native authorization frameworks
for configuring access control in Hive. Use the Cloudera-supported Apache Sentry instead.

Cloudera Manager User Roles

Access to Cloudera Manager features is controlled by user accounts. For more information about user accounts, see
Cloudera Manager User Accounts. Among the properties of a user account is the user role, which determines the
Cloudera Manager features visible to the user and the actions the user can perform. All the tasks in the Cloudera
Manager documentation indicate which role is required to perform the task.

E,i Note: The full set of roles are available with Cloudera Enterprise; Cloudera Express supports only the

Read-Only and Full Administrator roles. When a Cloudera Enterprise Data Hub Edition trial license
expires, only users with Read-Only and Full Administrator roles are allowed to log in. A Full Administrator
must change the role of any other user to Read-Only or Full Administrator before that user can log

in.
User Roles

A Cloudera Manager user account can be assigned one of the following roles with associated permissions:

¢ Auditor

— View configuration and monitoring information in Cloudera Manager.
— View audit events.

¢ Read-Only



View configuration and monitoring information in Cloudera Manager.
View service and monitoring information.
— View events and logs.

View replication jobs and snapshot policies.

View YARN applications and Impala queries.
The Read-Only role does not allow the user to:

e Add services or take any actions that affect the state of the cluster.
e Use the HDFS file browser.

e Use the HBase table browser.

¢ Use the Solr Collection Statistics browser.

¢ Dashboard

— Create, edit, or remove dashboards that belong to the user.
— Add an existing chart or create a new chart to add to a dashboard that belongs to the user.
— Perform the same tasks as the Read-Only role.

¢ Limited Operator

View configuration and monitoring information in Cloudera Manager.

View service and monitoring information.

— Decommission hosts (except hosts running Cloudera Management Service roles).
— Perform the same tasks as the Read-Only role.

The Limited Operator role does not allow the user to add services or take any other actions that affect the state
of the cluster.

e Operator

— View configuration and monitoring information in Cloudera Manager.

— View service and monitoring information.

— Stop, start, and restart clusters, services (except the Cloudera Management Service), and roles.

— Decommission and recommission hosts (except hosts running Cloudera Management Service roles).
— Decommission and recommission roles (except Cloudera Management Service roles).

— Start, stop, and restart KMS.

— Perform the same tasks as the Read-Only role.

The Operator role does not allow the user to add services, roles, or hosts, or take any other actions that affect
the state of the cluster.

¢ Configurator

— View configuration and monitoring information in Cloudera Manager.

— Perform all Operator operations.

— Configure services (except the Cloudera Management Service).

— Enter and exit maintenance mode.

— Manage dashboards (including Cloudera Management Service dashboards).
— Start, stop, and restart KMS

— Perform the same tasks as the Read-Only role.

¢ Cluster Administrator - View all data and perform all actions except the following:

— Administer Cloudera Navigator.

— View replication schedules and snapshot policies.

— View audit events.

— Manage user accounts and configuration of external authentication.
— Manage Full Administrator accounts.



— Configure HDFS encryption, administer Key Trustee Server, and manage encryption keys.
— Use the HDFS file browser, the HBase table browser, and the Solr Collection browser.
— Perform the same tasks as the Read-Only role.

¢ BDR Administrator

— View configuration and monitoring information in Cloudera Manager.

— View service and monitoring information.

— Perform replication and define snapshot operations.

— Use the HDFS file browser, the HBase table browser, and the Solr Collection browser.
— Perform the same tasks as the Read-Only role.

¢ Navigator Administrator

— View configuration and monitoring information in Cloudera Manager.

— View service and monitoring information.

— Administer Cloudera Navigator.

— View audit events.

— Use the HDFS file browser, the HBase table browser, and the Solr Collection browser.
— Perform the same tasks as the Read-Only role.

e User Administrator

— View configuration and monitoring information in Cloudera Manager.

— View service and monitoring information.

— Manage user accounts and configuration of external authentication.

— Use the HDFS file browser, the HBase table browser, and the Solr Collection browser.
— Perform the same tasks as the Read-Only role.

¢ Key Administrator

— View configuration and monitoring information in Cloudera Manager.

— Configure HDFS encryption, administer Key Trustee Server, and manage encryption keys.
— Start, stop, and restart KMS

— Configure KMS ACLs

— Use the HDFS file browser, the HBase table browser, and the Solr Collection browser.

— Perform the same tasks as the Read-Only role.

¢ Full Administrator - Full Administrators have permissions to view all data and do all actions, including reconfiguring
and restarting services, and administering other users.
Determining the Role of the Currently Logged in User

1. Click the logged-in username at the far right of the top navigation bar. The role displays under the username. For
example:

Support~ A admin -

Full Administrator

Removing the Full Administrator User Role
Minimum Required Role: User Administrator (also provided by Full Administrator)

In some organizations, security policies may prohibit the use of the Full Administrator role. The Full Administrator role
is created during Cloudera Manager installation, but you can remove it as long as you have at least one remaining user
account with User Administrator privileges.



To remove the Full Administrator user role, perform the following steps.

1.

Add at least one user account with User Administrator privileges, or ensure that at least one such user account
already exists.

. Ensure that there is only a single user account with Full Administrator privileges.
. While logged in as the single remaining Full Administrator user, select your own user account and either delete

it or assign it a new user role.

Warning: After you delete the last Full Administrator account, you will be logged out immediately
A and will not be able to log in unless you have access to another user account. Also, it will no longer
be possible to create or assign Full Administrators.

A consequence of removing the Full Administrator role is that some tasks may require collaboration between two or
more users with different user roles. For example:

If the machine that the Cloudera Navigator roles are running on needs to be replaced, the Cluster Administrator
will want to move all the roles running on that machine to a different machine. The Cluster Administrator can
move any non-Navigator roles by deleting and re-adding them, but would need a Navigator Administrator to
perform the stop, delete, add, and start actions for the Cloudera Navigator roles.

In order to take HDFS snapshots, snapshots must be enabled on the cluster by a Cluster Administrator, but the
snapshots themselves must be taken by a BDR Administrator.

Cloudera Navigator Data Management Component User Roles

User roles determine the Cloudera Navigator features visible to the user and the actions the user can perform.

The menus displayed in the upper right indicates the user's access to Cloudera Navigator features, as determined by

the roles associated with the user's LDAP or Active Directory groups. For example, a user that belongs to a group with
the Full Administrator role will see the Search, Audits, Analytics, Policies, and Administration tabs, while a user that
belongs to a group with the Policy Administrator role will only see the Search, Analytics (metadata), and Policies tabs.

User Roles

A Cloudera Navigator data management component user account can be assigned one of the following user roles with
associated permissions:

Auditing Viewer - View audit events and audit analytics and create audit reports.

Full Administrator - Full access, including role assignments to groups.

Lineage Viewer - Search for entities, view metadata, and view lineage and metadata analytics.

Metadata Administrator - Search for entities, view metadata, view lineage, view metadata analytics, edit custom
metadata, edit managed metadata.

Policy Administrator - Search for entities, view metadata, edit metadata and metadata policies, configure and
perform command actions, and view metadata analytics.

Policy Viewer - View metadata policies.

User Administrator - Administer role assignments to groups.

Determining the Roles of the Currently Logged in User

To display the Cloudera Navigator user roles for the currently logged-in user:

1

. In the upper right, select username > My Roles. The Roles pop-up window displays all roles assigned to the LDAP

or Active Directory groups to which the current user belongs.

2. Click Close to dismiss the window.



HDFS Extended ACLs

HDFS supports POSIX Access Control Lists (ACLs), as well as the traditional POSIX permissions model already supported.
ACLs control access of HDFS files by providing a way to set different permissions for specific named users or named
groups. They enhance the traditional permissions model by allowing users to define access control for arbitrary
combinations of users and groups instead of a single owner/user or a single group.

Enabling HDFS Access Control Lists

By default, HDFS access control lists (ACLs) are disabled on a cluster. You can enable them using either Cloudera
Manager or the command line.

Default ACLs are applied only to a directory (not to files), and have no direct effect on permission checks. Rather, they
define the ACL that newly-created child files and directories receive automatically.

o Important: Ensure that all users and groups resolve on the NameNode for ACLs to work as expected.

Enabling HDFS ACLs Using Cloudera Manager

1. Go to the Cloudera Manager Admin Console and navigate to the HDFS service.

. Click the Configuration tab.

. Select Scope > Service_name (Service-Wide)

. Select Category > Security

. Locate the Enable Access Control Lists property and select its checkbox to enable HDFS ACLs.
. Click Save Changes to commit the changes.

o~ WN

Enabling HDFS ACLs Using the Command Line
To enable ACLs using the command line, set the df s. nanenode. acl s. enabl ed propertytot r ue inthe NameNode's
hdfs-site. xm .

<property>

<nane>df s. nanenode. acl s. enabl ed</ nane>
<val ue>true</ val ue>

</ property>

Commands

To set and get file access control lists (ACLs), use the file system shell commands, set f acl and get f acl .

getfacl

hdfs dfs -getfacl [-R <path>

<l-- COMVAND OPTI ONS

<path>: Path to the file or directory for which ACLs should be |isted.

-R Use this option to recursively list ACLs for all files and directories.
-->

Examples:

<l-- To list all ACLs for the file located at /user/hdfs/file -->
hdfs dfs -getfacl /user/hdfs/file

<l-- To recursively list ACLs for /user/hdfs/file -->
hdfs dfs -getfacl -R /user/hdfs/file



setfacl

hdfs dfs -setfacl [-R [-b|-k -nm-x <acl _spec> <path>]|[--set <acl_spec> <pat h>]

<l-- COWAND OPTI ONS

<path>: Path to the file or directory for which ACLs shoul d be set.

-R Use this option to recursively list ACLs for all files and directories.

-b: Revoke all perm ssions except the base ACLs for user, groups and others.

-k: Renpve the default ACL.

-m Add new pernissions to the ACL with this option. Does not affect existing perm ssions.
-x: Renpve only the ACL specified.

<acl _spec>: Comma-separated |ist of ACL perm ssions.

--set: Use this option to conpletely replace the existing ACL for the path specified.

Previous ACL entries will no | onger apply.
-->
Examples:
<!-- To give user ben read & wite perm ssion over /user/hdfs/file -->
hdfs dfs -setfacl -muser:ben:rw /user/hdfs/file
<l-- To renobve user alice's ACL entry for /user/hdfs/file -->
hdfs dfs -setfacl -x user:alice /user/hdfs/file
<!-- To give user hadoop read & wite access, and group or others read-only access -->
hdfs dfs -setfacl --set user::rw,user:hadoop:rw,group::r--,other::r-- /user/hdfs/file

For more information on using HDFS ACLs, see the HDFS Permissions Guide on the Apache website.

HDFS Extended ACL Example

This example demonstrates how a user ("alice"), shares folder access with colleagues from another team ("hadoopdev"),
so that the hadoopdev team can collaborate on the content of that folder; this is accomplished by updating the default
extended ACL of that directory:

1. Make the files and sub-directories created within the content directory readable by team "hadoopdev":

$ hdfs dfs -setfacl -m group: hadoopdev:r-x /project

2. Set the default ACL setting for the parent directory:

$ hdfs dfs -setfacl -m default:group: hadoopdev:r-x /project

3. Create a sub-directory for the content you wish to share:

$ hdfs dfs -nkdir /project/dev

4. Inspect the new sub-directory ACLs to verify that HDFS has applied the new default values:

$ hdfs dfs -getfacl -R /project

file: /project
owner: alice
group: appdev
user: :rwx
group::r-x
other::r-x

defaul t:user::rwx
defaul t: group::r-x
def aul t: group: hadoopdev: r - x
defaul t: mask: :r-x
default:other::r-x

file: /project/dev
owner: alice
group: appdev


http://hadoop.apache.org/docs/r2.6.0/hadoop-project-dist/hadoop-hdfs/HdfsPermissionsGuide.html#ACLs_Access_Control_Lists

user: :rwx
group::r-x

group: hadoopdev: r - x
mask::r-x

other::r-x

defaul t:user::rwx
defaul t: group::r-x

defaul t: group: hadoopdev: r - x
defaul t: mask: :r-x
default:other::r-x

E,’ Note: At the timeitis created, the default ACL is copied from the parent directory to the child directory.
Subsequent changes to the parent directory default ACL do not change the ACLs of the existing child
directories.

Configuring LDAP Group Mappings

o Important:

¢ Cloudera strongly recommends against using Hadoop's LdapGr oupsMappi ng provider.
LdapG oupsMappi ng should only be used in cases where OS-level integration is not possible.
Production clusters require an identity provider that works well with all applications, not just
Hadoop. Hence, often the preferred mechanism is to use tools such as SSSD, VAS or Centrify to
replicate LDAP groups.

e Cloudera does not support the use of Winbind in production environments. Winbind uses an
inefficient approach to user/group mapping, which may lead to low performance or cluster failures
as the size of the cluster, and the number of users and groups increases.

Irrespective of the mechanism used, user/group mappings must be applied consistently across all
cluster hosts for ease with maintenance.

When configuring LDAP for group mappings in Hadoop, you must create the users and groups for your Hadoop services
in LDAP. When using the default shell-based group mapping provider

(or g. apache. hadoop. security. Shel | BasedUni xGr oupsMappi ng), the requisite user and group relationships
already exist because they are created during the installation procedure. When you switch to LDAP as the group
mapping provider, you must re-create these relationships within LDAP.

Note that if you have modified the System User or System Group setting within Cloudera Manager for any service,
you must use those custom values to provision the users and groups in LDAP.

The table below lists users and their group members for CDH services:
E,’ Note: Cloudera Manager 5.3 introduces a new single user mode. In single user mode, the Cloudera

Manager Agent and all the processes run by services managed by Cloudera Manager are started as a
single configured user and group. See Configuring Single User Mode for more information.




Table 30: Users and Groups

Component
(Version)

Unix User ID

Groups

Notes

Cloudera Manager
(all versions)

cl ouder a-scm

cl ouder a-scm

Cloudera Manager processes such as the Cloudera
Manager Server and the monitoring roles run as this
user.

The Cloudera Manager keytab file must be named
cnf . keyt ab since that name is hard-coded in
Cloudera Manager.

i\lote: Applicable to clusters managed
Elby Cloudera Manager only.

Apache Accumulo [accunul o accunmul o Accumulo processes run as this user.

(Accumulo 1.4.3

and higher)

Apache Avro No special users.

Apache Flume flunme flume The sink that writes to HDFS as this user must have

(CDH 4, CDH 5) write privileges.

Apache HBase hbase hbase The Master and the RegionServer processes run as

(CDH 4, CDH 5) this user.

HDFS (CDH 4, CDH | hdf s hdfs, hadoop The NameNode and DataNodes run as this user, and

5) the HDFS root directory as well as the directories used
for edit logs should be owned by it.

Apache Hive (CDH | hi ve hi ve The HiveServer2 process and the Hive Metastore

4,CDH 5) processes run as this user.
A user must be defined for Hive access to its
Metastore DB (for example, MySQL or Postgres) but
it can be any identifier and does not correspond to a
Unix uid. This is
j avax. j do. opti on. Connecti onUser Nane in
hive-site.xml.

Apache HCatalog |hive hi ve The WebHCat service (for REST access to Hive

(CDH 4.2 and functionality) runs as the hi ve user.

higher, CDH 5)

HttpFS (CDH 4, httpfs httpfs The HttpFS service runs as this user. See HttpFS

CDH 5) Security Configuration for instructions on how to
generate the merged ht t pf s- ht t p. keyt ab file.

Hue (CDH 4, CDH | hue hue Hue services run as this user.

5)

Hue Load Balancer | apache apache The Hue Load balancer has a dependency on the

(Cloudera Manager apache2 package that uses the apache user name.

5.5 and higher) Cloudera Manager does not run processes using this
user ID.

Impala i mpal a i npal a, hive Impala services run as this user.
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Apache Kafka kaf ka kaf ka Kafka services run as this user.

(Cloudera

Distribution of

Kafka 1.2.0)

Java KeyStore KMS | kns ks The Java KeyStore KMS service runs as this user.

(CDH 5.2.1 and

higher)

Key Trustee KMS | ks ks The Key Trustee KMS service runs as this user.

(CDH 5.3 and

higher)

Key Trustee Server | keyt r ust ee keytrustee The Key Trustee Server service runs as this user.

(CDH 5.4 and

higher)

Kudu kudu kudu Kudu services run as this user.

Llama (CDH 5) [l ama Il ama Llama runs as this user.

Apache Mahout No special users.

MapReduce (CDH | mapr ed mapr ed, hadoop |Without Kerberos, the JobTracker and tasks run as

4, CDH 5) this user. The LinuxTaskController binary is owned by
this user for Kerberos.

Apache Oozie oozi e oozie The Oozie service runs as this user.

(CDH 4, CDH 5)

Parquet No special users.

Apache Pig No special users.

Cloudera Search |solr solr The Solr processes run as this user.

(CDH 4.3 and

higher, CDH 5)

Apache Spark (CDH | spar k spark The Spark History Server process runs as this user.

5)

Apache Sentry sentry sentry The Sentry service runs as this user.

(CDH 5.1 and

higher)

Apache Sqoop sgoop sqoop This user is only for the Sqoop1 Metastore, a

(CDH 4, CDH 5) configuration option that is not recommended.

Apache Sqoop?2 sqoop2 sqoop, sqoop2 The Sqoop2 service runs as this user.

(CDH 4.2 and

higher, CDH 5)

Apache Whirr No special users.

YARN (CDH 4, CDH |yarn yarn, hadoop Without Kerberos, all YARN services and applications

5) run as this user. The LinuxContainerExecutor binary
is owned by this user for Kerberos.

Apache ZooKeeper | zookeeper zookeeper The ZooKeeper processes run as this user. It is not

(CDH 4, CDH 5)

configurable.
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o Important:

* You can use either Cloudera Manager or the following command-line instructions to complete
this configuration.

¢ This information applies specifically to CDH 5.7.x. If you use an earlier version of CDH, see the
documentation for that version located at Cloudera Documentation.

Using Cloudera Manager
Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)
Make the following changes to the HDFS service's security configuration:

1. Open the Cloudera Manager Admin Console and go to the HDFS service.

2. Click the Configuration tab.

3. Select Scope > HDFS (Service Wide)

4. Select Category > Security.

5. Modify the following configuration properties using values from the table below:
Configuration Property Value
Hadoop User Group Mapping Implementation or g. apache. hadoop. security. LdapG oupsMappi ng
Hadoop User Group Mapping LDAP URL | dap: // <server >
Hadoop User Group Mapping LDAP Bind User Adm ni strat or @xanpl e. com
Hadoop User Group Mapping LDAP Bind User * k%
Password
Hadoop User Group Mapping Search Base dc=exanpl e, dc=com

Although the above changes are sufficient to configure group mappings for Active Directory, some changes to the
remaining default configurations might be required for OpenLDAP.

Using the Command Line

Add the following properties to the cor e- si t e. xnml on the NameNode:

<property>

<nane>hadoop. securi ty. group. mappi ng</ nanme>

<val ue>or g. apache. hadoop. securi ty. LdapG oupsMappi ng</ val ue>
</ property>

<property>

<name>hadoop. securi ty. group. mappi ng. | dap. url </ nane>
<val ue>| dap://server</val ue>

</ property>

<property>

<nane>hadoop. security. group. mappi ng. | dap. bi nd. user </ nane>
<val ue>Adni ni st r at or @xanpl e. conx/ val ue>

</ property>

<property>

<nanme>hadoop. security. group. mappi ng. | dap. bi nd. passwor d</ nane>
<val ue>****</ val ue>

</ property>

<property>

<nane>hadoop. securi ty. group. mappi ng. | dap. base</ nane>
<val ue>dc=exanpl e, dc=conx/ val ue>

</ property>


http://www.cloudera.com/content/support/en/documentation.html

<property>

<nane>hadoop. security. group. mappi ng. | dap. search. filter. user</nane>
<val ue>( &anp; (obj ect d ass=user) (sAMAccount Name={ 0})) </ val ue>

</ property>

<property>

<name>hadoop. securi ty. group. mappi ng. | dap. search. filter.group</nane>
<val ue>(obj ect C ass=group) </ val ue>

</ property>

<property>

<nanme>hadoop. security. group. mappi ng. | dap. search. attr. menber </ nane>
<val ue>nenber </ val ue>

</ property>

<property>

<name>hadoop. securi ty. group. mappi ng. | dap. search. attr. group. name</ nanme>
<val ue>cn</ val ue>

</ property>

i Note: In addition:

¢ If you are using Sentry with Hive, you will also need to add these properties on the HiveServer2
node.

¢ If you are using Sentry with Impala, add these properties on all hosts

See Users and Groups in Sentry for more information.

Authorization With Apache Sentry

Apache Sentry is a granular, role-based authorization module for Hadoop. Sentry provides the ability to control and
enforce precise levels of privileges on data for authenticated users and applications on a Hadoop cluster. Sentry
currently works out of the box with Apache Hive, Hive Metastore/HCatalog, Apache Solr, Impala, and HDFS (limited
to Hive table data).

Sentry is designed to be a pluggable authorization engine for Hadoop components. It allows you to define authorization
rules to validate a user or application’s access requests for Hadoop resources. Sentry is highly modular and can support
authorization for a wide variety of data models in Hadoop.

Architecture Overview

Sentry Components
Data
Engine

Sentry
Plugin

There are three components involved in the authorization process:
e Sentry Server

The Sentry RPC server manages the authorization metadata. It supports interfaces to securely retrieve and
manipulate the metadata.

e Data Engine



This is a data processing application such as Hive or Impala that needs to authorize access to data or metadata
resources. The data engine loads the Sentry plugin and all client requests for accessing resources are intercepted
and routed to the Sentry plugin for validation.

¢ Sentry Plugin

The Sentry plugin runs in the data engine. It offers interfaces to manipulate authorization metadata stored in the
Sentry server, and includes the authorization policy engine that evaluates access requests using the authorization
metadata retrieved from the server.

Key Concepts

e Authentication - Verifying credentials to reliably identify a user

e Authorization - Limiting the user’s access to a given resource

e User - Individual identified by underlying authentication system

e Group - A set of users, maintained by the authentication system

e Privilege - An instruction or rule that allows access to an object

¢ Role - A set of privileges; a template to combine multiple access rules

e Authorization models - Defines the objects to be subject to authorization rules and the granularity of actions
allowed. For example, in the SQL model, the objects can be databases or tables, and the actions are SELECT,
I NSERT, CREATE and so on. For the Search model, the objects are indexes, collections and documents; the
access modes are query, update and so on.

User Identity and Group Mapping

Sentry relies on underlying authentication systems, such as Kerberos or LDAP, to identify the user. It also uses the
group mapping mechanism configured in Hadoop to ensure that Sentry sees the same group mapping as other
components of the Hadoop ecosystem.

Consider a sample organization with users Alice and Bob who belong to an Active Directory (AD) group called

fi nance- depart nent . Bob also belongs to a group called f i nance- manager s. In Sentry, you first create roles and
then grant privileges to these roles. For example, you can create a role called Analyst and grant SELECT on tables
Customer and Sales to this role.

The next step is to join these authentication entities (users and groups) to authorization entities (roles). This can be
done by granting the Analyst role to the f i nance- depar t ment group. Now Bob and Alice who are members of the
fi nance- depart nment group get SELECT privilege to the Customer and Sales tables.

Role-Based Access Control

Role-based access control (RBAC) is a powerful mechanism to manage authorization for a large set of users and data
objects in a typical enterprise. New data objects get added or removed, users join, move, or leave organisations all the
time. RBAC makes managing this a lot easier. Hence, as an extension of the sample organization discussed previously,
if a new employee Carol joins the Finance Department, all you need to do is add her to the f i nance- depart ment
group in AD. This will give Carol access to data from the Sales and Customer tables.

Unified Authorization

Another important aspect of Sentry is the unified authorization. The access control rules once defined, work across
multiple data access tools. For example, being granted the Analyst role in the previous example will allow Bob, Alice,
and others in the f i nance- depar t ment group to access table data from SQL engines such as Hive and Impala, as
well as using MapReduce, Pig applications or metadata access using HCatalog.
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Sentry Integration with the Hadoop Ecosystem
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As illustrated above, Apache Sentry works with multiple Hadoop components. At the heart you have the Sentry Server
which stores authorization metadata and provides APIs for tools to retrieve and modify this metadata securely.

Note that the Sentry server only facilitates the metadata. The actual authorization decision is made by a policy engine
which runs in data processing applications such as Hive or Impala. Each component loads the Sentry plugin which
includes the service client for dealing with the Sentry service and the policy engine to validate the authorization request.

Hive and Sentry

Consider an example where Hive gets a request to access an object in a certain mode by a client. If Bob submits the
following Hive query:

select * from production. sal es
Hive will identify that user Bob is requesting SELECT access to the Sales table. At this point Hive will ask the Sentry

plugin to validate Bob’s access request. The plugin will retrieve Bob’s privileges related to the Sales table and the policy
engine will determine if the request is valid.
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Sentry
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¢

Hive works with both, the Sentry service and policy files. Cloudera recommends you use the Sentry service which makes
it easier to manage user privileges. For more details and instructions, see The Sentry Service on page 371 or Sentry
Policy File Authorization on page 403.

Impala and Sentry

Authorization processing in Impala is similar to that in Hive. The main difference is caching of privileges. Impala’s
Catalog server manages caching schema metadata and propagating it to all Impala server nodes. This Catalog server
caches Sentry metadata as well. As a result, authorization validation in Impala happens locally and much faster.

Impala (\f

For detailed documentation, see Enabling Sentry Authorization for Impala on page 422.
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Sentry-HDFS Synchronization

Sentry-HDFS authorization is focused on Hive warehouse data - that is, any data that is part of a table in Hive or Impala.
The real objective of this integration is to expand the same authorization checks to Hive warehouse data being accessed
from any other components such as Pig, MapReduce or Spark. At this point, this feature does not replace HDFS ACLs.
Tables that are not associated with Sentry will retain their old ACLs.
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The mapping of Sentry privileges to HDFS ACL permissions is as follows:

e SELECT privilege -> Read access on the file.
e INSERT privilege -> Write access on the file.
e ALL privilege -> Read and Write access on the file.

The NameNode loads a Sentry plugin that caches Sentry privileges as well Hive metadata. This helps HDFS to keep file
permissions and Hive tables privileges in sync. The Sentry plugin periodically polls Sentry to keep the metadata changes
in sync.

For example, if Bob runs a Pig job that is reading from the Sales table data files, Pig will try to get the file handle from
HDFS. At that point the Sentry plugin on the NameNode will figure out that the file is part of Hive data and overlay
Sentry privileges on top of the file ACLs. As a result, HDFS will enforce the same privileges for this Pig client that Hive
would apply for a SQL query.

For HDFS-Sentry synchronization to work, you must use the Sentry service, not policy file authorization. See Synchronizing
HDFS ACLs and Sentry Permissions on page 397, for more details.

Search and Sentry

Sentry can apply restrictions to various Search tasks including accessing data and creating collections. These restrictions
are consistently applied, regardless of the way users attempt to complete actions. For example, restricting access to
data in a collection restricts that access whether queries come from the command line, from a browser, or through
the admin console.

With Search, Sentry restrictions can be stored in the database-backed Sentry service or in a policy file (for example,
sentry-provider.ini) which is stored in an HDFS location such as
hdfs://ha-nn-uri/user/solr/sentry/sentry-provider.ini.

Sentry with Search does not support multiple policy files for multiple databases. If you choose to use policy files rather
than database-backed Sentry service, you must use a separate policy file for each Sentry-enabled service. For example,
if Hive and Search were using policy file authorization, using a combined Hive and Search policy file would result in an
invalid configuration and failed authorization on both services.

Search works with both the Sentry service and policy files. Cloudera recommends you use the Sentry service, which
makes it easier to manage user privileges. For more details and instructions, see The Sentry Service on page 371 or
Sentry Policy File Authorization on page 403.

For detailed documentation, see Enabling Sentry Authorization for Search using the Command Line on page 432.




Authorization Administration

The Sentry Server supports APls to securely manipulate roles and privileges. Both Hive and Impala support SQL
statements to manage privileges natively. Sentry assumes that HiveServer2 and Impala run as superusers, usually called
hi ve and i npal a. To initiate top-level permissions for Sentry, an admin must login as a superuser. You can use either
Beeline or the Impala shell to execute the following sample statement:

GRANT ROLE Anal yst TO GROUP finance_managers

Disabling Hive CLI

To execute Hive queries, you must use Beeline. Hive CLI is not supported with Sentry and therefore its access to the
Hive Metastore must be disabled. This is especially necessary if the Hive metastore has sensitive metadata. To do this,
set the Hive Metastore Access Control and Proxy User Groups Override property for the Hive service in Cloudera
Manager. For example, to give the hi ve user permission to impersonate only members of the hi ve and hue groups,
set the property to: hi ve, hue

If other user groups require access to the Hive Metastore, they can be added to the comma-separated list as needed.
For example, setting this property to hi ve, hue blocks the Spark shell from accessing the metastore.
Using Hue to Manage Sentry Permissions

Hue supports a Security app to manage Sentry authorization. This allows users to explore and change table permissions.
Here is a video blog that demonstrates its functionality.

The Sentry Service

o Important: This is the documentation for the Sentry service introduced in CDH 5.1. If you want to
use Sentry's previous policy file approach to secure your data, see Sentry Policy File Authorization on
page 403.

The Sentry service is a RPC server that stores the authorization metadata in an underlying relational database and
provides RPC interfaces to retrieve and manipulate privileges. It supports secure access to services using Kerberos.
The service serves authorization metadata from the database backed storage; it does not handle actual privilege
validation. The Hive and Impala services are clients of this service and will enforce Sentry privileges when configured
to use Sentry.

The motivation behind introducing a new Sentry service is to make it easier to handle user privileges than the existing
policy file approach. Providing a database instead, allows you to use the more traditional GRANT/ REVOKE statements
to modify privileges.

CDH 5.5 introduces column-level access control for tables in Hive and Impala. Previously, Sentry supported privilege
granularity only down to a table. Hence, if you wanted to restrict access to a column of sensitive data, the workaround
would be to first create view for a subset of columns, and then grant privileges on that view. To reduce the administrative
overhead associated with such an approach, Sentry now allows you to assign the SELECT privilege on a subset of
columns in a table.

For more information on installing, upgrading and configuring the Sentry service, see:

Prerequisites

e CDH 5.1.x (or higher) managed by Cloudera Manager 5.1.x (or higher). See the Cloudera Manager Administration
Guide and Cloudera Installation Guide for instructions.

e HiveServer2 and the Hive Metastore running with strong authentication. For HiveServer2, strong authentication
is either Kerberos or LDAP. For the Hive Metastore, only Kerberos is considered strong authentication (to override,
see Securing the Hive Metastore on page 390).

e Impala 1.4.0 (or higher) running with strong authentication. With Impala, either Kerberos or LDAP can be configured
to achieve strong authentication.



http://gethue.com/apache-sentry-made-easy-with-the-new-hue-security-app/

Implement Kerberos authentication on your cluster. For instructions, see Enabling Kerberos Authentication Using
the Wizard on page 59.

Terminologies

An object is an entity protected by Sentry's authorization rules. The objects supported in the current release are
server, dat abase, t abl e, and URI .

Arole is a collection of rules for accessing a given Hive object.

A privilege is granted to a role to govern access to an object. With CDH 5.5, Sentry allows you to assign the SELECT
privilege to columns (only for Hive and Impala). Supported privileges are:

Table 31: Valid privilege types and the objects they apply to

Privilege Object

ALL SERVER, TABLE, DB, URI, COLLECTION, CONFIG
INSERT DB, TABLE

SELECT DB, TABLE, COLUMN

E,’ Note: In Beeline, you can also grant SELECT and INSERT on SERVER.

A user is an entity that is permitted by the authentication subsystem to access the Hive service. This entity can
be a Kerberos principal, an LDAP user i d, or an artifact of some other pluggable authentication system supported
by HiveServer2.

A group connects the authentication system with the authorization system. It is a collection of one or more users
who have been granted one or more authorization roles. Sentry allows a set of roles to be configured for a group.
A configured group provider determines a user’s affiliation with a group. The current release supports HDFS-backed
groups and locally configured groups.

Privilege Model

Sentry uses a role-based privilege model with the following characteristics.

Allows any user to execute show functi on, desc function,andshow | ocks.

Allows the user to see only those tables and databases for which this user has privileges.

Requires a user to have the necessary privileges on the URI to execute HiveQL operations that take in a location.
Examples of such operations include LOAD, | MPORT, and EXPORT.

Privileges granted on URIs are recursively applied to all subdirectories. That is, privileges only need to be granted
on the parent directory.

CDH 5.5 introduces column-level access control for tables in Hive and Impala. Previously, Sentry supported privilege
granularity only down to a table. Hence, if you wanted to restrict access to a column of sensitive data, the
workaround would be to first create view for a subset of columns, and then grant privileges on that view. To
reduce the administrative overhead associated with such an approach, Sentry now allows you to assign the SELECT
privilege on a subset of columns in a table.

o Important:

e When Sentry is enabled, you must use Beeline to execute Hive queries. Hive CLI is not supported
with Sentry and must be disabled.

e When Sentry is enabled, a user with no privileges on a database will not be allowed to connect
to HiveServer2. This is because the use <dat abase> command is now executed as part of the
connection to HiveServer2, which is why the connection fails. See HIVE-4256.


https://issues.apache.org/jira/browse/HIVE-4256
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For more information, see Appendix: Authorization Privilege Model for Hive and Impala on page 374.

User to Group Mapping
Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)

Group mappings in Sentry can be summarized as in the figure below.

Group Mapping

HadoopUserGroupMapping

Shell

LocalGroupMapping

(testing purposes only)

The Sentry service only uses HadoopUserGroup mappings. You can refer Configuring LDAP Group Mappings on page
362 for details on configuring LDAP group mappings in Hadoop.
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o Important:

e Cloudera strongly recommends against using Hadoop's LdapGr oupsMappi ng provider.
LdapG oupsMappi ng should only be used in cases where OS-level integration is not possible.
Production clusters require an identity provider that works well with all applications, not just
Hadoop. Hence, often the preferred mechanism is to use tools such as SSSD, VAS or Centrify to
replicate LDAP groups.

¢ Cloudera does not support the use of Winbind in production environments. Winbind uses an
inefficient approach to user/group mapping, which may lead to low performance or cluster failures
as the size of the cluster, and the number of users and groups increases.

Irrespective of the mechanism used, user/group mappings must be applied consistently across all
cluster hosts for ease with maintenance.

Appendix: Authorization Privilege Model for Hive and Impala

Privileges can be granted on different objects in the Hive warehouse. Any privilege that can be granted is associated
with a level in the object hierarchy. If a privilege is granted on a container object in the hierarchy, the base object
automatically inherits it. For instance, if a user has ALL privileges on the database scope, then (s)he has ALL privileges
on all of the base objects contained within that scope.

o Important:

Note that because of this object hierarchy, it is possible for a user to read data from a database that
the user does not have access to. For example, you have two roles:

e rolel - full access to databasel and database2
e role2 - full access to databasel, no access to database2

A user with rolel can create a view in databasel based on a table in database2. Because role2 has
access to databasel, a user with role2 can read the data in that view from database2.

Object Hierarchy in Hive

Server
URI
Dat abase
Tabl e
Partition
Col ums
Vi ew

Table 32: Valid privilege types and objects they apply to

Privilege Object

INSERT DB, TABLE

SELECT DB, TABLE, VIEW, COLUMN
ALL SERVER, TABLE, DB, URI

Note that when you grant ALL on a URI, those permissions extend into the subdirectories in that path. For example, if
a role has ALL on the following URI:

e hdfs://host:port/directory_A/directory_B
That role will also have ALL on these directories:

e hdfs://host:port/directory_Aldirectory_B/directory_C
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e hdfs://host:port/directory_A/directory B/directory Cdirectory_D
e hdfs://host:port/directory_A/directory_B/directory_E

URI permissions do not affect HDFS ACL's.

Table 33: Privilege hierarchy

DATABASE ALL SERVER ALL
TABLE INSERT DATABASE ALL
TABLE SELECT DATABASE ALL
COLUMN SELECT DATABASE ALL
VIEW SELECT DATABASE ALL

Table 34: Privilege table for Hive & Impala operations

CREATE DATABASE SERVER ALL
DROP DATABASE DATABASE ALL
CREATE TABLE DATABASE ALL
DROP TABLE TABLE ALL
CREATE VIEW DATABASE; SELECT on TABLE; | ALL

-This operation is allowed if you
have column-level SELECT access
to the columns being used.

ALTER VIEW VIEW/TABLE ALL

-This operation is allowed if you
have column-level SELECT access
to the columns being used.

DROP VIEW VIEW/TABLE ALL
ALTER TABLE .. ADD COLUMNS | TABLE ALL
ALTER TABLE .. REPLACE TABLE ALL
COLUMNS

ALTER TABLE .. CHANGE column | TABLE ALL
ALTER TABLE .. RENAME TABLE ALL
ALTER TABLE .. SET TABLE ALL
TBLPROPERTIES

ALTER TABLE .. SET FILEFORMAT | TABLE ALL
ALTER TABLE .. SET LOCATION TABLE ALL URI
ALTER TABLE .. ADD PARTITION | TABLE ALL
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Operation

Scope

Privileges Required

URI

ALTER TABLE .. ADD PARTITION
location

TABLE

ALL

URI

ALTER TABLE .. DROP PARTITION

TABLE

ALL

ALTER TABLE .. PARTITION SET
FILEFORMAT

TABLE

ALL

SHOW CREATE TABLE

TABLE

SELECT

SHOW PARTITIONS

TABLE

SELECT/INSERT

SHOW TABLES

-Outputincludes all the tables for
which the user has table-level
privileges and all the tables for
which the user has some
column-level privileges.

TABLE

SELECT/INSERT

SHOW GRANT ROLE

-Output includes an additional
field for any column-level
privileges.

TABLE

SELECT/INSERT

DESCRIBE TABLE

-Output shows all columns if the
user has table level-privileges or
SELECT privilege on at least one
table column

TABLE

SELECT/INSERT

LOAD DATA

TABLE

INSERT

URI

SELECT

-You can grant the SELECT
privilege on a view to give users
access to specific columns of a
table they do not otherwise have
access to.

-See Column-level Authorization
on page 392 for details on allowed
column-level operations.

VIEW/TABLE; COLUMN

SELECT

INSERT OVERWRITE TABLE

TABLE

INSERT

CREATE TABLE .. AS SELECT

-This operation is allowed if you
have column-level SELECT access
to the columns being used.

DATABASE; SELECT on TABLE

ALL

USE <dbName>

Any

CREATE FUNCTION

SERVER

ALL

ALTER TABLE .. SET
SERDEPROPERTIES

TABLE

ALL
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ALTER TABLE .. PARTITION SET | TABLE ALL

SERDEPROPERTIES

Hive-Only Operations

INSERT OVERWRITE DIRECTORY | TABLE INSERT URI
Analyze TABLE TABLE SELECT + INSERT

IMPORT TABLE DATABASE ALL URI
EXPORT TABLE TABLE SELECT URI
ALTER TABLE TOUCH TABLE ALL

ALTER TABLE TOUCH PARTITION |TABLE ALL

ALTER TABLE .. CLUSTERED BY TABLE ALL

SORTED BY

ALTER TABLE .. ENABLE/DISABLE |TABLE ALL

ALTER TABLE .. PARTITION TABLE ALL

ENABLE/DISABLE

ALTER TABLE .. PARTITION.. TABLE ALL

RENAME TO PARTITION

MSCK REPAIR TABLE TABLE ALL

ALTER DATABASE DATABASE ALL

DESCRIBE DATABASE DATABASE SELECT/INSERT

SHOW COLUMNS TABLE SELECT/INSERT

-Output for this operation filters

columns to which the user does

not have explicit SELECT access

CREATE INDEX TABLE ALL

DROP INDEX TABLE ALL

SHOW INDEXES TABLE SELECT/INSERT

GRANT PRIVILEGE

Allowed only for Sentry admin
users

REVOKE PRIVILEGE

Allowed only for Sentry admin
users

SHOW GRANT Allowed only for Sentry admin
users

SHOW TBLPROPERTIES TABLE SELECT/INSERT
DESCRIBE TABLE .. PARTITION TABLE SELECT/INSERT
ADD ARCHIVE[S] Not Allowed

ADD FILE[S] Not Allowed

ADD JARIS] Not Allowed

DELETE JAR[S] Not Allowed
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Operation Scope Privileges Required URI
DFS Not Allowed

LIST JAR[S] Not Allowed

SHOW CREATE VIEW VIEW SELECT
Impala-Only Operations

EXPLAIN SELECT TABLE; COLUMN SELECT
EXPLAIN INSERT TABLE; COLUMN INSERT
INVALIDATE METADATA SERVER ALL
INVALIDATE METADATA <table | TABLE SELECT/INSERT
name>

REFRESH <table name> TABLE SELECT/INSERT
DROP FUNCTION SERVER ALL

COMPUTE STATS TABLE ALL

SHOW CREATE VIEW VIEW / TABLE(S) SELECT

Installing and Upgrading the Sentry Service

This topic describes how to install and upgrade the Sentry service. If you are migrating from Sentry policy files to the
database-backed Sentry service, see Migrating from Sentry Policy Files to the Sentry Service on page 381.

Adding the Sentry Service

Use one of the following sections to add/install the Sentry service:

Adding the Sentry Service Using Cloudera Manager
Minimum Required Role: Cluster Administrator (also provided by Full Administrator)

1. On the Home > Status tab, click

-

to the right of the cluster name and select Add a Service. A list of service types display. You can add one type of
service at a time.

2. Select the Sentry service and click Continue.

3. Customize role assignments for Sentry. The wizard evaluates the hardware configurations of the available hosts
and selects the best hosts for each role. If you are happy with the preselected hosts, click Continue and move to
the next step. Otherwise, you can change the hosts that are assigned to the roles. The View By Host button allows
you to view a list of hosts.

To change the host for a role, click the hostname under the role. A window appears with a list of hosts to choose
from. Note that you can only select one host for the Sentry Server. You can search for a host in the Search field
or you can filter the list by entering a range of hosts in the Search field. You can search for hosts in the following
ways:

e Range of hostnames (without the domain portion)

Range Definition Matching Hosts

10.1.1.[1-4] 10.1.1.1,10.1.1.2,10.1.1.3,10.1.1.4

host[1-3].company.com hostl.company.com, host2.company.com, host3.company.com

host07.company.com, host08.company.com, host09.company.com,
host10.company.com

host[07-10].company.com




e |P addresses
e Rack name

Click Search to filter the list and click a hostname to select the host. Click OK to close the window. The hostname
that you selected appears under the role.

Click Continue to move to the next page in the wizard.
4. Configure database settings. You can use either an embedded or a custom database.
a. Choose the database type:

¢ Leave the default setting of Use Embedded Database to have Cloudera Manager create and configure
required databases. Make a note of the auto-generated passwords.

e Select Use Custom Databases to specify external databases.

1. Enter the database host, database type, database name, username, and password for the database
that you created when you set up the database. See the Creating Databases documentation for
Sentry Server database requirements.

b. Click Test Connection to confirm that Cloudera Manager can communicate with the database using the
information you have supplied. If the test succeeds in all cases, click Continue; otherwise check and correct
the information you have provided for the database and then try the test again. (For some servers, if you are
using the embedded database, you will see a message saying the database will be created at a later step in
the installation process.) The Review Changes page displays.

5. Click Continue then click Finish. You are returned to the Home page.

6. Verify the new service is started properly by checking the health status for the new service. If the Health Status
is Good, then the service started properly.

7. To use the Sentry service, begin by enabling Hive and Impala for the service.

Installing Sentry Using the Command Line

Use the following the instructions, depending on your operating system, to install the latest version of Sentry.

o Important: Configuration files

¢ If you install a newer version of a package that is already on the system, configuration files that
you have modified will remain intact.

¢ Ifyou uninstall a package, the package manager renames any configuration files you have modified
from<file>to<file>. rpnsave. If you then re-install the package (probably to install a new
version) the package manager creates a new <f i | e> with applicable defaults. You are responsible
for applying any changes captured in the original configuration file to the new configuration file.
In the case of Ubuntu and Debian upgrades, you will be prompted if you have made changes to
a file for which there is a new version; for details, see Automatic handling of configuration files

by dpkg.
(01 Command
RHEL $ sudo yuminstall sentry
SLES $ sudo zypper install sentry
UimtuorDebian |8 S0 281 0Ek Mhekarl sentry

Starting the Sentry Service
Perform the following steps to start the Sentry service on your cluster.

1. Set the SENTRY_HOVE and HADOOP_HOVE parameters.



http://www.debian.org/doc/debian-policy/ap-pkg-conffiles.html
http://www.debian.org/doc/debian-policy/ap-pkg-conffiles.html

2. Create the Sentry database schema using the Sentry schematool. Sentry, by default, does not initialize the schema.
The schematool is a built-in way for you to deploy the backend schema required by the Sentry service. For example,
the following command uses the schematool to initialize the schema for a MySQL database.

bi n/sentry --comrand schenma-tool --conffile <sentry-site.xm > --dbType nysql --initSchena

Alternatively, you can set the sentry. veri fy. schema. ver si on configuration property to f al se. However,
this is not recommended.

3. Start the Sentry service.

bi n/sentry --command service --conffile <sentry-site.xm >

Upgrading the Sentry Service

Use one of the following sections to upgrade the Sentry service:

Upgrading the Sentry Service Using Cloudera Manager

If you have a cluster managed by Cloudera Manager, go to Upgrading CDH and Managed Services Using Cloudera
Manager and follow the instructions depending on the version of CDH you are upgrading to. If you are upgrading from
CDH 5.1, you will notice an extra step in the procedure to upgrade the Sentry database schema.

For command-line instructions, continue reading.
Upgrading the Sentry Service Using the Command Line
1. Stop the Sentry service by identifying the PID of the Sentry Service and use the ki | | command to end the process:

ps -ef | grep sentry
kill -9 <PI D>

Replace <Pl D> with the PID of the Sentry Service.
2. Remove the previous version of Sentry.

(01 Command

RHEL $ sudo yum renove sentry
SLES $ sudo zypper renpve sentry
Ubuntu or Debian $ sudo apt-get renobve sentry

3. Install the new version of Sentry.

(013 Command
RHEL $ sudo yuminstall sentry
SLES $ sudo zypper install sentry
Ubuntu or Debian $ sudo apt-get update;

$ sudo apt-get install sentry

4. (From CDH 5.1 to CDH 5.x) Upgrade Sentry Database Schema

Use the Sentry schenmat ool to upgrade the database schema as follows:

bi n/sentry --comand schema-tool --conffile <sentry-site.xm > --dbType <db-type>
--upgradeSchema

Where <db- t ype> should be either nysql , post gr es or or acl e.



5. Start the Sentry Service
a. Set the SENTRY_HOVE and HADOOP_HOVE parameters.

b. Run the following command:

bin/sentry --command service --conffile <sentry-site.xmn >

Migrating from Sentry Policy Files to the Sentry Service
Minimum Required Role: Cluster Administrator (also provided by Full Administrator)

The following steps describe how you can upgrade from Sentry's policy file-based approach to the new database-backed
Sentry service.

1. If you haven't already done so, upgrade your cluster to the latest version of CDH and Cloudera Manager. Refer
the Cloudera Manager Administration Guide for instructions.

2. Disable the existing Sentry policy file for any Hive or Impala services on the cluster. To do this:

. Go to the Hive or Impala service.

. Click the Configuration tab.

. Select Scope > Service Name (Service-Wide).
. Select Category > Policy File Based Sentry.

. Deselect Enable Sentry Authorization using Policy Files. Cloudera Manager will throw a validation error if
you attempt to configure the Sentry service while this property is checked.

f. Repeat for any remaining Hive or Impala services.
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3. Add the new Sentry service to your cluster. For instructions, see Adding the Sentry Service on page 378.

4. To begin using the Sentry service, see Enabling the Sentry Service Using Cloudera Manager on page 381 and
Configuring Impala as a Client for the Sentry Service on page 388.

5. Use the command-line interface Beeline to issue grants to the Sentry service to match the contents of your old
policy file(s). For more details on the Sentry service and examples on using Grant/Revoke statements to match
your policy file, see Hive SQL Syntax for Use with Sentry on page 391.

Configuring the Sentry Service

This topic describes how to enable the Sentry service for Hive and Impala, and configuring the Hive metastore to
communicate with the service.

Enabling the Sentry Service Using Cloudera Manager

Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)

Before Enabling the Sentry Service

e Ensure you satisfy all the Prerequisites on page 371 for the Sentry service.

Important: If you are going to enable HDFS/Sentry synchronization, you do not need to perform

o the following step to explicitly set permissions for the Hive warehouse directory. With
synchronization enabled, all Hive databases and tables will automatically be owned by hi ve: hi ve,
and Sentry permissions on tables are translated to HDFS ACLs for the underlying table files.

The Hive warehouse directory (/ user/ hi ve/ war ehouse or any path you specify as
hi ve. net ast or e. war ehouse. di r inyour hi ve-site. xm ) must be owned by the Hive user and group.

— Permissions on the warehouse directory must be set as follows (see following Note for caveats):

— 771 on the directory itself (for example, / user/ hi ve/ war ehouse)
— 771 on all subdirectories (for example, / user/ hi ve/ war ehouse/ nysubdi r)
— Allfiles and subdirectories should be owned by hive:hive



For example:

$ sudo -u hdfs hdfs dfs -chnod -R 771 /user/ hi ve/ war ehouse
$ sudo -u hdfs hdfs dfs -chown -R hive: hive /user/hivel/warehouse

If you have enabled Kerberos on your cluster, you must kinit as the hdf s user before you set permissions.
For example:

sudo -u hdfs kinit -kt <hdfs. keytab> hdfs
sudo -u hdfs hdfs dfs -chnod -R 771 /user/ hive/ war ehouse
$ sudo -u hdfs hdfs dfs -chown -R hive: hive /user/hivel/warehouse

E’; Note:

¢ Ifyouset hi ve. war ehouse. subdir.inherit.pernmstotrueinhive-site.xn,
the permissions on the subdirectories will be set when you set permissions on the
warehouse directory itself.

¢ If a user has access to any object in the warehouse, that user will be able to execute
use def aul t.Thisensuresthatuse def aul t commandsissued by legacy applications
work when Sentry is enabled.

¢ The instructions described above for modifying permissions on the Hive warehouse
directory override the recommendations in the Hive section of the CDH 5 Installation
Guide.

¢ Disable impersonation for HiveServer2 in the Cloudera Manager Admin Console:

1. Go to the Hive service.

. Click the Configuration tab.

. Select Scope > HiveServer2.

. Select Category > Main.

. Uncheck the HiveServer2 Enable Impersonation checkbox.
. Click Save Changes to commit the changes.
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¢ If you are using MapReduce, enable the Hive user to submit MapReduce jobs.

1. Open the Cloudera Manager Admin Console and go to the MapReduce service.

. Click the Configuration tab.

. Select Scope > TaskTracker.

. Select Category > Security.

Set the Minimum User ID for Job Submission property to zero (the default is 1000).

. Click Save Changes to commit the changes.

. Repeat steps 1-6 for every TaskTracker role group for the MapReduce service that is associated with Hive, if
more than one exists.

8. Restart the MapReduce service.
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* If you are using YARN, enable the Hive user to submit YARN jobs.

1. Open the Cloudera Manager Admin Console and go to the YARN service.

. Click the Configuration tab.

. Select Scope > NodeManager.

. Select Category > Security.

. Ensure the Allowed System Users property includes the hi ve user. If not, add hi ve.

. Click Save Changes to commit the changes.

. Repeat steps 1-6 for every NodeManager role group for the YARN service that is associated with Hive, if more
than one exists.
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8. Restart the YARN service.

Block the external applications from accessing the Hive metastore:

1. In the Cloudera Manager Admin Console, select the Hive service.

2. On the Hive service page, click the Configuration tab.

3. Inthe search well on the right half of the Configuration page, search for H ve Met ast ore Access Contr ol
and Proxy User Groups Overri de to locate the hadoop. pr oxyuser. hi ve. gr oups parameter and
click the plus sign.

4. Enter hi ve into the text box and click the plus sign again.

5. Enter hue into the text box.

6. Click Save Changes.

Setting this parameter blocks access to the Hive metastore for non-service users. This effectively disables Hive
CLI, Spark, and Sqoop applications from interacting with the Hive service. These application will still run, but after
setting this parameter as described here, they will no longer be able to access the Hive metastore and all Hive
queries will fail. Users running these tools must be part of the hi ve or hue groups to access the Hive service. To
allow greater access, additional user groups must be added to the proxy list.

o Important: Ensure you have unchecked the Enable Sentry Authorization using Policy Files
configuration property for both Hive and Impala under the Policy File Based Sentry category before
you proceed.

Enabling the Sentry Service for Hive
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. Go to the Hive service.

. Click the Configuration tab.

. Select Scope > Hive (Service-Wide).

. Select Category > Main.

. Locate the Sentry Service property and select Sent ry.
. Click Save Changes to commit the changes.

. Restart the Hive service.

Enabling Sentry on Hive service places several HiveServer2 properties on a restricted list properties that cannot be
modified at runtime by clients. See HiveServer2 Restricted Properties on page 389.

Enabling the Sentry Service for Impala

1.
. Go to the Impala service.

. Click the Configuration tab.

. Select Scope > Impala (Service-Wide).

. Select Category > Main.

. Locate the Sentry Service property and select Sent ry.
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Enable the Sentry service for Hive (as instructed above).

. Click Save Changes to commit the changes.
. Restart Impala.

Enabling the Sentry Service for Hue

Hue uses a Security app to make it easier to interact with Sentry. When you set up Hue to manage Sentry permissions,
make sure that users and groups are set up correctly. Every Hue user connecting to Sentry must have an equivalent
OS-level user account on all hosts so that Sentry can authenticate Hue users. Each OS-level user should also be part of
an OS-level group with the same name as the corresponding user's group in Hue.

For more information on using the Security app, see the related blog post.


http://gethue.com/apache-sentry-made-easy-with-the-new-hue-security-app/

Enable the Sentry service as follows:

1. Enable the Sentry service for Hive and Impala (as instructed above).
. Go to the Hue service.

. Click the Configuration tab.

. Select Scope > Hue (Service-Wide).

. Select Category > Main.

. Locate the Sentry Service property and select Sent ry.

. Click Save Changes to commit the changes.

. Restart Hue.
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Add the Hive and Hue Groups to Sentry's Admin Groups

1. Go to the Sentry service.

. Click the Configuration tab.

. Select Scope > Sentry (Service-Wide).

. Select Category > Main.

. Locate the Admin Groups property and add the hi ve and hue groups to the list. If an end user is in one of these
admin groups, that user has administrative privileges on the Sentry Server.

6. Click Save Changes to commit the changes.
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Enabling the Sentry Service Using the Command Line

o Important:

¢ If you use Cloudera Manager, do not use these command-line instructions.
¢ This information applies specifically to CDH 5.7.x. If you use a lower version of CDH, see the
documentation for that version located at Cloudera Documentation.

Before Enabling the Sentry Service

Important: If you are going to enable HDFS/Sentry synchronization, you do not need to perform

o the following step to explicitly set permissions for the Hive warehouse directory. With
synchronization enabled, all Hive databases and tables will automatically be owned by hi ve: hi ve,
and Sentry permissions on tables are translated to HDFS ACLs for the underlying table files.

The Hive warehouse directory (/ user/ hi ve/ war ehouse or any path you specify as
hi ve. net ast or e. war ehouse. di r inyour hi ve-si t e. xnml ) must be owned by the Hive user and group.

— Permissions on the warehouse directory must be set as follows (see following Note for caveats):

— 771 on the directory itself (for example, / user/ hi ve/ war ehouse)
— 771 on all subdirectories (for example, / user / hi ve/ war ehouse/ nysubdi r)
— Allfiles and subdirectories should be owned by hive:hive

For example:

$ sudo -u hdfs hdfs dfs -chnmod -R 771 /user/ hi ve/ war ehouse
$ sudo -u hdfs hdfs dfs -chown -R hive: hive /user/hivel/warehouse

If you have enabled Kerberos on your cluster, you must kinit as the hdf s user before you set permissions.
For example:

sudo -u hdfs kinit -kt <hdfs.keytab> hdfs
sudo -u hdfs hdfs dfs -chnod -R 771 /user/ hi ve/ war ehouse
$ sudo -u hdfs hdfs dfs -chown -R hive: hive /user/hive/warehouse


http://www.cloudera.com/content/support/en/documentation.html

E,i Note:

¢ If you set hi ve. war ehouse. subdi r.inherit.pernstotrueinhive-site.xnl,
the permissions on the subdirectories will be set when you set permissions on the
warehouse directory itself.

¢ If a user has access to any object in the warehouse, that user will be able to execute
use def aul t.Thisensuresthatuse def aul t commandsissued by legacy applications
work when Sentry is enabled.

¢ The instructions described above for modifying permissions on the Hive warehouse
directory override the recommendations in the Hive section of the CDH 5 Installation
Guide.

* HiveServer2 impersonation must be turned off.

e If you are using MapReduce, you must enable the Hive user to submit MapReduce jobs. You can ensure that this
is true by setting the minimum user ID for job submission to 0. Edit the t askcontrol | er. cf g file and set
m n. user. i d=0.

If you are using YARN, you must enable the Hive user to submit YARN jobs, add the user hi ve to the
al | owed. syst em user s configuration property. Edit the cont ai ner - execut or . cf g file and add hi ve to the
al | owed. syst em user s property. For example,

al | owed. system users = nobody, i npal a, hi ve

o Important: You must restart the cluster and HiveServer2 after changing these values.

¢ Block the Hive CLI user from accessing the Hive metastore by setting the following property in the cluster's
core-site.xm file:

<property>

<nanme>hadoop. pr oxyuser. hi ve. gr oups</ nane>

<val ue>hi ve, hue</ val ue>

<descri ption>Sets groups fromwhich the hive user can inpersonate other
users. </ description>
</ property>

Setting this parameter blocks access to the Hive metastore for the user running the Hive CLI if they are not part
of the hi ve or the hue groups. The Hive CLI can still run, but after setting this parameter as described here, the
hi ve user can impersonate only members of the hi ve or the hue groups. If you are using Sqoop, the Sqoop user
must also have access to the Hive metastore.

e Addthe hi ve,i npal a and hue groups to Sentry's sentry. servi ce. adm n. group inthesentry-site. xm
file. If an end user is in one of these admin groups, that user has administrative privileges on the Sentry Server.

<property>
<nanme>sentry. servi ce. adm n. gr oup</ nanme>
<val ue>hi ve, i npal a, hue</ val ue>
</ property>

Configuring the Sentry Server
Configure the following properties in sent ry-si t e. xm on the Sentry Server host.

<property> ) _
<name>sentry. verify. schema. ver si on</ nane>



<val ue> </val ue>

<descri pti on>

val ue: true, false

true Sentry store will verify the schema version in backed DB with expected version
injar.

The service won't start if there's a m smatch

</ descri ption>
</ property>

<property>
<nanme>sentry. service. server - max-t hr eads</ nanme>
<val ue> </val ue>
<descri pti on> Nunber of threads 500 Max worker threads to serve client
request s</ descri pti on>
</ property>

<property>
<name>sentry. servi ce. server-m n-t hreads</ nane>
<val ue> </val ue>
<descri pti on>Nunber of threads 10 M n worker threads to serve client
request s</ descri pti on>
</ property>

<property>
<nanme>sentry. service. al | ow. connect </ nane>
<val ue> </val ue>
<descri pti on>comma separated |ist of users - List of users that are allowed to
connect to the service (eg Hve, Inpala) </description>
</ property>

<property>
<name>sentry. store.jdbc. url </ nane>
<val ue> </val ue>
<descri pti on>JDBC connection URL for the backed DB</description>
</ property>

<property>

<name>sentry. store.jdbc. user </ nane>

<val ue>sentry</val ue>

<description>Userid for connecting to backend db </description>
</ property>

<property>

<nanme>sentry. store.jdbc. passwor d</ nane>

<val ue>Sent ry</val ue>

<description>Sentry password for backend JDBC user </description>
</ property>

<property>
<name>sentry. servi ce. server. keyt ab</ nane>
<val ue></val ue>
<descri pti on>Keytab for service principal </description>
</ property>

<property>

<npane>sentry. service. server.rpcport </ nane>

<val ue>8038</ val ue>

<description> TCP port nunber for service</description>
</ property>

<property>

<name>sentry. servi ce. server.rpcaddr ess</ nane>

<val ue>0. 0. 0. 0</ val ue>

<description> TCP interface for service to bind to</description>
</ property>

<property>

<name>sentry. store.jdbc. driver</nane>

<val ue>or g. apache. der by. j dbc. EnbeddedDr i ver </ val ue>

<descri pti on>Backend JDBC driver - org.apache. derby.jdbc. EnbeddedDriver (only when
dbtype = derby) JDBC Driver class for the backed DB</description>
</ property>



<property>

<nanme>sentry. servi ce. adm n. gr oup</ nane>

<val ue> </val ue>

<descri pti on>Comua separates |ist of groups. List of groups allowed to nmake policy
updat es</ descri pti on>
</ property>

<property>
<nanme>sentry. st ore. gr oup. mappi ng</ nanme>
<val ue>or g. apache. sentry. provi der. conmon. HadoopGr oupMappi ngSer vi ce</ val ue>
<descri pti on>
G oup napping class for Sentry service. org. apache.sentry. provider.file.Local G oupMappi ng
servi ce can be used for |ocal group mapping. </description>
</ property>

<property>
<name>sentry. st ore. group. mappi ng. r esour ce</ nane>
<val ue> </val ue>
<description> Policy file for group mapping. Policy file path for |ocal group mapping
when sentry. store. group. mapping i s set to Local G oupMappi ng Service cl ass. </ descri ption>

</ property>

<property>
<nanme>sentry. service. security. node</ nane>
<val ue>ker beros</ val ue>
<descri pti on>Options: kerberos, none. Authentication node for Sentry service
Currently supports Kerberos and trusted node </description>
</ property>

<property>
<name>sentry. servi ce. server. princi pal </ name>
<val ue> </val ue>
<descri pti on>Servi ce Kerberos principal </ description>
</ property>

Configuring HiveServer2 for the Sentry Service

Configure the following properties in sentry-si t e. xm on the HiveServer2 host.

<property>
<name>hi ve. sentry. server </ nane>
<val ue>server 1</ val ue>
</ property>
<property>
<nane>sentry. service. server. pri nci pal </ nane>
<val ue>sent ry/ HOST@EXAMPLE. COWK/ val ue>
</ property>
<property>
<nane>sentry. service. security. node</ nane>
<val ue>ker ber os</ val ue>
</ property>
<property>
<nane>sentry. hi ve. provi der. backend</ nane>
<val ue>or g. apache. sentry. provi der. db. Si npl eDBPr ovi der Backend</ val ue>
</ property>
<property>
<nane>sentry.service.client.server.rpc-address</nanme>
<val ue>exanpl e. cl ouder a. conx/ val ue>
</ property>
<property>
<nane>sentry. service.client.server.rpc-port</nanme>
<val ue>8038</ val ue>
</ property>
<property>
<name>hi ve. sent ry. provi der </ name>

<val ue>or g. apache. sentry. provi der.fil e. HadoopG oupResour ceAut hori zat i onPr ovi der </ val ue>
</ property>
<property>

<nane>hi ve. sentry. fail ure. hooks</ nane>



<val ue>com cl ouder a. navi gat or. audi t . hi ve. Hi veSent r yOnFai | ur eHook</ val ue>
</ property>

Add the following properties to hi ve-si t e. xnl to allow the Hive service to communicate with the Sentry service.

<property>
<name>hi ve. security. aut hori zati on. t ask. f act or y</ name>
<val ue>or g. apache. sentry. bi ndi ng. hi ve. SentryHi veAut hori zat i onTaskFact or yl npl </ val ue>
</ property>
<property>
<name>hi ve. server 2. sessi on. hook</ nanme>
<val ue>or g. apache. sentry. bi ndi ng. hi ve. H veAut hzBi ndi ngSessi onHook</ val ue>
</ property>
<property>
<name>hi ve. sentry. conf. url </ name>
<value>file:///{{PATH TO DI R }/sentry-site.xm </val ue>
</ property>

Enabling Sentry on Hive service places several HiveServer2 properties on a restricted list properties that cannot be
modified at runtime by clients. See HiveServer2 Restricted Properties on page 389.

Configuring the Hive Metastore for the Sentry Service

Add the following properties to hi ve- si t e. xrmd to allow the Hive metastore to communicate with the Sentry service.

<property>
<name>hi ve. met astore. filter. hook</ name>
<val ue>or g. apache. sent ry. bi ndi ng. net ast or e. Sent r yMet aSt or eFi | t er Hook</ val ue>

</ property>

<property>
<name>hi ve. met ast ore. pre. event. | i st ener s</ nane>
<val ue>or g. apache. sent ry. bi ndi ng. net ast or e. Met ast or eAut hzBi ndi ng</ val ue>
<description>list of comm separated |isteners for nmetastore events.</description>

</ property>

<property>
<nanme>hi ve. net ast ore. event . | i st ener s</ nane>
<val ue>or g. apache. sentry. bi ndi ng. met ast or e. Sent r yMet ast or ePost Event Li st ener </ val ue>

<description>list of coma separated listeners for netastore, post
events. </ description>
</ property>

Configuring Impala as a Client for the Sentry Service

Set the following configuration propertiesin. . /i npal a- conf/sentry-site. xnl on the Catalog Server.

<property>
<name>sentry. service.client.server.rpc-port</nanme>
<val ue>8038</ val ue>

</ property>

<property>
<name>sentry. service.client.server.rpc-address</name>
<val ue>host nanme</ val ue>

</ property>

<property>
<name>sentry. service.client.server.rpc-connection-tineout </ name>
<val ue>200000</ val ue>

</ property>

<property>
<name>sentry. service. security. node</ nane>
<val ue>ker ber os</ val ue>

</ property>

You must also add the following configuration properties to Impala's/ et ¢/ def aul t / i npal a file. For more information
, see Configuring Impala Startup Options through the Command Line.




e Onthecat al ogd and the i npal ad.

--sentry_config=<absolute path to sentry service configuration file>

e Onthei npal ad.
--server_nanme=<server nanme>

If the - - aut hori zati on_pol i cy_fil e flagis set, Impala will use the policy file-based approach. Otherwise,
the database-backed approach will be used to implement authorization.

HiveServer2 Restricted Properties

Enabling Sentry on Hive service places several HiveServer2 properties on a restricted list properties that cannot be
modified at runtime by clients. This list is denoted by the hi ve. conf . restri ct ed. | i st property and these properties
are only configurable on the server side. The list includes:

hi ve. enabl e. spar k. executi on. engi ne
hi ve. semanti c. anal yzer. hook

hi ve. exec. pre. hooks

hi ve. exec. scratchdir

hi ve. exec. | ocal . scratchdir

hi ve. netastore. uris,

j avax. j do. opti on. Connecti onURL
hadoop. bi n. path

hi ve. session.id

hi ve. aux.jars. path

hi ve. st ats. dbconnectionstring

hi ve. scratch. di r. perm ssi on

hi ve. security. conmand. whiteli st

hi ve. security. authorization.task.factory
hive.entity. capture.transform

hi ve. access. conf. ur

hi ve. sentry. conf. url

hi ve. access. subj ect . nane

hi ve. sentry. subj ect. name

hi ve.sentry. active.rol e. set

Configuring Pig and HCatalog for the Sentry Service

Once you have the Sentry service up and running, and Hive has been configured to use the Sentry service, there are
some configuration changes you must make to your cluster to allow Pig, MapReduce (using HCatLoader, HCatStorer)
and WebHCat queries to access Sentry-secured data stored in Hive.

Since the Hive warehouse directory is owned by hi ve: hi ve, with its permissions set to 771, with these settings, other
user requests such as commands coming through Pig jobs, WebHCat queries, and MapReduce jobs, may fail. To give
these users access, perform the following configuration changes:

e Use HDFS ACLs to define permissions on a specific directory or file of HDFS. This directory/file is generally mapped
to a database, table, partition, or a data file.

e Users running these jobs should have the required permissions in Sentry to add new metadata or read metadata
from the Hive Metastore Server. For instructions on how to set up the required permissions, see Hive SQL Syntax
for Use with Sentry on page 391. You can use HiveServer2's command line interface, Beeline to update the Sentry
database with the user privileges.

Examples:

e Auser who is using Pig HCatLoader will require read permissions on a specific table or partition. In such a case,
you can GRANT read access to the user in Sentry and set the ACL to read and execute, on the file being accessed.

e Auser who is using Pig HCatStorer will require ALL permissions on a specific table. In this case, you GRANT ALL
access to the user in Sentry and set the ACL to write and execute, on the table being used.



Securing the Hive Metastore

It's important that the Hive metastore be secured. If you want to override the Kerberos prerequisite for the Hive
metastore, setthesent ry. hi ve. t esti ng. node propertytot r ue to allow Sentry to work with weaker authentication
mechanisms. Add the following property to the HiveServer2 and Hive metastore's sentry-site. xn :

<property>
<nanme>sentry. hi ve.testing. node</ nane>
<val ue>t rue</ val ue>

</ property>

Impala does not require this flag to be set.

Warning: Cloudera strongly recommends against enabling this property in production. Use Sentry's
testing mode only in test environments.

You can also set the property in Cloudera Manager. Go to the Hive service and open the Configuration tab. Search for
the Hive Service Advanced Configuration Snippet (Safety Valve) for sentry-site.xml. Click the plus sign (+) to add a
new property with the following values:

e Name: sentry.hive.testing.mode
e Value: true

You canturn on Hive metastore security using the instructions in Cloudera Security. To secure the Hive metastore; see
Hive Metastore Server Security Configuration on page 140.

Using User-Defined Functions with HiveServer2

The ADD JARcommand does not work with HiveServer2 and the Beeline client when Beeline runs on a different host.
As an alternative to ADD JAR, Hive's auxiliary paths functionality should be used. There are some differences in the
procedures for creating permanent functions and temporary functions when Sentry is enabled. For detailed instructions,
see:

e User-Defined Functions (UDFs) with HiveServer2 Using Cloudera Manager

OR

e User-Defined Functions (UDFs) with HiveServer2 Using the Command Line

Sentry Debugging and Failure Scenarios

This topic describes how Sentry deals with conflicting policies, how to debug Sentry authorization request failures and
how different CDH components respond when the Sentry service fails. Before debugging, ensure you have read through
the CDH Release Notes annd the list of Known Issues for Sentry.

Resolving Policy Conflicts

Sentry treats all policies independently. Hence, for any operation, if Sentry can find a policy that allows it, that operation
will be allowed. Consider an example with a table, t est _db. t est _t bl , whose HDFS directory is located at

hdf s: // user/ hi ve/ war ehouse/ t est _db. db/t est _t bl , and grant the following conflicting privileges to a user
with the role, t est _r ol e. That is, you are granting ALL privilege to the role t est _r ol e on the URI, but only the
SELECT privilege on the table itself.

GRANT ALL ON URI ' hdfs:///user/hivelwarehouse/test_db.db/test _thl' to role test_role;
USE test db;
GRANT SELECT ON TABLE test _tbl to role test _role;



With these privileges, all users with the role t est _r ol e will be able to carry out the EXPORT TABLE operation even
though they should only have SELECT privilegesontest _db.test thbl:

EXPORT TABLE <anot her-tabl e-user-can-read> TO
"hdfs:///user/ hivelwarehouse/test db.db/test tbl'

Debugging Failed Sentry Authorization Requests

Sentry logs all facts that lead up to authorization decisions at the debug level. If you do not understand why Sentry is
denying access, the best way to debug is to temporarily turn on debug logging:

¢ InCloudera Manager, add | og4j . | ogger . or g. apache. sent r y=DEBUGto the logging settings for your service
through the corresponding Logging Safety Valve field for Impala or HiveServer2.

¢ On systems not managed by Cloudera Manager, add | og4j . | ogger . or g. apache. sent r y=DEBUGto the
| og4j . properti es file on each host in the cluster, in the appropriate configuration directory for each service.

Specifically, look for exceptions and messages such as:
Fi | ePerm ssion server..., RequestPernission server...., result [true|false]

which indicate each evaluation Sentry makes. The Fi | ePer ni ssi on is from the policy file, while Request Per mi ssi on
is the privilege required for the query. A Request Per nmi ssi on will iterate over all appropriate Fi | ePer i ssi on
settings until a match is found. If no matching privilege is found, Sentry returns f al se indicating “Access Denied” .

Sentry Service Failure Scenarios
If the Sentry service fails and you attempt to access the Hive warehouse, Hive, Impala and HDFS will behave as follows:

e Hive: Queries to the Hive warehouse will fail with an authentication error.

¢ Impala: The Impala Catalog server caches Sentry privileges. If Sentry goes down, Impala queries will continue to
work and will be authorized against this cached copy of the metadata. However, authorization DDLs such as
CREATE ROLE or GRANT ROLE will fail.

¢ HDFS/Sentry Synchronized Permissions: Affected HDFS files will continue to use a cached copy of the synchronized
ACLs for a configurable period of time, after which they will fall back to the Hive System User and the Hive System
Group (for example, hive:hive). The timeout value can be modified by adding the
sentry. aut hori zati on- provi der. cache- st al e-t hreshol d. ns parameter to the hdf s- si t e. xni Safety
Valve in Cloudera Manager. The default timeout value is 60 seconds, but you can increase this value from several
minutes to a few hours, as needed to accommodate large clusters.

Hive SQL Syntax for Use with Sentry

Sentry permissions can be configured through GRANT and REVOKE statements issued either interactively or
programmatically through the HiveServer2 SQL command line interface, Beeline (documentation available here). The
syntax described below is very similar to the GRANT and REVOKE commands that are available in well-established
relational database systems.

In HUE, the Sentry Admin that creates roles and grants privileges must belong to a group that has ALL privileges on the
server. For example, you can create a role for the group that contains the hive or impala user, and grant ALL ON SERVER
.. WITH GRANT OPTION to that role:

CREATE ROLE <admi n rol e>;
GRANT ALL ON SERVER <server 1> TO RCOLE <admi n rol e> WTH GRANT OPTI ON;
GRANT ROLE <adm n rol e> TO GROUP <hi ve>;


https://cwiki.apache.org/confluence/display/Hive/HiveServer2+Clients#HiveServer2Clients-Beeline%E2%80%93NewCommandLineShell

o Important:

¢ When Sentry is enabled, you must use Beeline to execute Hive queries. Hive CLI is not supported
with Sentry and must be disabled. See Disabling Hive CLI for information on how to disable the
Hive CLI.

¢ There are some differences in syntax between Hive and the corresponding Impala SQL statements.
For Impala syntax, see SQL Statements.

e No privilege is required to drop a function. Any user can drop a function.

Sentry supports column-level authorization with the SELECT privilege. Information about column-level authorization
is in the Column-level Authorization on page 392 section of this page.

See the sections below for details about the supported statements and privileges:
Column-level Authorization
Sentry allows you to assign the SELECT privilege on a subset of columns in a table.

The following command grants a role the SELECT privilege on a column:

GRANT SELECT (<col um nane>) ON TABLE <tabl e name> TO ROLE <rol e nanme>;
The following command can be used to revoke the SELECT privilege on a column:

REVOKE SELECT (<col um nane>) ON TABLE <t abl e name> FROM ROLE <rol e nane>;
Any new columns added to a table will be inaccessible by default, until explicitly granted access.

Actions allowed for users with SELECT privilege on a column:

Users whose roles have been granted the SELECT privilege on columns only, can perform operations which explicitly
refer to those columns. Some examples are:

SELECT <col utmm nane> FROM TABLE <t abl e nane>;

In this case, Sentry will first check to see if the user has the required privileges to access the table. It will then
further check to see whether the user has the SELECT privilege to access the column(s).

SELECT COUNT <col um nane> FROM TABLE <t abl e nane>;

Users are also allowed to use the COUNT function to return the number of values in the column.

SELECT <col um nanme> FROM TABLE <t abl e nane> WHERE <col unmm nane> <operat or > GROUP BY
<col um nane>;

The above command will work as long as you refer only to columns to which you already have access.
¢ To list the column(s) to which the current user has SELECT access:

SHOW COLUMNS (FROM I N) <t abl e name> [ (FROM I N) <dat abase nane>];

Exceptions:

e If a user has SELECT access to all columns in a table, the following command will work. Note that this is an
exception, not the norm. In all other cases, SELECT on all columns does not allow you to perform table-level
operations.

SELECT * FROM TABLE <t abl e name>;

Limitations:



¢ Column-level privileges can only be applied to tables, not partitions or views.

e HDFS-Sentry Sync: With HDFS-Sentry sync enabled, even if a user has been granted access to all columns of a
table, they will not have access to the corresponding HDFS data files. This is because Sentry does not consider
SELECT on all columns equivalent to explicitly being granted SELECT on the table.

e Column-level access control for access from Spark SQL is not supported by the HDFS-Sentry plug-in.
CREATE ROLE Statement

The CREATE ROLE statement creates a role to which privileges can be granted. Privileges can be granted to roles,
which can then be assigned to users. A user that has been assigned a role will only be able to exercise the privileges
of that role.

Only users that have administrative privileges can create or drop roles. By default, the hi ve, i npal a and hue users
have admin privileges in Sentry.

CREATE ROLE <rol e nane>;

Note that role names are case-insensitive.
DROP ROLE Statement

The DROP ROLE statement can be used to remove a role from the database. Once dropped, the role will be revoked
for all users to whom it was previously assigned. Queries that are already executing will not be affected. However,
since Hive checks user privileges before executing each query, active user sessions in which the role has already been
enabled will be affected.

DROP ROLE <rol e nane>;

GRANT ROLE Statement

The GRANT ROLE statement can be used to grant roles to groups. Only Sentry admin users can grant roles to a group.

GRANT ROLE <rol e nanme> [, <role nanme>]
TO GROUP <group nane> [, GROUP <group nane>]

Sentry only allows you to grant roles to groups that have alphanumeric characters and underscores (_) in the group
name. If the group name contains a non-alphanumeric character that is not an underscore, you can put the group
name in backticks () to execute the command. For example, Sentry will return an error for the following command:

GRANT ROLE test TO GROUP test-group;

To grant a role to this group, put the group name in backticks:

GRANT ROLE test TO GROUP “test-group ;

The following command, which contains an underscore, is also acceptable:
GRANT RCLE test TO CGROUP test_group;

Operating system group names must be in lowercase letters. Although group names are case-insensitive to Sentry,
Sentry modifies capital letters within group names to be lowercase. For example, Sentry will change Test Gr oup to

t est gr oup. Itis not possible to disable this normalization. Therefore, group information within the environment must
be in lowercase letters.

REVOKE ROLE Statement
The REVOKE ROLE statement can be used to revoke roles from groups. Only Sentry admin users can revoke the role

from a group.

REVOKE ROLE <rol e name> [, <role nane>]
FROM GROUP <group nanme> [, GROUP <group nane>]



GRANT <Privilege> Statement

Use the GRANT <Privilege> statement to grant privileges on an object to a role. The statement uses the following
syntax:

GRANT
<privilege> [, <privilege> ]
ON <obj ect type> <object nane>
TO ROLE <rol e name> [, ROLE <rol e name>]

You can grant the SELECT privilege on specific columns of a table. For example:

GRANT SELECT <col umm nanme> ON TABLE <t abl e name> TO ROLE <rol e nane>;

GRANT <Privilege> ON URIs (HDFS and S3A)

If the GRANT for Sentry URI does not specify the complete scheme, or the URI mentioned in Hive DDL statements does
not have a scheme, Sentry automatically completes the URI by applying the default scheme based on the HDFS
configuration provided in the f s. def aul t FS property. Using the same HDFS configuration, Sentry can also
auto-complete URIs in case the URI is missing a scheme and an authority component.

When a user attempts to access a URI, Sentry will check to see if the user has the required privileges. During the
authorization check, if the URI is incomplete, Sentry will complete the URI using the default HDFS scheme. Note that
Sentry does not check URI schemes for completion when they are being used to grant privileges. This is because users
can GRANT privileges on URIs that do not have a complete scheme or do not already exist on the filesystem.

For example, in CDH 5.8 and later, the following CREATE EXTERNAL TABLE statement works even though the statement
does not include the URI scheme.

GRANT ALL ON URI ' hdfs://nanenode: XXX/ path/to/table' TO ROLE <rol e nanme>;
CREATE EXTERNAL TABLE foo LOCATI ON ' nanenode: XXX/ path/to/tabl e’ TO ROLE <rol e nanme>;

Similarly, the following CREATE EXTERNAL TABLE statement works even though it is missing scheme and authority
components.

GRANT ALL ON URI ' hdfs://nanenode: XXX/ path/to/table' TO ROLE <rol e nane>;
CREATE EXTERNAL TABLE foo LOCATI ON
"/ path/to/table'

Since Sentry supports both HDFS and Amazon S3, in CDH 5.8 and later, Cloudera recommends that you specify the
fully qualified URI in GRANT statements to avoid confusion. If the underlying storage is a mix of S3 and HDFS, the risk
of granting the wrong privileges increases. The following are examples of fully qualified URIs:

e HDFS: hdf s: // host: port/path/to/ hdfs/table
e S3:s3a://host:port/path/to/s3/table

REVOKE <Privilege> Statement

You can use the REVOKE <Pri vi | ege> statement to revoke previously-granted privileges that a role has on an object.

REVOKE
<privilege> [, <privilege> ]
ON <obj ect type> <object nane>
FROM ROLE <rol e name> [, ROLE <rol e nane>]

For example, you can revoke previously-granted SELECT privileges on specific columns of a table with the following
statement:

REVOKE SELECT <col umm nane> ON TABLE <t abl e nane> FROM ROLE <rol e nane>;



GRANT <Privilege> ... WITH GRANT OPTION

You can delegate granting and revoking privileges to other roles. For example, a role that is granted a privilege W TH
GRANT OPTI ON can GRANT/ REVCOKE the same privilege to/from other roles. Hence, if a role has the ALL privilege on
a database and the W TH GRANT OPTI ONset, users granted that role can execute GRANT/ REVOKE statements only
for that database or child tables of the database.

GRANT
<privil ege>
ON <obj ect type> <object nane>
TO ROLE <rol e nanme>
W TH GRANT OPTI ON

Only a role with GRANT option on a specific privilege or its parent privilege can revoke that privilege from other roles.
Once the following statement is executed, all privileges with and without grant option are revoked.

REVOKE
<privil ege>
ON <obj ect type> <object nane>
FROM ROLE <rol e nanme>

Hive does not currently support revoking only the W TH GRANT OPTI ONfrom a privilege previously granted to a role.
To remove the W TH GRANT OPTI ON, revoke the privilege and grant it again without the W TH GRANT OPTI ONflag.
SET ROLE Statement

Sentry enforces restrictions on queries based on the roles and privileges that the user has. A user can have multiple
roles and a role can have multiple privileges.

The SET ROLE command enforces restrictions at the role level, not at the user level. When you use the SET ROLE
command to make a role active, the role becomes current for the session. If a role is not current for the session, it is
inactive and the user does not have the privileges assigned to that role. A user can only use the SET ROLE command
for roles that have been granted to the user.

To list the roles that are current for the user, use the SHOW CURRENT ROLES command. By default, all roles that are
assigned to the user are current.

You can use the following SET ROLE commands:

SET ROLE NONE

Makes all roles for the user inactive. When no role is current, the user does not have any privileges and cannot
execute a query.

SET ROLE ALL

Makes all roles that have been granted to the user active. All privileges assigned to those roles are applied. When
the user executes a query, the query is filtered based on those privileges.

SET ROLE role name

Makes a single role active. The privileges assigned to that role are applied. When the user executes a query, the
query is filtered based on the privileges assigned to that role.

SHOW Statement

¢ To list the database(s) for which the current user has database, table, or column-level access:

SHOW DATABASES;

¢ To list the table(s) for which the current user has table or column-level access:

SHOW TABLES;

¢ To list the column(s) to which the current user has SELECT access:

SHOW COLUWMNS (FROM I N) <t abl e name> [ (FROM I N) <dat abase nane>];



¢ To list all the roles in the system (only for sentry admin users):

SHOW ROLES;

¢ To list all the roles in effect for the current user session:

SHOW CURRENT ROLES;

e To list all the roles assigned to the given gr oup nane (only allowed for Sentry admin users and others users that
are part of the group specified by gr oup nane):

SHOW ROLE GRANT GROUP group nane;

e The SHOWSstatement can also be used to list the privileges that have been granted to a role or all the grants given
to a role for a particular object.

To list all the grants for the given <r ol e name> (only allowed for Sentry admin users and other users that have
been granted the role specified by <r ol e nane>). The following command will also list any column-level privileges:

SHOW GRANT RCLE <rol e nane>;

e To list all the grants for a role on the given <obj ect nane> (only allowed for Sentry admin users and other users
that have been granted the role specified by <r ol e nane>). The following command will also list any column-level
privileges:

SHOW GRANT ROLE <rol e nane> on <object type> <object nane>;

Example: Using Grant/Revoke Statements to Match an Existing Policy File

E,’ Note: In the following example(s), ser ver 1 refers to an alias Sentry uses for the associated Hive
service. It does not refer to any physical server. This alias can be modified using the
hi ve. sentry. server property in hive-site.xml. If you are using Cloudera Manager, modify the Hive
property, Server Name for Sentry Authorization, in the Service-Wide > Advanced category.

Here is a sample policy file:

[ gr oups]

# Assigns each Hadoop group to its set of roles
manager = anal yst_role, junior_analyst_role
anal yst = analyst_role

jranalyst = junior_analyst_role

custoners_adm n = custoners_adm n_rol e

adnmin = admin_role

[roles] # The URI's bel ow define a | anding skid which

# the user can use to inmport or export data fromthe system

# Since the server runs as the user "hive" files in that directory

# must either have the group hive and read/wite set or

# be world read/wite.

anal yst_rol e = server=server1l->db=anal yst1, \
server =server 1- >db=j r anal yst 1- >t abl e=*- >act i on=sel ect
server=server 1l->uri=hdfs://ha-nn-uri/l andi ng/ anal yst1

junior_analyst_role = server=server l->db=jranal yst1, \
server=server 1l->uri=hdfs://ha-nn-uri/landing/jranal ystl

# I nplies everything on serverl.
admin_role = server=serverl

The following sections show how you can use the new GRANT statements to assign privileges to roles (and assign roles
to groups) to match the sample policy file above.



Grant privileges to anal yst _rol e:

CREATE RCLE anal yst_rol e;

GRANT ALL ON DATABASE anal yst1 TO ROLE anal yst _rol e;
GRANT SELECT ON DATABASE jranal yst1l TO ROLE anal yst_rol e;
GRANT ALL ON URI ' hdfs://ha-nn-uri/landing/analystl \
TO ROLE anal yst_rol e;

Grant privileges to j uni or _anal yst_rol e:

CREATE ROLE juni or _anal yst_rol e;

GRANT ALL ON DATABASE jranal yst1 TO RCLE junior_anal yst_rol e;
GRANT ALL ON URI 'hdfs://ha-nn-uri/landing/jranalystl" \

TO ROLE j uni or _anal yst_rol e;

Grant privileges to admi n_rol e:

CREATE ROLE admin_rol e;
GRANT ALL ON SERVER serverl TO ROLE admin_rol e;

Grant roles to groups:

GRANT RCLE admi n_role TO GROUP admin;
GRANT ROLE anal yst _role TO GROUP anal yst;
GRANT ROLE jranal yst_role TO GROUP jranal yst;

Synchronizing HDFS ACLs and Sentry Permissions

The HDFS-Sentry plugin allows you to configure synchronization of Sentry privileges with HDFS ACLs for specific HDFS
directories.

Introduction

The integration of Sentry and HDFS permissions automatically keeps HDFS ACLs in sync with the privileges configured
with Sentry. This feature offers the easiest way to share data between Hive, Impala and other components such as
MapReduce, Spark, and Pig, while setting permissions for that data with just one set of rules through Sentry. It maintains
the ability of Hive and Impala to set permissions on views, in addition to tables, while access to data outside of Hive
and Impala (for example, reading files off HDFS) requires table permissions. HDFS permissions for some or all of the
files that are part of tables defined in the Hive Metastore will now be controlled by Sentry.

This consists of three components:

e An HDFS NameNode plugin
¢ A Sentry-Hive Metastore plugin
e A Sentry Service plugin

With synchronization enabled, Sentry will translate permissions on databases and tables to the appropriate corresponding
HDFS ACL on the underlying files in HDFS. For example, if a user group is assigned to a Sentry role that has SELECT
permissions on a particular table, that user group will also have read access to the HDFS files that are part of that table.
When you list those files in HDFS, this permission will be listed as an HDFS ACL. Or if a user group is assigned to a Sentry
role that has SELECT permissions on a database, that user group will also have read access to the HDFS files that are
part of that database. When you list those files in HDFS, those permissions will also be listed as an HDFS ACL.

Note that when Sentry was enabled, the hi ve user/group was given ownership of all files/directories in the Hive
warehouse (/ user/ hi ve/ war ehouse). Hence, the resulting synchronized Sentry permissions will reflect this fact. If
you skipped that step, Sentry permissions will be based on the existing Hive warehouse ACLs. Sentry will not automatically
grant ownership to thehi ve user.

The mapping of Sentry privileges to HDFS ACLs is as follows:

e SELECT privilege -> Read access on the file.
e INSERT privilege -> Write access on the file.



e ALL privilege -> Read and Write access on the file.

Note that you must explicitly specify the path prefix to the Hive warehouse (default: user / hi ve/ war ehouse) and
any other directories that must be managed by Sentry. This procedure is described in the Enabling the HDFS-Sentry
Plugin Using Cloudera Manager on page 399 section below.

o Important:

e With synchronization enabled, your ability to set HDFS permissions for those files is disabled.
Permissions for those particular files can be set only through Sentry, and when examined through
HDFS these permissions appear as HDFS ACLs. A configurable set of users, such as hi ve and
i mpal a, will have full access to the files automatically. This ensures that a key requirement of
using Sentry with Hive and Impala — giving these processes full access to regulate permissions
on underlying data files — is met automatically.

¢ Tables and databases that are not associated with Sentry, that is, have no user with Sentry
privileges to access them, will retain their old ACLs.

¢ Synchronized privileges are not persisted to HDFS. This means that when this feature is disabled,
HDFS privileges will return to their original values.

e Setting HDFS ACLs on Sentry-managed paths will not affect the original HDFS ACLs. That is, if you
set an ACL for a Hive object that also falls under the Sentry-managed path prefixes, no action will
be taken. If the path does not point to a Hive object managed by Sentry, HDFS ACLs will be set
as expected.

Removing HDFC ACLs from paths will work the same way. If you attempt to remove an ACL
associated with a Hive object managed by Sentry, no action will be taken. In all other cases, the
ACL will be removed as is expected behavior.

e With HDFS-Sentry sync enabled, if the NameNode plugin is unable to communicate with the
Sentry Service, affected HDFS files will continue to use a cached copy of the synchronized ACLs
for a configurable period of time, after which they will fall back to the Hive System User and the
Hive System Group (for example, hive:hive). The timeout value can be modified by adding the
sentry. aut hori zati on- provi der. cache-stal e-t hreshol d. ns parameter to the
hdf s-si te. xml Safety Valve in Cloudera Manager. The default timeout value is 60 seconds,
but you can increase this value from several minutes to a few hours, as needed to accommodate
large clusters.

e Column-level access control for access from Spark SQL is not supported by the HDFS-Sentry

plug-in.

Prompting HDFS ACL Changes

URIs do not have an impact on the HDFS-Sentry plugin. Therefore, you cannot manage all of your HDFS ACLs with the
HDFS-Sentry plugin and you must continue to use standard HDFS ACLs for data outside of Hive.

HDFS ACL changes are triggered on:

e Hive DATABASE object LOCATION (HDFS) when a role is granted to the object
e Hive TABLE object LOCATION (HDFS) when a role is granted to the object

HDFS ACL changes are not triggered by:

e Hive URI LOCATION (HDFS) when a role is granted to a URI

e Hive SERVER object when a role is granted to the object. HDFS ACLs are not updated if a role is assigned to the
SERVER. The privileges are inherited by child objects in standard Sentry interactions, but the plugin does not trickle
the privileges down.

* Permissions granted on views. Views are not synchronized as objects in the HDFS file system.

Prerequisites

e CDH 5.3.0 or higher



¢ (Strongly Recommended) Implement Kerberos authentication on your cluster.

The following conditions must be also be true when enabling Sentry-HDFS synchronization. Failure to comply with any
of these will result in validation errors.

¢ You must use the Sentry service, not policy file-based authorization.
e Enabling HDFS Extended Access Control Lists (ACLs) is required.

¢ There must be at least one Sentry service dependent on HDFS.

e The Sentry service must have at least one Sentry Server role.

e The Sentry service must have at least one dependent Hive service.
¢ The Hive service must have at least one Hive metastore role.

Enabling the HDFS-Sentry Plugin Using Cloudera Manager

1. Go to the HDFS service.

. Click the Configuration tab.

. Select Scope > HDFS (Service-Wide).

Type Check HDFS Per mi ssi ons in the Search box.

. Select Check HDFS Permissions.

. Select Enable Sentry Synchronization.

. Locate the Sentry Synchronization Path Prefixes property or search for it by typing its name in the Search box.
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. Edit the Sentry Synchronization Path Prefixes property to list HDFS path prefixes where Sentry permissions should
be enforced. Multiple HDFS path prefixes can be specified. By default, this property points to

[ user/ hi ve/ war ehouse and must always be non-empty. If you are using a non-default location for the Hive
warehouse, make sure you add it to the list of path prefixes. HDFS privilege synchronization will not occur for
tables and databases located outside the HDFS regions listed here.

Important: Sentry will only manage paths that store Hive objects. If a path is listed under the
Sentry Synchronization Path Prefixes, but there is no Hive object there, Sentry will not manage
permissions for that path.

9. Click Save Changes.

10 Restart the cluster. Note that it may take an additional two minutes after cluster restart for privilege synchronization
to take effect.

Enabling the HDFS-Sentry Plugin Using the Command Line

o Important:

¢ You can use either Cloudera Manager or the following command-line instructions to complete
this configuration.

¢ This information applies specifically to CDH 5.7.x. If you use an earlier version of CDH, see the
documentation for that version located at Cloudera Documentation.

To enable the Sentry plugins on an unmanaged cluster, you must explicitly allow the hdf s user to interact with Sentry,
and install the plugin packages as described in the following sections.

Allowing the hdf s user to connect with Sentry

For an unmanaged cluster, add hdf s to the sentry. servi ce. al | ow. connect propertyinsentry-site.xn .

<property>
<nane>sentry. service. al | ow. connect </ nane>
<val ue>i npal a, hi ve, hue, hdf s</ val ue>

</ property>


http://www.cloudera.com/content/support/en/documentation.html

Installing the HDFS-Sentry Plugin

E’; Note: Install Cloudera Repository

Before using the instructions on this page to install the package, install the Clouderayum zypper /YaST
or apt repository, and install or upgrade CDH 5 and make sure it is functioning correctly. For
instructions, see Installing the Latest CDH 5 Release.

Use the following the instructions, depending on your operating system, to install the sent r y- hdf s- pl ugi n package.
The package must be installed (at a minimum) on the following hosts:

¢ The host running the NameNode and Secondary NameNode
e The host running the Hive Metastore
e The host running the Sentry Service

(013 Command

RHEL-compatible $ sudo yuminstall sentry-hdfs-plugin
SLES $ sudo zypper install sentry-hdfs-plugin
Ubuntu or Debian $ sudo apt-get install sentry-hdfs-plugin

Configuring the HDFS NameNode Plugin

Add the following properties to the hdf s-si t e. xnl file on the NameNode host.

<property>

<nane>df s. nanenode. acl s. enabl ed</ nane>
<val ue>t rue</ val ue>

</ property>

<property>

<name>df s. namenode. aut hori zati on. provi der. cl ass</ name>

<val ue>or g. apache. sentry. hdf s. SentryAut hori zat i onProvi der </ val ue>
</ property>

<property>

<name>df s. per m ssi ons</ name>
<val ue>t rue</ val ue>

</ property>

<l-- Comme-separated |ist of HDFS path prefixes where Sentry perni ssions should be
enforced. -->

<l-- Privilege synchronization will occur only for tables |ocated in HDFS regions
specified here. -->

<property>

<nanme>sentry. aut hori zati on- provi der. hdf s- pat h- pr ef i xes</ nanme>
<val ue>/ user/ hi ve/ war ehouse</ val ue>

</ property>

<property>

<name>sentry. hdfs. servi ce. security. node</ nane>
<val ue>ker ber os</ val ue>

</ property>

<property>

<name>sentry. hdfs. servi ce. server. pri nci pal </ name>

<val ue> SENTRY_SERVER PRI NCl PAL (for eg : sentry/_HOST@/PC. CLOUDERA. COM ) </ val ue>
</ property>

<property>

<nanme>sentry. hdfs. service. client.server.rpc-port</nane>
<val ue>SENTRY_SERVER_PORT</ val ue>

</ property>

<property> ) )
<name>sentry. hdfs. servi ce. client.server.rpc-address</nanme>




<val ue>SENTRY_SERVER HOST</ val ue>
</ property>

Configuring the Hive Metastore Plugin

Add the following properties to hi ve- si t e. xm on the Hive Metastore Server host.

<property>

<name>sentry. net ast or e. pl ugi ns</ nane>

<val ue>or g. apache. sentry. hdf s. Met ast or ePl ugi n</ val ue>
</ property>

<property>

<nane>sentry. hdfs. service. client.server.rpc-port</nane>
<val ue> SENTRY_SERVER PCRT </val ue>

</ property>

<property>

<nanme>sentry. hdfs. servi ce. client. server. rpc-address</ nanme>
<val ue> SENTRY_SERVER HOSTNAME </val ue>

</ property>

<property>

<nanme>sentry. hdfs. service. client.server.rpc-connection-ti nmeout </ nane>
<val ue>200000</ val ue>

</ property>

<property>

<nanme>sentry. hdf s. servi ce. security. nnde</ name>
<val ue>ker ber os</ val ue>

</ property>

<property>

<nane>sentry. hdfs. servi ce. server. pri nci pal </ name>

<val ue> SENTRY_SERVER PRI NCI PAL (for eg : sentry/_HOST@/PC. CLOUDERA. COM ) </ val ue>
</ property>

Configuring the Sentry Service Plugin

Add the following properties to the sentry-si t e. xrm file on the NameNode host.

<property>

<nane>sentry. service. processor. fact ori es</ nane>

<val ue>or g. apache. sentry. provi der. db. service.thrift. SentryPol i cySt oreProcessor Factory,
org. apache. sentry. hdf s. Sent r yHDFSSer vi cePr ocessor Fact or y</ val ue>

</ property>

<property>

<name>sentry. policy. store. pl ugi ns</ name>

<val ue>or g. apache. sentry. hdf s. Sent ryPl ugi n</ val ue>
</ property>

o Important: Once all the configuration changes are complete, restart your cluster. Note that it may
take an additional two minutes after cluster restart for privilege synchronization to take effect.

Testing the Sentry Synchronization Plugins
The following tasks will help you ensure that Sentry-HDFS synchronization has been enabled and configured correctly:

For a folder that has been enabled for the plugin, such as the Hive warehouse, try accessing the files in that folder
outside Hive and Impala. For this, you should know what tables and databases those HDFS files belong to and the
Sentry permissions on those tables. Attempt to view or modify the Sentry permissions settings over those tables using
one of the following tools:

¢ (Recommended) Hue's Security application
e HiveServer2 CLI
e Impala CLI



e Access the tables and databases directly in HDFS. For example:

— List files inside the folder and verify that the file permissions shown in HDFS (including ACLs) match what was
configured in Sentry.

— Run a MapReduce, Pig or Spark job that accesses those files. Pick any tool besides HiveServer2 and Impala

Using the Sentry Web Server

The Sentry webserver can be used to view reported metrics which can prove useful for debugging. To enable the Sentry
webserver for reporting metrics and secure it using Kerberos authentication, perform the following steps:

1. Go to the Sentry service in Cloudera Manager.

2. Click the Configuration tab.
3. Select Scope > Sentry (Service-Wide).
4, Select Category > Advanced.
5. Locate the Sentry Service Advanced Configuration Snippet (Safety Valve) for sentry-site.xml property and add
the following properties:
a. To enable the Sentry webserver:
<!-- Enable the Sentry web server -->

<property>

<name>sentry. servi ce. web. enabl e</ nane>
<val ue>t rue</ val ue>

</ property>

b. Metrics for the Sentry service can now be reported using either JMX or console. To obtain the metrics in JSON
format, you can use the Sentry Web Server which by default, listens on port 51000. To enable reporting of
metrics:

<l-- Port on which the Sentry web server |istens -->
<property>

<name>sentry. servi ce. web. port </ name>

<val ue>51000</ val ue>

</ property>

<!-- Tool being used to report netrics; jnx or console -->
<property>

<nane>sentry. service. reporter</ nanme>

<val ue>j nx</ val ue>

</ property>

c. Kerberos authentication must be enabled for the Sentry web server to restrict who can access the debug
webpage for the Sentry service. To enable:

<l-- Set Kerberos authentication properties -->
<property>

<nane>sentry. servi ce. web. aut henti cati on. t ype</ nane>
<val ue>KERBERCS</ val ue>

</ property>

<property>

<nane>sentry. servi ce. web. aut henti cati on. ker beros. pri nci pal </ nane>
<val ue>HTTP/ <ful | y. qual i fi ed. domai n. name>@/0OUR- REALM</ val ue>

</ property>

<property>

<name>sentry. servi ce. web. aut henti cati on. ker ber os. keyt ab</ name>
<val ue>/ pat h/ t o/ keyt ab/ fil e</ val ue>

</ property>

<!-- Define comma-separated |ist of users allowed to connect to the web server -->
<property>

<name>sentry. servi ce. web. aut henti cati on. al | ow. connect . user s</ name>

<val ue>user _a, user _b</val ue>

</ property>



6. Click Save Changes to commit the changes.

Sentry Policy File Authorization

o Important: This is the documentation for configuring Sentry using the policy file approach. Cloudera

recommends you use the database-backed Sentry service introduced in CDH 5.1 to secure your data.
See The Sentry Service on page 371 for more information.

Sentry enables role-based, fine-grained authorization for HiveServer2, Impala, and Cloudera Search.

The following topics provide instructions on how to install, upgrade, and configure policy file authorization.

Prerequisites

Sentry depends on an underlying authentication framework to reliably identify the requesting user. It requires:

e CDH 4.3.0 or higher.
e HiveServer2 and the Hive Metastore running with strong authentication. For HiveServer2, strong authentication

is either Kerberos or LDAP. For the Hive Metastore, only Kerberos is considered strong authentication (to override,
see Securing the Hive Metastore on page 421).

Impala 1.2.1 (or higher) running with strong authentication. With Impala, either Kerberos or LDAP can be configured
to achieve strong authentication. Auditing of authentication failures is supported only with CDH 4.4.0 and Impala
1.2.1 or higher.

Implement Kerberos authentication on your cluster. This is to prevent a user bypassing the authorization and
gaining direct access to the underlying data.

Terminologies

An object is an entity protected by Sentry's authorization rules. The objects supported in the current release are
server, dat abase, t abl e, and URI .

Arole is a collection of rules for accessing a given Hive object.

A privilege is granted to a role to govern access to an object. With CDH 5.5, Sentry allows you to assign the SELECT
privilege to columns (only for Hive and Impala). Supported privileges are:

Table 35: Valid privilege types and the objects they apply to

Privilege Object

ALL SERVER, TABLE, DB, URI, COLLECTION, CONFIG
INSERT DB, TABLE

SELECT DB, TABLE, COLUMN

E,’ Note: In Beeline, you can also grant SELECT and INSERT on SERVER.

A user is an entity that is permitted by the authentication subsystem to access the Hive service. This entity can
be a Kerberos principal, an LDAP user i d, or an artifact of some other pluggable authentication system supported
by HiveServer2.

A group connects the authentication system with the authorization system. It is a collection of one or more users
who have been granted one or more authorization roles. Sentry allows a set of roles to be configured for a group.

A configured group provider determines a user’s affiliation with a group. The current release supports HDFS-backed
groups and locally configured groups.

Privilege Model

Sentry uses a role-based privilege model with the following characteristics.



¢ Allows any user to execute show f uncti on,desc function,andshow | ocks.

¢ Allows the user to see only those tables and databases for which this user has privileges.

e Requires a user to have the necessary privileges on the URI to execute HiveQL operations that take in a location.
Examples of such operations include LOAD, | MPORT, and EXPORT.

e Privileges granted on URIs are recursively applied to all subdirectories. That is, privileges only need to be granted
on the parent directory.

e CDH 5.5 introduces column-level access control for tables in Hive and Impala. Previously, Sentry supported privilege
granularity only down to a table. Hence, if you wanted to restrict access to a column of sensitive data, the
workaround would be to first create view for a subset of columns, and then grant privileges on that view. To
reduce the administrative overhead associated with such an approach, Sentry now allows you to assign the SELECT
privilege on a subset of columns in a table.

o Important:

¢ When Sentry is enabled, you must use Beeline to execute Hive queries. Hive CLI is not supported
with Sentry and must be disabled.

e When Sentry is enabled, a user with no privileges on a database will not be allowed to connect
to HiveServer2. This is because the use <dat abase> command is now executed as part of the
connection to HiveServer2, which is why the connection fails. See HIVE-4256.

For more information, see Authorization Privilege Model for Hive and Impala on page 410.

Granting Privileges

E,’ Note: In the following example(s), ser ver 1 refers to an alias Sentry uses for the associated Hive
service. It does not refer to any physical server. This alias can be modified using the
hi ve. sentry. server property in hive-site.xml. If you are using Cloudera Manager, modify the Hive
property, Server Name for Sentry Authorization, in the Service-Wide > Advanced category.

For example, a rule for the Sel ect privilege on table cust onmer s from database sal es is formulated as follows:
server =server 1- >db=sal es- >t abl e=cust oner - >act i on=Sel ect

To assign the Sel ect privilege to the sal es_r ead role on the | d column from the cust oner s table, the rule would
be as follows:

sal es_read = server=server 1l- >db=sal es- >t abl e=cust oner s- >col utm=I d- >act i on=sel ect

Each object must be specified as a hierarchy of the containing objects, from server to table, followed by the privilege
granted for that object. A role can contain multiple such rules, separated by commas. For example, a role might contain
the Sel ect privilege for the cust oner and i t ens tables in the sal es database, and the | nsert privilege for the
sal es_i nsi ght s table in the r epor t s database. You would specify this as follows:

sal es_reporting = _ \
server =server 1- >db=sal es- >t abl e=cust oner - >act i on=Sel ect, \
server =server 1- >db=sal es- >t abl e=i t ens- >act i on=Sel ect, \

server =server 1- >db=r eport s- >t abl e=sal es_i nsi ght s->acti on=I nsert

User to Group Mapping

You can configure Sentry to use either Hadoop groups or groups defined in the policy file. By default, Sentry looks up
groups locally, but it can be configured to look up Hadoop groups using LDAP (for Active Directory). User/group
information for Sentry, Hive and Impala must be made available for lookup on the following hosts:

e Sentry - Groups are looked up on the host the Sentry Server runs on.
e Hive - Groups are looked up on the hosts running HiveServer2 and the Hive Metastore.


https://issues.apache.org/jira/browse/HIVE-4256

Configuring Authorization

¢ Impala - Groups are looked up on the Catalog Server and on all of the Impala daemon hosts.

Group mappings in Sentry can be summarized as in the figure below:

Group Mapping

Shell

LocalGroupMapping

(testing purposes only)

Important: You can use either Hadoop groups or local groups, but not both at the same time. Local
groups are traditionally used for a quick proof-of-concept, while Hadoop groups are more commonly
used in production. Refer Configuring LDAP Group Mappings on page 362 for details on configuring
LDAP group mappings in Hadoop.

Policy File
The sections that follow contain notes on creating and maintaining the policy file, and using URIs to load external data
and JARs.

Warning: An invalid policy file will be ignored while logging an exception. This will lead to a situation
where users will lose access to all Sentry-protected data, since default Sentry behaviour is deny unless
a user has been explicitly granted access. (Note that if only the per-DB policy file is invalid, it will
invalidate only the policies in that file.)

Storing the Policy File
Considerations for storing the policy file(s) in HDFS include:

1. Replication count - Because the file is read for each query in Hive and read once every five minutes by all Impala
daemons, you should increase this value; since it is a small file, setting the replication count equal to the number
of client nodes in the cluster is reasonable.

Cloudera Security | 405



2. Updating the file - Updates to the file are reflected immediately, so you should write them to a temporary copy
of the file first, and then replace the existing file with the temporary one after all the updates are complete. This
avoids race conditions caused by reads on an incomplete file.

Defining Roles

Keep in mind that role definitions are not cumulative; the definition that is further down in the file replaces the older
one. For example, the following results in r ol e1 having pri vi | ege2, notpri vil egel and privil ege2.

rolel
rolel

privil egel
privil ege2

Role names are scoped to a specific file. For example, if you give r ol el the ALL privilege on db1 in the global policy
file and give r ol e1 ALL on db2 in the per-db db2 policy file, the user will be given both privileges.

URIs

Any command which references a URI such as CREATE TABLE EXTERNAL, LOAD, | MPORT, EXPORT, and more, in
addition to CREATE TEMPORARY FUNCTI ONrequires the URI privilege. This is an important security control because
without this users could simply create an external table over an existing table they do not have access to and bypass
Sentry.

URIs must start with either hdf s: // orfil e://.If a URI starts with anything else, it will cause an exception and the
policy file will be invalid.

When defining URIs for HDFS, you must also specify the NameNode. For example:

data_read = server=serverl->uri=file:///path/to/dir,\
server =server 1->uri =hdfs://namenode: port/path/to/dir

Important: Because the NameNode host and port must be specified, Cloudera strongly recommends
you use High Availability (HA). This ensures that the URI will remain constant even if the NameNode

changes.

Loading Data

Data can be loaded using a landing skid, either in HDFS or using a local/NFS directory where HiveServer2/Impala run.
The following privileges can be used to grant a role access to a loading skid:

¢ Load data from a local/NFS directory:

server=serverl->uri=file:///path/to/nfs/local/to/nfs

¢ Load data from HDFS (MapReduce, Pig, and so on):

server=server 1l->uri=hdfs://ha-nn-uri/datal/l andi ng-skid

In addition to the privilege in Sentry, the hi ve ori npal a user will require the appropriate file permissions to access
the data being loaded. Groups can be used for this purpose. For example, create a group hi ve- user s, and add the
hi ve and i npal a users along with the users who will be loading data, to this group.

The example user nod and gr oupadd commands below are only applicable to locally defined groups on the NameNode,
JobTracker, and ResourceManager. If you use another system for group management, equivalent changes should be
made in your group management system.

$ groupadd hive-users
$ usernod -G soneuser, hi ve-users soneuser
$ usernod -G hive, hive-users hive



External Tables

External tables require the ALL@lat abase privilege in addition to the URI privilege. When data is being inserted
through the EXTERNAL TABLE statement, or is referenced from an HDFS location outside the normal Hive database
directories, the user needs appropriate permissions on the URIs corresponding to those HDFS locations. This means
that the URI location must either be owned by the hi ve: hi ve user OR the hi ve/i npal a users must be members of
the group that owns the directory.

You can configure access to the directory using a URI as follows:

[roles]
soneuser _honme_dir_rol e = server=server1l->uri=hdfs://ha-nn-uri/user/soneuser

You should now be able to create an external table:

CREATE EXTERNAL TABLE ...
LOCATI ON ' hdf s: // ha-nn-uri/user/sonmeuser/ nytabl e';

Sample Sentry Configuration Files

This section provides a sample configuration.

E’; Note: In the following example(s), ser ver 1 refers to an alias Sentry uses for the associated Hive
service. It does not refer to any physical server. This alias can be modified using the
hi ve. sentry. server property in hive-site.xml. If you are using Cloudera Manager, modify the Hive
property, Server Name for Sentry Authorization, in the Service-Wide > Advanced category.

Policy Files

The following is an example of a policy file with a per-DB policy file. In this example, the first policy file,
sentry-provider.ini wouldexistin HDFS; hdfs://ha-nn-uri/etc/sentry/sentry-provider.ini might
be an appropriate location. The per-DB policy file is for the customer's database. It is located at
hdfs://ha-nn-uri/etc/sentry/custoners.ini.

sentry-provider.ini

[ dat abases]
# Defines the location of the per DB policy file for the customers DB/ schema
custoners = hdfs://ha-nn-uri/etc/sentry/custoners.ini

[ gr oups]

# Assigns each Hadoop group to its set of roles
manager = anal yst_role, junior_analyst_role
anal yst = analyst_role

jranalyst = junior_analyst_role

custoners_admn = custoners_adm n_rol e

admin = adnmin_role

[roles]
# The uris below define a define a | anding skid which
# the user can use to inmport or export data fromthe system
# Since the server runs as the user "hive" files in that directory
# must either have the group hive and read/wite set or
# be world read/wite.
anal yst _role = server=server1l->db=anal yst1, \
server =server 1- >db=j r anal yst 1- >t abl e=*- >act i on=sel ect
server=server 1->uri=hdfs://ha-nn-uri/l andi ng/ anal yst1
junior_analyst_role = server=server l->db=jranal yst1, \
server=server 1l->uri=hdfs://ha-nn-uri/landing/jranal ystl

# Inplies everything on serverl -> custoners. Privileges for

# custonmers can be defined in the global policy file even though

# custoners has its only policy file. Note that the Privileges from
# both the global policy file and the per-DB policy file

# are nmerged. There is no overriding.



custoners_adm n_rol e = server=server 1l- >db=cust oners

# Inplies everything on serverl.
adm n_role = server=serverl

customers.ini

[ groups] )

manager = custoners_insert_role, custoners_select_role
anal yst = custoners_select _role

[roles]

server =server 1- >db=cust oner s- >t abl e=*->acti on=i nsert

custoners_insert_role
server =server 1- >db=cust oner s- >t abl e=*->act i on=sel ect

custoners_select _role

o Important: Sentry does not support using the vi ewkeyword in policy files. If you want to define a
role against a view, use the keyword t abl e instead. For example, to define the role anal yst _rol e
against the view col _t est _vi ew:

[rol es]
analyst _role =
server=server 1- >db=def aul t - >t abl e=col _t est_vi ew >acti on=sel ect

Sentry Configuration File

The following is an example of asentry-si te. xnl file.

o Important: If you are using Cloudera Manager 4.6 (or earlier), make sure you do not store

sentry-site.xm in/etc/ hivel conf ;that directory is regenerated whenever the Hive client
configurations are redeployed. Instead, use a directory such as/ et ¢/ sent ry to store the sentry
file.

If you are using Cloudera Manager 4.7 (or higher), Cloudera Manager will create and deploy
sentry-site.xm foryou.See The Sentry Service on page 371 for more details on configuring Sentry
with Cloudera Manager.

sentry-site.xml

<configuration>
<property>
<nane>hi ve. sentry. provi der </ nane>

<val ue>or g. apache. sentry. provi der. fil e. HadoopG oupResour ceAut hori zat i onProvi der </ val ue>
</ property>

<property>
<name>hi ve. sentry. provi der. r esour ce</ name>
<val ue>/ pat h/ t o/ aut hz- provi der. i ni </ val ue>
<l--
If the hdfs-site.xm points to HDFS, the path will be in HDFS;
alternatively you could specify a full path, e.g.:
hdf s: // namenode: por t/ pat h/ t o/ aut hz- provi der. i ni
file:///path/to/authz-provider.ini
-->
</ property>

<property>
<nanme>sentry. hi ve. server </ nane>
<val ue>server 1</ val ue>
</ property>
</ confi guration>



Accessing Sentry-Secured Data Outside Hive/Impala

When Sentry is enabled, the hi ve user owns all data within the Hive warehouse. However, unlike traditional database
systems the enterprise data hub allows for multiple engines to execute over the same dataset.

E,i Note: Cloudera strongly recommends you use Hive/Impala SQL queries to access data secured by
Sentry, as opposed to accessing the data files directly.

However, there are scenarios where fully vetted and reviewed jobs will also need to access the data stored in the Hive
warehouse. A typical scenario would be a secured MapReduce transformation job that is executed automatically as
an application user. In such cases it's important to know that the user executing this job will also have full access to
the data in the Hive warehouse.

Scenario One: Authorizing Jobs
Problem

A reviewed, vetted, and automated job requires access to the Hive warehouse and cannot use Hive/Impala to access
the data.

Solution

Create a group which contains hi ve, i npal a, and the user executing the automated job. For example, if the et | user
is executing the automated job, you can create a group called hi ve- user s which contains the hi ve, i npal a, and
et users.

The example user nod and groupadd commands below are only applicable to locally defined groups on the NameNode,
JobTracker, and ResourceManager. If you use another system for group management, equivalent changes should be
made in your group management system.

$ groupadd hive-users

$ usernod -G hive,inpal a, hi ve-users hive

$ usernod -G hive,inpal a, hive-users inpal a
$ usernod -G etl, hive-users etl

Once you have added users to the hi ve- user s group, change directory permissions in the HDFS:

$ hadoop fs -chgrp -R hive: hive-users /user/hive/warehouse
$ hadoop fs -chnod -R 770 /user/ hi ve/ war ehouse

Scenario Two: Authorizing Group Access to Databases
Problem

One group of users, gr p1 should have full access to the database, db1, outside of Sentry. The database, db1 should
not be accessible to any other groups, outside of Sentry. Sentry should be used for all other authorization needs.

Solution

Place the hi ve and i npal a usersin gr p1.

$ usernod -G hive,inpal a, grpl hive
$ usernod -G hive,inpala,grpl inpala

Then change group ownerships of all directories and files in db1 to gr p1, and modify directory permissions in the
HDFS. This example is only applicable to local groups on a single host.

$ hadoop fs -chgrp -R hive:grpl /user/hive/warehouse/ dbl. db
$ hadoop fs -chnod -R 770 /user/ hi ve/ war ehouse/ dbl. db
Debugging Failed Sentry Authorization Requests

Sentry logs all facts that lead up to authorization decisions at the debug level. If you do not understand why Sentry is
denying access, the best way to debug is to temporarily turn on debug logging:
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¢ InCloudera Manager, add | og4j . | ogger. or g. apache. sent r y=DEBUGto the logging settings for your service
through the corresponding Logging Safety Valve field for the Impala, Hive Server 2, or Solr Server services.

e On systems not managed by Cloudera Manager, add | og4j . | ogger. or g. apache. sent r y=DEBUGto the
| og4j . properti es file on each host in the cluster, in the appropriate configuration directory for each service.

Specifically, look for exceptions and messages such as:
Fi | ePerm ssion server..., RequestPerm ssion server...., result [true|false]

which indicate each evaluation Sentry makes. The Fi | ePer mi ssi on is from the policy file, while Request Per mi ssi on
is the privilege required for the query. A Request Per m ssi on will iterate over all appropriate Fi | ePer i ssi on
settings until a match is found. If no matching privilege is found, Sentry returns f al se indicating “Access Denied” .

Authorization Privilege Model for Hive and Impala

Privileges can be granted on different objects in the Hive warehouse. Any privilege that can be granted is associated
with a level in the object hierarchy. If a privilege is granted on a container object in the hierarchy, the base object
automatically inherits it. For instance, if a user has ALL privileges on the database scope, then (s)he has ALL privileges
on all of the base objects contained within that scope.

Object Hierarchy in Hive

Server
URI
Dat abase
Tabl e
Partition
Col ums
Vi ew

Table 36: Valid privilege types and objects they apply to

INSERT DB, TABLE
SELECT DB, TABLE, VIEW, COLUMN
ALL SERVER, TABLE, DB, URI

Note that when you grant ALL on a URI, those permissions extend into the subdirectories in that path. For example, if
a role has ALL on the following URI:

e hdfs://host:port/directory_A/directory_B
That role will also have ALL on these directories:

e hdfs://host:port/directory_A/directory B/directory C
e hdfs://host:port/directory_Aldirectory_Bl/directory C/directory_D
e hdfs://host:port/directory_Aldirectory_B/directory_E

URI permissions do not affect HDFS ACL's.

Table 37: Privilege hierarchy

DATABASE ALL SERVER ALL

TABLE INSERT DATABASE ALL

410 | Cloudera Security
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TABLE SELECT DATABASE ALL
COLUMN SELECT DATABASE ALL
VIEW SELECT DATABASE ALL

Table 38: Privilege table for Hive & Impala operations

CREATE DATABASE SERVER ALL

DROP DATABASE DATABASE ALL

CREATE TABLE DATABASE ALL

DROP TABLE TABLE ALL

CREATE VIEW DATABASE; SELECT on TABLE; | ALL

-This operation is allowed if you

have column-level SELECT access

to the columns being used.

ALTER VIEW VIEW/TABLE ALL

-This operation is allowed if you

have column-level SELECT access

to the columns being used.

DROP VIEW VIEW/TABLE ALL

ALTER TABLE .. ADD COLUMNS | TABLE ALL

ALTER TABLE .. REPLACE TABLE ALL

COLUMNS

ALTER TABLE .. CHANGE column | TABLE ALL

ALTER TABLE .. RENAME TABLE ALL

ALTER TABLE .. SET TABLE ALL
TBLPROPERTIES

ALTER TABLE .. SET FILEFORMAT | TABLE ALL

ALTER TABLE .. SET LOCATION TABLE ALL URI
ALTER TABLE .. ADD PARTITION | TABLE ALL

ALTER TABLE .. ADD PARTITION | TABLE ALL URI
location

ALTER TABLE .. DROP PARTITION | TABLE ALL

ALTER TABLE .. PARTITION SET TABLE ALL
FILEFORMAT

SHOW CREATE TABLE TABLE SELECT

SHOW PARTITIONS TABLE SELECT/INSERT

Cloudera Security | 411
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Operation Scope Privileges Required URI

SHOW TABLES TABLE SELECT/INSERT

-Output includes all the tables for
which the user has table-level
privileges and all the tables for
which the user has some
column-level privileges.

SHOW GRANT ROLE TABLE SELECT/INSERT

-Output includes an additional
field for any column-level
privileges.

DESCRIBE TABLE TABLE SELECT/INSERT

-Output shows all columns if the
user has table level-privileges or
SELECT privilege on at least one
table column

LOAD DATA TABLE INSERT URI

SELECT VIEW/TABLE; COLUMN SELECT

-You can grant the SELECT
privilege on a view to give users
access to specific columns of a
table they do not otherwise have
access to.

-See Column-level Authorization
on page 392 for details on allowed
column-level operations.

INSERT OVERWRITE TABLE TABLE INSERT

CREATE TABLE .. AS SELECT DATABASE; SELECT on TABLE |ALL

-This operation is allowed if you
have column-level SELECT access
to the columns being used.

USE <dbName> Any
CREATE FUNCTION SERVER ALL
ALTER TABLE .. SET TABLE ALL

SERDEPROPERTIES

ALTER TABLE .. PARTITION SET TABLE ALL
SERDEPROPERTIES

Hive-Only Operations

INSERT OVERWRITE DIRECTORY | TABLE INSERT URI
Analyze TABLE TABLE SELECT + INSERT

IMPORT TABLE DATABASE ALL URI
EXPORT TABLE TABLE SELECT URI

412 | Cloudera Security
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ALTER TABLE TOUCH TABLE ALL

ALTER TABLE TOUCH PARTITION | TABLE ALL

ALTER TABLE .. CLUSTERED BY TABLE ALL

SORTED BY

ALTER TABLE .. ENABLE/DISABLE | TABLE ALL

ALTER TABLE .. PARTITION TABLE ALL
ENABLE/DISABLE

ALTER TABLE .. PARTITION.. TABLE ALL

RENAME TO PARTITION

MSCK REPAIR TABLE TABLE ALL

ALTER DATABASE DATABASE ALL

DESCRIBE DATABASE DATABASE SELECT/INSERT
SHOW COLUMNS TABLE SELECT/INSERT
-Output for this operation filters

columns to which the user does

not have explicit SELECT access

CREATE INDEX TABLE ALL

DROP INDEX TABLE ALL

SHOW INDEXES TABLE SELECT/INSERT

GRANT PRIVILEGE

Allowed only for Sentry admin
users

REVOKE PRIVILEGE

Allowed only for Sentry admin
users

SHOW GRANT Allowed only for Sentry admin

users
SHOW TBLPROPERTIES TABLE SELECT/INSERT
DESCRIBE TABLE .. PARTITION TABLE SELECT/INSERT
ADD ARCHIVE[S] Not Allowed
ADD FILE[S] Not Allowed
ADD JAR[S] Not Allowed
DELETE JAR[S] Not Allowed
DFS Not Allowed
LIST JAR[S] Not Allowed
SHOW CREATE VIEW VIEW SELECT
Impala-Only Operations
EXPLAIN SELECT TABLE; COLUMN SELECT
EXPLAIN INSERT TABLE; COLUMN INSERT
INVALIDATE METADATA SERVER ALL
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Operation Scope Privileges Required URI
INVALIDATE METADATA <table TABLE SELECT/INSERT

name>

REFRESH <table name> TABLE SELECT/INSERT

DROP FUNCTION SERVER ALL

COMPUTE STATS TABLE ALL

SHOW CREATE VIEW VIEW / TABLE(S) SELECT

Installing and Upgrading Sentry for Policy File Authorization

Sentry stores the configuration as well as privilege policies in files. The sent ry-si t e. xni file contains configuration
options such as gr oup associ ation provider,privilege policy file |ocation,andsoon.The policy file
contains the privileges and groups. It has a . i ni file format and can be stored on a local file system or HDFS.

Sentry is plugged into Hive as session hooks which you configure in hi ve- si t e. xm . The vsent ry package must be
installed; it contains the required JAR files. You must also configure properties in the Sentry Configuration File on page
408.

o Important:

If you have not already done so, install the Cloudera yum zypper /YaST or apt repository before
using the following commands. For instructions, see Installing the Latest CDH 5 Release.

Installing Sentry

Use the following the instructions, depending on your operating system, to install the latest version of Sentry.

o Important: Configuration files

¢ If you install a newer version of a package that is already on the system, configuration files that
you have modified will remain intact.

¢ If you uninstall a package, the package manager renames any configuration files you have modified
from<file>to<file>. rpnsave. If you then re-install the package (probably to install a new
version) the package manager creates a new <f i | e> with applicable defaults. You are responsible
for applying any changes captured in the original configuration file to the new configuration file.
In the case of Ubuntu and Debian upgrades, you will be prompted if you have made changes to
a file for which there is a new version; for details, see Automatic handling of configuration files

by dpkg.
(01 Command
RHEL $ sudo yuminstall sentry
SLES $ sudo zypper install sentry
UbimworDebian |3 SU SBL78EL 1R sty

Upgrading Sentry
If you are upgrading from CDH 5.x to the latest CDH release, see Installing Sentry on page 414 to install the latest version.

Configuring Sentry Policy File Authorization Using Cloudera Manager

This topic describes how to configure Sentry policy files and enable policy file authorization for CDH services using
Cloudera Manager.


http://www.debian.org/doc/debian-policy/ap-pkg-conffiles.html
http://www.debian.org/doc/debian-policy/ap-pkg-conffiles.html

Configuring User to Group Mappings
Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)

Hadoop Groups

1. Go to the Hive service.

. Click the Configuration tab.

. Select Scope > Hive (Service-Wide).

. Select Category > Policy File Based Sentry.

. Locate the Sentry User to Group Mapping Class property or search for it by typing its name in the Search box.

. Set the Sentry User to Group Mapping Class property to
org. apache. sentry. provi der. fil e. HadoopG oupResour ceAut hori zat i onProvi der.
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. Click Save Changes.
. Restart the Hive service.

0 N

Local Groups

E,i Note: You can use either Hadoop groups or local groups, but not both at the same time. Use local
groups if you want to do a quick proof-of-concept. For production, use Hadoop groups.

1. Define local groups in the [ user s] section of the Policy File on page 405. For example:

[users]
userl = groupl, group2, group3
user2 = group2, group3

2. Modify Sentry configuration as follows:

. Go to the Hive service.

. Click the Configuration tab.

Select Scope > Hive (Service-Wide).

. Select Category > Policy File Based Sentry.

. Locate the Sentry User to Group Mapping Class property or search for it by typing its name in the Search
box.

f. Set the Sentry User to Group Mapping Class property to
org. apache. sentry. provider.file.Local G oupResourceAut hori zati onProvi der.
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. Click Save Changes.
h. Restart the Hive service.
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Enabling URIs for Per-DB Policy Files

The ADD JARcommand does not work with HiveServer2 and the Beeline client when Beeline runs on a different host.
As an alternative to ADD JAR, Hive's auxiliary paths functionality should be used as described in the following steps.

o Important: Enabling URIs in per-DB policy files introduces a security risk by allowing the owner of
the db-level policy file to grant himself/herself load privileges to anything the hi ve user has read
permissions for in HDFS (including data in other databases controlled by different db-level policy files).

Add the following string to the Java configuration options for HiveServer2 during startup.
-Dsentry.all ow uri.db.policyfile=true

Using User-Defined Functions with HiveServer2

Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)



The ADD JARcommand does not work with HiveServer2 and the Beeline client when Beeline runs on a different host.
As an alternative to ADD JAR, Hive's auxiliary paths functionality should be used. There are some differences in the
procedures for creating permanent functions and temporary functions. For detailed instructions, see User-Defined
Functions (UDFs) with HiveServer2 Using Cloudera Manager.

Enabling Policy File Authorization for Hive
Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)

1. Ensure the Prerequisites on page 403 have been satisfied.
2. The Hive warehouse directory (/ user/ hi ve/ war ehouse or any path you specify as
hi ve. met ast or e. war ehouse. di r inyour hi ve-site. xm ) must be owned by the Hive user and group.

e Permissions on the warehouse directory must be set as follows (see following Note for caveats):

— 771 on the directory itself (for example, / user/ hi ve/ war ehouse)
— 771 on all subdirectories (for example, / user / hi ve/ war ehouse/ nysubdi r)
— Allfiles and subdirectories should be owned by hive:hive

For example:

$ sudo -u hdfs hdfs dfs -chnod -R 771 /user/ hi ve/ war ehouse
$ sudo -u hdfs hdfs dfs -chown -R hive: hive /user/hivel/warehouse

If you have enabled Kerberos on your cluster, you must kinit as the hdf s user before you set permissions.
For example:

sudo -u hdfs kinit -kt <hdfs. keytab> hdfs
sudo -u hdfs hdfs dfs -chnod -R 771 /user/ hive/ war ehouse
$ sudo -u hdfs hdfs dfs -chown -R hive: hive /user/hivel/warehouse

E’; Note:

¢ Ifyouset hi ve. war ehouse. subdir.inherit.pernmstotrueinhive-site.xn,
the permissions on the subdirectories will be set when you set permissions on the
warehouse directory itself.

¢ If a user has access to any object in the warehouse, that user will be able to execute
use def aul t.Thisensuresthatuse def aul t commandsissued by legacy applications
work when Sentry is enabled. Note that you can protect objects in the default database
(or any other database) by means of a policy file.

Important: These instructions override the recommendations in the Hive section of the CDH
5 Installation Guide.

3. Disable impersonation for HiveServer2:

. Go to the Hive service.

. Click the Configuration tab.

Select Scope > HiveServer2.

. Select Category > All.

. Locate the HiveServer2 Enable Impersonation property or search for it by typing its name in the Search box.
Under the HiveServer2 role group, deselect the HiveServer2 Enable Impersonation property.

g. Click Save Changes to commit the changes.
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4. Create the Sentry policy file, sent r y- provi der . i ni, as an HDFS file.
5. Enable the Hive user to submit MapReduce jobs.
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. Go to the MapReduce service.
. Click the Configuration tab.

Select Scope > TaskTracker.

. Select Category > Security.
. Locate the Minimum User ID for Job Submission property or search for it by typing its name in the Search

box.
Set the Minimum User ID for Job Submission property to 0 (the default is 1000).

g. Click Save Changes to commit the changes.

. Repeat steps 5.a-5.d for every TaskTracker role group for the MapReduce service that is associated with Hive,

if more than one exists.
Restart the MapReduce service.

6. Enable the Hive user to submit YARN jobs.

m o o0 T O

h.

. Go to the YARN service.
. Click the Configuration tab.

Select Scope > NodeManager.

. Select Category > Security.
. Ensure the Allowed System Users property includes the hi ve user. If not, add hi ve.

Click Save Changes to commit the changes.

. Repeat steps 6.a-6.d for every NodeManager role group for the YARN service that is associated with Hive, if

more than one exists.
Restart the YARN service.

7. Go to the Hive service.

8. Click the Configuration tab.

9. Select Scope > Hive (Service-Wide).

10 Select Category > Policy File Based Sentry.

1. Select Enable Sentry Authorization Using Policy Files.
12 Click Save Changes to commit the changes.

1B Add the Hive user group to Sentry's admin groups.
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f.

. Go to the Sentry service.
. Click the Configuration tab.

Select Scope > Sentry (Service-Wide).

. Select Category > Main.
. Locate the Admin Groups property and add the hi ve group to the list. If an end user is in one of these admin

groups, that user has administrative privileges on the Sentry Server.
Click Save Changes to commit the changes.

1 Restart the cluster and HiveServer2 after changing these values, whether you use Cloudera Manager or not.

Configuring Group Access to the Hive Metastore

Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)

You can configure the Hive Metastore to reject connections from users not listed in the Hive group proxy list (in HDFS).
If you do not configure this override, the Hive Metastore will use the value in the core-site HDFS configuration. To
configure the Hive group proxy list:

1. Go to the Hive service.

2. Click the Configuration tab.

3. Select Scope > Hive (Service-Wide).
4. Select Category > Proxy.



6.
7.

. In the Hive Metastore Access Control and Proxy User Groups Override property, specify a list of groups whose

users are allowed to access the Hive Metastore. If you do not specify "*" (wildcard), you will be warned if the
groups do not include hive and impala (if the Impala service is configured) in the list of groups.

Click Save Changes.
Restart the Hive service.

Enabling Policy File Authorization for Impala

For a cluster managed by Cloudera Manager, perform the following steps to enable policy file authorization for Impala.

1.
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Enable Sentry's policy file based authorization for Hive. For details, see Enabling Policy File Authorization for Hive
on page 416.

. Go to the Cloudera Manager Admin Console and go to the Impala service.
. Click the Configuration tab.

. Select Scope > Impala (Service-Wide).

. Select Category > Policy File-Based Sentry.

. Select Enable Sentry Authorization Using Policy Files.

. Click Save Changes to commit the changes.

. Restart the Impala service.

. Add the Impala user group to Sentry's admin groups.

. Go to the Sentry service.

. Click the Configuration tab.

Select Scope > Sentry (Service-Wide).
. Select Category > Main.

. Locate the Admin Groups property and add the i npal a group to the list. If an end user is in one of these
admin groups, that user has administrative privileges on the Sentry Server.

f. Click Save Changes to commit the changes.
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For more details, see Starting the impalad Daemon with Sentry Authorization Enabled on page 423.

Enabling Sentry Authorization for Solr

Minimum Required Role: Full Administrator

1.

2.

Ensure the following requirements are satisfied:

e Cloudera Search 1.1.1 or higher or CDH 5 or higher.
e Asecure Hadoop cluster.

Create the policy file sent ry- provi der. i ni asan HDFS file. When you create the policy file
sentry-provider.ini follow the instructions in the Policy File section in Configuring Sentry for Search (CDH
4) orSearch Authentication on page 165. The file must be owned by owned by the sol r userin the sol r group,
with perms=600. By default Cloudera Manager assumes the policy file is in the HDFS location/ user/ sol r/ sent ry.
To configure the location:

. Go to the Solr service.

. Click the Configuration tab.

Select Scope > SOLR (Service-Wide).

. Select Category > Policy File Based Sentry.

. Locate the Sentry Global Policy File property.

Modify the path in the Sentry Global Policy File property.
. Select Enable Sentry Authorization.

. Click Save Changes.
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3. Restart the Solr service.

For more details, see Enabling Sentry Authorization for Search using the Command Line on page 432.
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Configuring Sentry to Enable BDR Replication
Cloudera recommends the following steps when configuring Sentry and data replication is enabled.

e Group membership should be managed outside of Sentry (as typically OS groups, LDAP groups, and so on are
managed) and replication for them also should be handled outside of Cloudera Manager.

¢ In Cloudera Manager, set up HDFS replication for the Sentry files of the databases that are being replicated
(separately using Hive replication).

* On the source cluster:

— Use a separate Sentry policy file for every database

— Avoid placing any group or role info (except for server admin info) in the global Sentry policy file (to avoid
manual replication/merging with the global file on the target cluster)

— To avoid manual fix up of URI privileges, ensure that the URIs for the data are the same on both the source
and target cluster

¢ On the target cluster:

— In the global Sentry policy file, manually add the DB name - DB file mapping entries for the databases being
replicated

— Manually copy the server admin info from the global Sentry policy file on the source to the policy on the
target cluster

— For the databases being replicated, avoid adding more privileges (adding tables specific to target cluster may
sometimes require adding extra privileges to allow access to those tables). If any target cluster specific
privileges absolutely need to be added for a database, add them to the global Sentry policy file on the target
cluster since the per database files would be overwritten periodically with source versions during scheduled
replication.

Configuring Sentry Policy File Authorization Using the Command Line

This topic describes how to configure Sentry policy files and enable policy file authorization for unmanaged CDH services
using the command line.

Configuring User to Group Mappings

Hadoop Groups

Setthe hi ve. sentry. provi der propertyinsentry-site. xn.

<property>

<name>hi ve. sent ry. provi der </ name>

<val ue>or g. apache. sentry. provi der. fil e. HndoopG oupResour ceAut hori zat i onProvi der </ val ue>
</ property>

Local Groups

1. Define local groups in the [ user s] section of the Policy File on page 405. For example:

[users]
userl = groupl, group2, group3
user2 = group2, group3

2. Modify Sentry configuration as follows:

Insentry-site.xm,sethive.sentry. provi der as follows:

<property>

<name>hi ve. sent ry. provi der </ name>

<val ue>or g. apache. sentry. provi der.fil e. Local G oupResour ceAut hori zati onProvi der </ val ue>
</ property>



Enabling URIs for Per-DB Policy Files

The ADD JARcommand does not work with HiveServer2 and the Beeline client when Beeline runs on a different host.
As an alternative to ADD JAR, Hive's auxiliary paths functionality should be used as described in the following steps.

o Important: Enabling URIs in per-DB policy files introduces a security risk by allowing the owner of
the db-level policy file to grant himself/herself load privileges to anything the hi ve user has read
permissions for in HDFS (including data in other databases controlled by different db-level policy files).

Add the following string to the Java configuration options for HiveServer2 during startup.
-Dsentry.all ow uri.db.policyfile=true

Using User-Defined Functions with HiveServer2

The ADD JARcommand does not work with HiveServer2 and the Beeline client when Beeline runs on a different host.
As an alternative to ADD JAR, Hive's auxiliary paths functionality should be used as described in the following steps.
There are some differences in the procedures for creating permanent functions and temporary functions. For detailed
instructions, see User-Defined Functions (UDFs) with HiveServer2 Using the Command Line.

Enabling Policy File Authorization for Hive

Prerequisites
In addition to the Prerequisites on page 403 above, make sure that the following are true:

¢ The Hive warehouse directory (/ user / hi ve/ war ehouse or any path you specify as
hi ve. met ast or e. war ehouse. di r inyour hi ve-site. xm ) must be owned by the Hive user and group.

— Permissions on the warehouse directory must be set as follows (see following Note for caveats):

— 771 on the directory itself (for example, / user/ hi ve/ war ehouse)
— 771 on all subdirectories (for example, / user / hi ve/ war ehouse/ nysubdi r)
— Allfiles and subdirectories should be owned by hive:hive

For example:

$ sudo -u hdfs hdfs dfs -chnod -R 771 /user/ hi ve/ war ehouse
$ sudo -u hdfs hdfs dfs -chown -R hive: hive /user/hivel/warehouse

If you have enabled Kerberos on your cluster, you must kinit as the hdf s user before you set permissions.
For example:

sudo -u hdfs kinit -kt <hdfs. keytab> hdfs
sudo -u hdfs hdfs dfs -chnod -R 771 /user/ hive/ war ehouse
$ sudo -u hdfs hdfs dfs -chown -R hive: hive /user/hivel/warehouse

E’; Note:

e Ifyouset hi ve. war ehouse. subdir.inherit.pernmstotrueinhive-site.xn,
the permissions on the subdirectories will be set when you set permissions on the
warehouse directory itself.

¢ If a user has access to any object in the warehouse, that user will be able to execute
use def aul t.Thisensuresthatuse defaul t commandsissued by legacy applications
work when Sentry is enabled. Note that you can protect objects in the default database
(or any other database) by means of a policy file.



Important: These instructions override the recommendations in the Hive section of the CDH
5 Installation Guide.

e HiveServer2 impersonation must be turned off.
e The Hive user must be able to submit MapReduce jobs. You can ensure that this is true by setting the minimum
user ID for job submission to 0. Edit the t askcontrol | er. cf g file and set mi n. user. i d=0.

To enable the Hive user to submit YARN jobs, add the user hi ve to the al | owed. syst em user s configuration
property. Edit the cont ai ner - execut or . cf g file and add hi ve to the al | owed. syst em user s property. For
example,

al | oned. system users = nobody, i npal a, hi ve

o Important:

* You must restart the cluster and HiveServer2 after changing this value, whether you use
Cloudera Manager or not.

¢ These instructions override the instructions under Configuring MRv1 Security on page 110

¢ These instructions override the instructions under Configuring YARN Security on page 112

e Add the Hive, Impala and Hue groups to Sentry's admin groups. If an end user is in one of these admin groups,
that user has administrative privileges on the Sentry Server.

<property>
<nanme>sentry. servi ce. adm n. gr oup</ nane>
<val ue>hi ve, i npal a, hue</ val ue>
</ property>

Configuration Changes Required

To enable Sentry, add the following properties to hi ve-si te. xni :

<property>
<name>hi ve. server 2. sessi on. hook</ nane>

<val ue>or g. apache. sent ry. bi ndi ng. hi ve. H veAut hzBi ndi ngSessi onHook</ val ue>
</ property>

<property>

<name>hi ve. sentry. conf. ur| </ name>

<val ue></val ue>

<description>sentry-site.xm file |ocation</description>
</ property>

<property>

<nanme>hi ve. net astore. client.i npl </ name>

<val ue>or g. apache. sentry. bi ndi ng. met ast ore. Sent ryHi veMet aSt or ed i ent </ val ue>
<description>Sets custom Hi ve Metastore client which Sentry uses to filter out
met adat a. </ descri pti on>

</ property>

Securing the Hive Metastore

It's important that the Hive metastore be secured. If you want to override the Kerberos prerequisite for the Hive
metastore, setthesent ry. hi ve. t esti ng. node property tot r ue to allow Sentry to work with weaker authentication
mechanisms. Add the following property to the HiveServer2 and Hive metastore's sentry-si te. xm :

<property>
<nanme>sentry. hi ve. testi ng. node</ nane>



<val ue>t rue</ val ue>
</ property>

Impala does not require this flag to be set.

Warning: Cloudera strongly recommends against enabling this property in production. Use Sentry's
testing mode only in test environments.

You canturn on Hive metastore security using the instructions in Cloudera Security. To secure the Hive metastore; see
Hive Metastore Server Security Configuration on page 140.

Enabling Policy File Authorization for Impala

First, enable Sentry's policy file based authorization for Hive. For details, see Enabling Policy File Authorization for Hive
on page 420.

See Enabling Sentry Authorization for Impala on page 422 for details on configuring Impala to work with Sentry policy
files.

Enabling Sentry in Cloudera Search

See Enabling Sentry in Cloudera Search for CDH 5 on page 436 for details on securing Cloudera Search with Sentry.

Enabling Sentry Authorization for Impala

Authorization determines which users are allowed to access which resources, and what operations they are allowed
to perform. In Impala 1.1 and higher, you use the Sentry open source project for authorization. Sentry adds a fine-grained
authorization framework for Hadoop. By default (when authorization is not enabled), Impala does all read and write
operations with the privileges of the i npal a user, which is suitable for a development/test environment but not for
a secure production environment. When authorization is enabled, Impala uses the OS user ID of the user who runs

i mpal a- shel | or other client program, and associates various privileges with each user.

E,i Note: Sentry is typically used in conjunction with Kerberos authentication, which defines which hosts

are allowed to connect to each server. Using the combination of Sentry and Kerberos prevents malicious

users from being able to connect by creating a named account on an untrusted machine. See Enabling
Kerberos Authentication for Impala on page 155 for details about Kerberos authentication.

The Sentry Privilege Model

Privileges can be granted on different objects in the schema. Any privilege that can be granted is associated with a
level in the object hierarchy. If a privilege is granted on a container object in the hierarchy, the child object automatically
inherits it. This is the same privilege model as Hive and other database systems such as MySQL.

The object hierarchy for Impala covers Server, URI, Database, Table, and Column. (The Table privileges apply to views
as well; anywhere you specify a table name, you can specify a view name instead.) Column-level authorization is

available in CDH 5.5 / Impala 2.3 and higher, as described in Column-level Authorization on page 392. Previously, you
constructed views to query specific columns and assigned privileges based on the views rather than the base tables.

A restricted set of privileges determines what you can do with each object:

SELECT privilege

Lets you read data from a table or view, for example with the SELECT statement, the | NSERT. . . SELECT syntax,
or CREATE TABLE. . . LI KE. Also required to issue the DESCRI BE statement or the EXPLAI Nstatement for a query
against a particular table. Only objects for which a user has this privilege are shown in the output for SHOW
DATABASES and SHOW TABLES statements. The REFRESH statement and | NVALI DATE METADATA statements
only access metadata for tables for which the user has this privilege.

INSERT privilege

Lets you write data to a table. Applies to the | NSERT and LOAD DATA statements.



ALL privilege
Lets you create or modify the object. Required to run DDL statements such as CREATE TABLE, ALTER TABLE, or
DROP TABLE for a table, CREATE DATABASE or DROP DATABASE for a database, or CREATE VI EWALTER VI EW
or DROP VI EWfor a view. Also required for the URI of the “location” parameter for the CREATE EXTERNAL TABLE
and LOAD DATA statements.

Privileges can be specified for a table or view before that object actually exists. If you do not have sufficient privilege
to perform an operation, the error message does not disclose if the object exists or not.

Originally, privileges were encoded in a policy file, stored in HDFS. This mode of operation is still an option, but the
emphasis of privilege management is moving towards being SQL-based. Although currently Impala does not have
GRANT or REVCKE statements, Impala can make use of privileges assigned through GRANT and REVOKE statements
done through Hive. The mode of operation with GRANT and REVOKE statements instead of the policy file requires that
a special Sentry service be enabled; this service stores, retrieves, and manipulates privilege information stored inside
the metastore database.

Starting the impalad Daemon with Sentry Authorization Enabled

To run the i npal ad daemon with authorization enabled, you add one or more options to the | MPALA_SERVER_ARGS
declaration in the / et ¢/ def aul t /i npal a configuration file:

e The - server _nane option turns on Sentry authorization for Impala. The authorization rules refer to a symbolic
server name, and you specify the name to use as the argument to the - ser ver _nane option.

e Ifyouspecifyjust- server _nane, Impala uses the Sentry service for authorization, relying on the results of GRANT
and REVCOKE statements issued through Hive. (This mode of operation is available in Impala 1.4.0 and higher.)
Prior to Impala 1.4.0, or if you want to continue storing privilege rules in the policy file, also specify the
-aut hori zation_policy_fil e option asin the following item.

e Specifyingthe-aut hori zati on_policy_fil eoptioninadditionto- server _name makes Impala read privilege
information from a policy file, rather than from the metastore database. The argument to the
-aut hori zation_policy_fil e option specifies the HDFS path to the policy file that defines the privileges on
different schema objects.

For example, you might adapt your / et ¢/ def aul t/ i npal a configuration to contain lines like the following. To use
the Sentry service rather than the policy file:

| MPALA_SERVER_ARGS=" \
-server_nane=server1l \

Or to use the policy file, as in releases prior to Impala 1.4:

| MPALA SERVER ARGS=" \
-aut hori zation_policy_file=/user/hivel/warehouse/auth-policy.ini \
-server_nane=server1l \

The preceding examples set up a symbolic name of ser ver 1 to refer to the current instance of Impala. This symbolic
name is used in the following ways:

¢ Inan environment managed by Cloudera Manager, the server name is specified through Impala (Service-Wide) >
Category > Advanced > Sentry Service and Hive > Service-Wide > Advanced > Sentry Service. The values must
be the same for both, so that Impala and Hive can share the privilege rules. Restart the Impala and Hive services
after setting or changing this value.

¢ |nan environment not managed by Cloudera Manager, you specify this value for the sent ry. hi ve. server
propertyinthesent ry-site. xm configuration file for Hive, as well asin the - ser ver _narre option fori npal ad.

If the i npal ad daemon is not already running, start it as described in Starting Impala. If it is already running,
restart it with the command sudo /etc/init.d/inpal a-server restart.Runthe appropriate commands
on all the nodes where i npal ad normally runs.



¢ If you use the mode of operation using the policy file, the rules in the [ r ol es] section of the policy file refer to
this same ser ver 1 name. For example, the following rule sets up arole r epor t _gener at or that lets users with
that role query any table in a database namedr epor ti ng_db on a node where thei npal ad daemon was started
up with the - ser ver _nane=ser ver 1 option:

[rol es]
report_generator = server=server1l->db=reporting_db->tabl e=*->acti on=SELECT

When i npal ad is started with one or both of the - ser ver _nane=server 1 and-aut horization_policy_file
options, Impala authorization is enabled. If Impala detects any errors or inconsistencies in the authorization settings
or the policy file, the daemon refuses to start.

Using Impala with the Sentry Service (CDH 5.1 or higher only)

When you use the Sentry service rather than the policy file, you set up privileges through GRANT and REVOKE statement
in either Impala or Hive, then both components use those same privileges automatically. (Impala added the GRANT
and REVOKE statements in Impala 2.0.0 / CDH 5.2.0.)

Hive already had GRANT and REVCOKE statements prior to CDH 5.1, but those statements were not production-ready.
CDH 5.1 is the first release where those statements use the Sentry framework and are considered GA level. If you used
the Hive GRANT and REVOKE statements prior to CDH 5.1, you must set up these privileges with the CDH 5.1 versions
of GRANT and REVOKE to take advantage of Sentry authorization.

For information about using the updated Hive GRANT and REVCKE statements, see Sentry service topic in the CDH 5
Security Guide.

Using Impala with the Sentry Policy File

The policy file is a file that you put in a designated location in HDFS, and is read during the startup of the i npal ad
daemon when you specify both the - ser ver _name and - aut hori zati on_pol i cy_fil e startup options. It controls
which objects (databases, tables, and HDFS directory paths) can be accessed by the user who connects to i npal ad,
and what operations that user can perform on the objects.

Note:

In CDH 5 and higher, Cloudera recommends managing privileges through SQL statements, as described
in Using Impala with the Sentry Service (CDH 5.1 or higher only) on page 424. If you are still using policy
files, plan to migrate to the new approach some time in the future.

The location of the policy file is listed in the aut h- si t e. xm configuration file. To minimize overhead, the security
information from this file is cached by each i npal ad daemon and refreshed automatically, with a default interval of
5 minutes. After making a substantial change to security policies, restart all Impala daemons to pick up the changes
immediately.

Policy File Location and Format

The policy file uses the familiar . i ni format, divided into the major sections [ gr oups] and [ rol es] . There is also
an optional [ dat abases] section, which allows you to specify a specific policy file for a particular database, as explained
in Using Multiple Policy Files for Different Databases on page 428. Another optional section, [ user s], allows you to
override the OS-level mapping of users to groups; that is an advanced technique primarily for testing and debugging,
and is beyond the scope of this document.

In the [ gr oups] section, you define various categories of users and select which roles are associated with each
category. The group and user names correspond to Linux groups and users on the server where the i npal ad daemon
runs.

The group and user names in the [ gr oups] section correspond to Linux groups and users on the server where the

i npal ad daemon runs. When you access Impala through the i npal ad interpreter, for purposes of authorization, the
user is the logged-in Linux user and the groups are the Linux groups that user is a member of. When you access Impala
through the ODBC or JDBC interfaces, the user and password specified through the connection string are used as login
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credentials for the Linux server, and authorization is based on that user name and the associated Linux group
membership.

Inthe [ r ol es] section, you a set of roles. For each role, you specify precisely the set of privileges is available. That
is, which objects users with that role can access, and what operations they can perform on those objects. This is the
lowest-level category of security information; the other sections in the policy file map the privileges to higher-level
divisions of groups and users. In the [ gr oups] section, you specify which roles are associated with which groups. The
group and user names correspond to Linux groups and users on the server where the i npal ad daemon runs. The
privileges are specified using patterns like:

server =server _nane- >db=dat abase_nane- >t abl e=t abl e_nane- >act i on=SELECT
server =server _name- >db=dat abase_nane- >t abl e=t abl e_nane- >act i on=CREATE
server =server _nane- >db=dat abase_nane- >t abl e=t abl e_name- >acti on=ALL

For the server_name value, substitute the same symbolic name you specify with the i npal ad - ser ver _nane option.
You can use * wildcard characters at each level of the privilege specification to allow access to all such objects. For
example:

server =i npal a- host . exanpl e. com >db=def aul t - >t abl e=t 1- >act i on=SELECT
server =i npal a- host . exanpl e. com >db=*- >t abl e=*- >act i on=CREATE

server =i npal a- host . exanpl e. com >db=*- >t abl e=audi t _| og- >acti on=SELECT
server =i npal a- host . exanpl e. com >db=def aul t - >t abl e=t 1- >acti on=*

When authorization is enabled, Impala uses the policy file as a whitelist, representing every privilege available to any
user on any object. That is, only operations specified for the appropriate combination of object, role, group, and user
are allowed; all other operations are not allowed. If a group or role is defined multiple times in the policy file, the last
definition takes precedence.

To understand the notion of whitelisting, set up a minimal policy file that does not provide any privileges for any object.
When you connect to an Impala node where this policy file is in effect, you get no results for SHOW DATABASES, and
an error when you issue any SHOW TABLES, USE dat abase_nane, DESCRI BE t abl e_nane, SELECT, and or other
statements that expect to access databases or tables, even if the corresponding databases and tables exist.

The contents of the policy file are cached, to avoid a performance penalty for each query. The policy file is re-checked
by each i mpal ad node every 5 minutes. When you make a non-time-sensitive change such as adding new privileges
or new users, you can let the change take effect automatically a few minutes later. If you remove or reduce privileges,
and want the change to take effect immediately, restart the i npal ad daemon on all nodes, again specifying the
-server_nane and - aut hori zati on_pol i cy_fil e options so that the rules from the updated policy file are
applied.

Examples of Policy File Rules for Security Scenarios

The following examples show rules that might go in the policy file to deal with various authorization-related scenarios.
For illustration purposes, this section shows several very small policy files with only a few rules each. In your environment,
typically you would define many roles to cover all the scenarios involving your own databases, tables, and applications,
and a smaller number of groups, whose members are given the privileges from one or more roles.

A User with No Privileges

If a user has no privileges at all, that user cannot access any schema objects in the system. The error messages do not
disclose the names or existence of objects that the user is not authorized to read.

This is the experience you want a user to have if they somehow log into a system where they are not an authorized
Impala user. In a real deployment with a filled-in policy file, a user might have no privileges because they are not a
member of any of the relevant groups mentioned in the policy file.

Examples of Privileges for Administrative Users

When an administrative user has broad access to tables or databases, the associated rules in the [ r ol es] section
typically use wildcards and/or inheritance. For example, in the following sample policy file, db=* refers to all databases
and db=*- >t abl e=* refers to all tables in all databases.



Omitting the rightmost portion of a rule means that the privileges apply to all the objects that could be specified there.
For example, in the following sample policy file, the al | _dat abases role has all privileges for all tables in all databases,
while the one_dat abase role has all privileges for all tables in one specific database. The al | _dat abases role does
not grant privileges on URIs, so a group with that role could not issue a CREATE TABLE statement with a LOCATI ON
clause. The enti re_server role has all privileges on both databases and URIs within the server.

[ gr oups]
supergroup = all_dat abases

[rol es]

read_al | _tables = server=server 1l- >db=*->t abl e=*- >acti on=SELECT
al | _tabl es = server=server 1l- >db=*- >t abl e=*

al | _dat abases = server=server1->db=*

one_dat abase = server=server1l->db=test _db

entire_server = server=serverl

A User with Privileges for Specific Databases and Tables

If a user has privileges for specific tables in specific databases, the user can access those things but nothing else. They
can see the tables and their parent databases in the output of SHOW TABLES and SHOW DATABASES, USE the appropriate
databases, and perform the relevant actions (SELECT and/or | NSERT) based on the table privileges. To actually create
a table requires the ALL privilege at the database level, so you might define separate roles for the user that sets up a
schema and other users or applications that perform day-to-day operations on the tables.

The following sample policy file shows some of the syntax that is appropriate as the policy file grows, such as the #
comment syntax, \ continuation syntax, and comma separation for roles assigned to groups or privileges assigned to
roles.

[ groups]
cl oudera = training_sysadnin, instructor
visitor = student

[roles]

training_sysadm n = server=server1l->db=training, \

server =server 1- >db=i nstructor_private, \

server =server 1- >db=| esson_devel opnent

instructor = server=server 1l->db=trai ni ng- >t abl e=*->acti on=*, \

server=server 1- >db=i nstruct or _pri vat e- >t abl e=*->acti on=*, \

server =server 1- >db=| esson_devel opnent - >t abl e=| esson*

# This particular course is all about queries, so the students can SELECT but not | NSERT

or CREATE/ DROP.
student = server=server 1l->db=trai ni ng- >t abl e=l esson_*->acti on=SELECT

Privileges for Working with External Data Files

When data is being inserted through the LOAD DATA statement, or is referenced from an HDFS location outside the
normal Impala database directories, the user also needs appropriate permissions on the URIs corresponding to those
HDFS locations.

In this sample policy file:

e The ext er nal _t abl e role lets us insert into and query the Impala table, ext er nal _t abl e. sanpl e.

e The st agi ng_dir role lets us specify the HDFS path / user/ cl ouder a/ ext er nal _dat a with the LOAD DATA
statement. Remember, when Impala queries or loads data files, it operates on all the files in that directory, not
just a single file, so any Impala LOCATI ON parameters refer to a directory rather than an individual file.

e We included the IP address and port of the Hadoop name node in the HDFS URI of the st agi ng_di r rule. We
found those details in / et ¢/ hadoop/ conf/ core-site. xm , underthefs. def aul t. nane element. That is
what we use in any roles that specify URIs (that is, the locations of directories in HDFS).

e We start this example after the table ext er nal _t abl e. sanpl e is already created. In the policy file for the
example, we have already taken away the ext er nal _t abl e_adni nrole fromthe cl ouder a group, and replaced
it with the lesser-privileged ext er nal _t abl e role.



e We assign privileges to a subdirectory underneath / user/ cl ouder a in HDFS, because such privileges also apply
to any subdirectories underneath. If we had assigned privileges to the parent directory/ user/ cl ouder a, it would
be too likely to mess up other files by specifying a wrong location by mistake.

e Thecl ouder aunderthe[ gr oups] section refers to the cl ouder a group. (In the demo VM used for this example,
there is a cl ouder a user that is a member of a cl ouder a group.)

Policy file:

[ gr oups]
cloudera = external _table, staging_dir

[roles]

external _tabl e_adnin = server=server1->db=external _table

external _table = server=server 1l- >db=ext er nal _t abl e- >t abl e=sanpl e- >acti on=*
staging_dir =

server=server1l->uri=hdfs://127.0.0. 1: 8020/ user/ cl ouder a/ ext er nal _dat a- >acti on=*

i mpal a- shel | session:

[l ocal host:21000] > use external _table;
Query: use external _table

[l ocal host:21000] > show tabl es;

Query: show tables

Query finished, fetching results ...

Fommmm e - o +
| name |
Fomm e m e - o +
| sanple |
Fommmm e - o +

Returned 1 row(s) in 0.02s

[l ocal host:21000] > select * from sanpl e;
Query: select * fromsanple
Query finished, fetching results ...

N N +
[ x|
N N +
| 1 |
| 5

| 150 |
N N +

Returned 3 row(s) in 1.04s

[l ocal host:21000] > | oad data inpath '/user/cloudera/external _data' into table sanple;
Query: load data inpath '/user/clouderal/external _data' into table sanple
Query finished, fetching results ...

o o o o o e e e o o o e e e o e e e e e e e e e meeemm—oo- +
| summary |
o m o o o e e e o o o e e e o o e e e e e e e meeeme——o- +
| Loaded 1 file(s). Total files in destination location: 2 |
o m o o o e e e o o o o e e e o e e e e e e e e e eeeemm— oo +

Returned 1 row(s) in 0.26s

[l ocal host:21000] > select * from sanpl e;
Query: select * fromsanple

Query finished, fetching results ...
Fommm oo - +

Returned 9 row(s) in 0.22s

[l ocal host:21000] > |l oad data inpath '/user/cloudera/unauthorized data' into table



sanpl e;

Query: load data inpath '/user/clouderal/unauthorized_data' into table sanple
ERROR Aut hori zati onException: User 'cloudera’ does not have privileges to access:
hdfs://127.0.0. 1: 8020/ user/ cl ouder a/ unaut hori zed_dat a

Separating Administrator Responsibility from Read and Write Privileges

Remember that to create a database requires full privilege on that database, while day-to-day operations on tables
within that database can be performed with lower levels of privilege on specific table. Thus, you might set up separate
roles for each database or application: an administrative one that could create or drop the database, and a user-level
one that can access only the relevant tables.

For example, this policy file divides responsibilities between users in 3 different groups:

e Members of the super gr oup group have the t r ai ni ng_sysadmni n role and so can set up a database named
training.

e Members of the cl ouder a group have the i nstruct or role and so can create, insert into, and query any tables
in the t r ai ni ng database, but cannot create or drop the database itself.

e Membersof thevi si t or group have the st udent role and so can query those tables in the t r ai ni ng database.

[ gr oups]
supergroup = training_sysadmn
cl oudera = instructor

visitor = student

[rol es]

trai ni ng_sysadm n = server=server 1- >db=trai ni ng

instructor = server=server1l->db=traini ng- >t abl e=*->acti on=*
student = server=server 1- >db=trai ni ng- >t abl e=*- >act i on=SELECT

Using Multiple Policy Files for Different Databases

For an Impala cluster with many databases being accessed by many users and applications, it might be cumbersome
to update the security policy file for each privilege change or each new database, table, or view. You can allow security
to be managed separately for individual databases, by setting up a separate policy file for each database:

¢ Add the optional [ dat abases] section to the main policy file.
e Add entries in the [ dat abases] section for each database that has its own policy file.
e For each listed database, specify the HDFS path of the appropriate policy file.

For example:

[ dat abases]

# Defines the location of the per-DB policy files for the 'custoners' and 'sales'
dat abases.

custonmers = hdfs://ha-nn-uri/etc/access/custoners.ini

sales = hdfs://ha-nn-uri/etc/access/sal es.ini

To enable URIs in per-DB policy files, add the following string in the Cloudera Manager field Impala Service Environment
Advanced Configuration Snippet (Safety Valve):

JAVA TOCOL_OPTI ONS="-Dsentry. al | ow. uri . db. policyfile=true"

o Important: Enabling URIs in per-DB policy files introduces a security risk by allowing the owner of
the db-level policy file to grant himself/herself load privileges to anything the i npal a user has read
permissions for in HDFS (including data in other databases controlled by different db-level policy files).

Setting Up Schema Objects for a Secure Impala Deployment

Remember that in your role definitions, you specify privileges at the level of individual databases and tables, or all
databases or all tables within a database. To simplify the structure of these rules, plan ahead of time how to name
your schema objects so that data with different authorization requirements is divided into separate databases.



If you are adding security on top of an existing Impala deployment, remember that you can rename tables or even
move them between databases using the ALTER TABLE statement. In Impala, creating new databases is a relatively
inexpensive operation, basically just creating a new directory in HDFS.

You can also plan the security scheme and set up the policy file before the actual schema objects named in the policy
file exist. Because the authorization capability is based on whitelisting, a user can only create a new database or table
if the required privilege is already in the policy file: either by listing the exact name of the object being created, or a *
wildcard to match all the applicable objects within the appropriate container.

Privilege Model and Object Hierarchy

Privileges can be granted on different objects in the schema. Any privilege that can be granted is associated with a
level in the object hierarchy. If a privilege is granted on a container object in the hierarchy, the child object automatically
inherits it. This is the same privilege model as Hive and other database systems such as MySQL.

The kinds of objects in the schema hierarchy are:

Server

URI

Dat abase
Tabl e

The server name is specified by the - ser ver _nane option when i npal ad starts. Specify the same name for all
i mpal ad nodes in the cluster.

URIs represent the HDFS paths you specify as part of statements such as CREATE EXTERNAL TABLE and LOAD DATA.
Typically, you specify what look like UNIX paths, but these locations can also be prefixed with hdf s: // to make clear
that they are really URIs. To set privileges for a URI, specify the name of a directory, and the privilege applies to all the
files in that directory and any directories underneath it.

In CDH 5.5 / Impala 2.3 and higher, you can specify privileges for individual columns, as described in Column-level
Authorization on page 392. Formerly, to specify read privileges at this level, you created a view that queried specific
columns and/or partitions from a base table, and gave SELECT privilege on the view but not the underlying table.

URIs must start with either hdf s: // orfil e://.If a URI starts with anything else, it will cause an exception and the
policy file will be invalid. When defining URIs for HDFS, you must also specify the NameNode. For example:

data_read = server=serverl->uri=file:///path/to/dir, \
server=server 1->uri=hdfs://namenode: port/path/to/dir

Warning:

Because the NameNode host and port must be specified, Cloudera strongly recommends you use High
Availability (HA). This ensures that the URI will remain constant even if the NameNode changes.

data_read = server=serverl->uri=file:///path/to/dir,\
server=server 1l->uri=hdfs://ha-nn-uri/path/to/dir

Table 39: Valid privilege types and objects they apply to

Privilege Object

INSERT DB, TABLE

SELECT DB, TABLE, VIEW, COLUMN
ALL SERVER, TABLE, DB, URI




Configuring Authorization

Note:

Although this document refers to the ALL privilege, currently if you use the policy file mode, you do
not use the actual keyword ALL in the policy file. When you code role entries in the policy file:

¢ To specify the ALL privilege for a server, use a role like ser ver =ser ver _nane.
¢ To specify the ALL privilege for a database, use a role like
server =server _nane- >db=dat abase_nane.

¢ To specify the ALL privilege for a table, use a role like
server =server _nane- >db=dat abase_nane- >t abl e=t abl e_nane- >acti on=*.

Operation Scope Privileges Required URI
CREATE DATABASE SERVER ALL
DROP DATABASE DATABASE ALL
CREATE TABLE DATABASE ALL
DROP TABLE TABLE ALL
CREATE VIEW DATABASE; SELECT on TABLE; | ALL

-This operation is allowed if you
have column-level SELECT access
to the columns being used.

ALTER VIEW VIEW/TABLE ALL

-This operation is allowed if you
have column-level SELECT access
to the columns being used.

DROP VIEW VIEW/TABLE ALL

ALTER TABLE .. ADD COLUMNS TABLE ALL

ALTER TABLE .. REPLACE TABLE ALL

COLUMNS

ALTER TABLE .. CHANGE column | TABLE ALL

ALTER TABLE .. RENAME TABLE ALL

ALTER TABLE .. SET TABLE ALL

TBLPROPERTIES

ALTER TABLE .. SET FILEFORMAT | TABLE ALL

ALTER TABLE .. SET LOCATION TABLE ALL URI
ALTER TABLE .. ADD PARTITION | TABLE ALL

ALTER TABLE .. ADD PARTITION | TABLE ALL URI
location

ALTER TABLE .. DROP PARTITION | TABLE ALL

ALTER TABLE .. PARTITION SET TABLE ALL

FILEFORMAT

SHOW CREATE TABLE TABLE SELECT/INSERT

SHOW PARTITIONS TABLE SELECT/INSERT
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Configuring Authorization

Operation

Scope

Privileges Required

URI

SHOW TABLES

-Output includes all the tables for
which the user has table-level
privileges and all the tables for
which the user has some
column-level privileges.

TABLE

SELECT/INSERT

SHOW GRANT ROLE

-Output includes an additional
field for any column-level
privileges.

TABLE

SELECT/INSERT

DESCRIBE TABLE

-Output shows all columns if the
user has table level-privileges or
SELECT privilege on at least one
table column

TABLE

SELECT/INSERT

LOAD DATA

TABLE

INSERT

URI

SELECT

-You can grant the SELECT
privilege on a view to give users
access to specific columns of a
table they do not otherwise have
access to.

-See Column-level Authorization
on page 392 for details on allowed
column-level operations.

VIEW/TABLE; COLUMN

SELECT

INSERT OVERWRITE TABLE

TABLE

INSERT

CREATE TABLE .. AS SELECT

-This operation is allowed if you
have column-level SELECT access
to the columns being used.

DATABASE; SELECT on TABLE

ALL

USE <dbName>

Any

CREATE FUNCTION

SERVER

ALL

ALTER TABLE .. SET
SERDEPROPERTIES

TABLE

ALL

ALTER TABLE .. PARTITION SET
SERDEPROPERTIES

TABLE

ALL

EXPLAIN SELECT

TABLE; COLUMN

SELECT

EXPLAIN INSERT

TABLE; COLUMN

INSERT

INVALIDATE METADATA

SERVER

ALL

INVALIDATE METADATA <table
name>

TABLE

SELECT/INSERT
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Operation Scope Privileges Required URI

REFRESH <table name> or TABLE SELECT/INSERT
REFRESH <table name>
PARTITION (<partition_spec>)

DROP FUNCTION SERVER ALL

COMPUTE STATS TABLE ALL

Debugging Failed Sentry Authorization Requests

Sentry logs all facts that lead up to authorization decisions at the debug level. If you do not understand why Sentry is
denying access, the best way to debug is to temporarily turn on debug logging:

¢ InCloudera Manager, add | og4j . | ogger . or g. apache. sent r y=DEBUGto the logging settings for your service
through the corresponding Logging Safety Valve field for the Impala, Hive Server 2, or Solr Server services.

¢ On systems not managed by Cloudera Manager, add | og4j . | ogger. or g. apache. sent r y=DEBUGto the
| og4j . properti es file on each host in the cluster, in the appropriate configuration directory for each service.

Specifically, look for exceptions and messages such as:
Fi | ePerm ssion server..., RequestPermi ssion server...., result [true|false]

which indicate each evaluation Sentry makes. The Fi | ePer mi ssi on is from the policy file, while Request Per mi ssi on
is the privilege required for the query. A Request Per ni ssi on will iterate over all appropriate Fi | ePer ni ssi on
settings until a match is found. If no matching privilege is found, Sentry returns f al se indicating “Access Denied” .

Managing Sentry for Impala through Cloudera Manager

To enable the Sentry service for Impala and Hive, set Hive/Impala > Service-Wide > Sentry Service parameter to the
Sentry service. Then restart Impala and Hive. Simply adding Sentry service as a dependency and restarting enables
Impala and Hive to use the Sentry service.

To set the server name to use when granting server level privileges, set the Hive > Service-Wide > Advanced > Server
Name for Sentry Authorization parameter. When using Sentry with the Hive Metastore, you can specify the list of
users that are allowed to bypass Sentry Authorization in Hive Metastore using Hive > Service-Wide > Security > Bypass
Sentry Authorization Users. These are usually service users that already ensure all activity has been authorized.

E,’ Note: The Hive/Impala > Service-Wide > Policy File Based Sentry tab contains parameters only
relevant to configuring Sentry using policy files. In particular, make sure that Enable Sentry
Authorization using Policy Files parameter is unchecked when using the Sentry service. Cloudera
Manager throws a validation error if you attempt to configure the Sentry service and policy file at the
same time.

The DEFAULT Database in a Secure Deployment

Because of the extra emphasis on granular access controls in a secure deployment, you should move any important
or sensitive information out of the DEFAULT database into a named database whose privileges are specified in the
policy file. Sometimes you might need to give privileges on the DEFAULT database for administrative reasons; for
example, as a place you can reliably specify with a USE statement when preparing to drop a database.

Enabling Sentry Authorization for Search using the Command Line

Sentry enables role-based, fine-grained authorization for Cloudera Search. Sentry can apply a range of restrictions to
various tasks, such as accessing data, managing configurations through config objects, or creating collections. Restrictions
are consistently applied, regardless of the way users attempt to complete actions. For example, restricting access to
datain a collection restricts that access whether queries come from the command line, from a browser, Hue, or through
the admin console.



* You can use either Cloudera Manager or the following command-line instructions to complete this configuration.
e This information applies specifically to CDH 5.7.x. If you use an earlier version of CDH, see the documentation for
that version located at Cloudera Documentation.

For information on enabling Sentry authorization using Cloudera Manager, see Configuring Sentry Policy File Authorization
Using Cloudera Manager on page 414.

Follow the instructions below to configure Sentry under CDH 4.5 or higher or CDH 5. Sentry is included in the Search
installation.

E’; Note: Sentry for Search depends on Kerberos authentication. For additional information on using
Kerberos with Search, see Search Authentication on page 165.

This document describes configuring Sentry for Cloudera Search. For information about alternate ways to configure
Sentry or for information about installing Sentry for other services, see:

e Enabling Sentry Authorization for Solr for instructions for using Cloudera Manager to configure Search Authorization
with Sentry.

e Overview of Impala Security for instructions on using Impala with Sentry.

e Sentry Installation for additional information on Sentry installation.

Using Roles and Privileges with Sentry

Sentry uses a role-based privilege model. A role is a set of rules for accessing a given Solr collection or Solr config.
Access to each collection is governed by three privileges: Quer y, Updat e, and *. The wildcard (* ) indicates all privileges.
In contract, access to each config is governed by a single privilege *, meaning all privileges.

e Arule for the Query privilege on collection called logs would be formulated as follows:
col | ecti on=l ogs->acti on=Query

e Arule for the * privilege, meaning all privileges, on the config called myConf i g would be formulated as follows:
confi g=nyConfi g- >acti on=*

No action implies * and * is the only valid action. Because conf i g objects only support *, the following confi g
privilege is invalid:

confi g=nmyConfi g- >act i on=Updat e
Note that conf i g objects cannot be combined with col | ect i on objects in a single privilege. For example, the following
combinations are illegal:

confi g=nyConfi g->col | ecti on=nyCol | ecti on->acti on=*
col I ecti on=nyCol | ecti on->confi g=nmyConfig

You may specify these privileges separately. For example:
myRol e = col |l ecti on=nyCol | ecti on->acti on=QUERY, confi g=nyConfi g->acti on=*

A role can contain multiple such rules, separated by commas. For example the engi neer _r ol e might contain the
Query privilege for hi ve_I ogs and hbase_| ogs collections, and the Updat e privilege for the current _bugs
collection. You would specify this as follows:

engi neer _rol e = col | ecti on=hi ve_| ogs->acti on=Query, collection=hbase_| ogs->acti on=Query,
col | ecti on=current _bugs->acti on=Updat e


http://www.cloudera.com/content/support/en/documentation.html
http://www.cloudera.com/content/cloudera/en/documentation/core/latest/topics/sg_policy_cm_config.html#concept_ldr_wvk_cl_unique_1
http://www.cloudera.com/content/cloudera/en/documentation/core/latest/topics/impala_security.html

Using Users and Groups with Sentry

e Auser is an entity that is permitted by the Kerberos authentication system to access the Search service.

e A group connects the authentication system with the authorization system. It is a set of one or more users who
have been granted one or more authorization roles. Sentry allows a set of roles to be configured for a group.

¢ A configured group provider determines a user’s affiliation with a group. The current release supports HDFS-backed
groups and locally configured groups. For example,

dev_ops = dev_role, ops_role

Here the group dev_ops is granted the roles dev_r ol e and ops_r ol e. The members of this group can complete
searches that are allowed by these roles.

User to Group Mapping

You can configure Sentry to use either Hadoop groups or groups defined in the policy file.

Important: You can use either Hadoop groups or local groups, but not both at the same time. Use
local groups if you want to do a quick proof-of-concept. For production, use Hadoop groups.

To configure Hadoop groups:

Setthesentry. provi der propertyinsentry-site.xm to
org. apache. sentry. provi der.fil e. HadoopG oupResour ceAut hori zat i onProvi der.

By default, this uses local shell groups. See the Group Mapping section of the HDFS Permissions Guide for more
information.

In this case, Sentry uses the Hadoop configuration described in Configuring LDAP Group Mappings on page 362. Cloudera
Manager automatically uses this configuration. In a deployment not managed by Cloudera Manager, manually set
these configuration parameters parameters in the hadoop- conf file that is passed to Solr.

OR

To configure local groups:

1. Define local groups in a [ user s] section of the Sentry Policy file. For example:

[users]
userl = groupl, group2, group3
user2 = group2, group3

2. Insentry-site. xm ,setsearch. sentry. provi der as follows:

<property>
<nane>sentry. provi der </ name>
<val ue>or g. apache. sentry. provi der. fil e. Local G oupResour ceAut hori zati onProvi der </ val ue>

</ property>

Using Policy Files with Sentry

The sections that follow contain notes on creating and maintaining the policy file.

n Warning: An invalid configuration disables all authorization while logging an exception.

Storing the Policy File

Considerations for storing the policy file(s) include:


https://archive.cloudera.com/cdh5/cdh/5/hadoop/hadoop-project-dist/hadoop-hdfs/HdfsPermissionsGuide.html#Group_Mapping

1. Replication count - Because the file is read for each query, you should increase this; 10 is a reasonable value.
2. Updating the file - Updates to the file are only reflected when the Solr process is restarted.

Defining Roles

Keep in mind that role definitions are not cumulative; the newer definition replaces the older one. For example, the
following results inr ol el having pri vi | ege2, notpri vil egel andpri vi |l ege2.

rolel = privilegel
rolel = privilege2

Sample Sentry Configuration

This section provides a sample configuration.

E,’ Note: Sentry with CDH Search does not support multiple policy files. Other implementations of Sentry
such as Sentry for Hive do support different policy files for different databases, but Sentry for CDH
Search has no such support for multiple policies.

Policy File

The following is an example of a CDH Search policy file. The sent ry- pr ovi der. i ni would exist in an HDFS location
suchashdfs://ha-nn-uri/user/solr/sentry/sentry-provider.ini.Thislocation must be readable by Solr.

E,’ Note: Use separate policy files for each Sentry-enabled service. Using one file for multiple services
results in each service failing on the other services' entries. For example, with a combined Hive and
Search file, Search would fail on Hive entries and Hive would fail on Search entries.

sentry-provider.ini

[ gr oups]

# Assigns each Hadoop group to its set of roles
engi neer = engi neer_role

ops = ops_role

dev_ops = engineer_role, ops_role

hbase_adm n = hbase_admi n_rol e

[roles]

# The followi ng grants all access to source_code.

# "collection = source_code" can also be used as syntactic
# sugar for "collection = source_code->acti on=*"

engi neer_role = col |l ection = source_code->acti on=*

# The following inply nore restricted access.
ops_role = collection = hive_l ogs->action=Query
dev_ops_role = collection = hbase_| ogs->acti on=Query

#gi ve hbase_adnmin_role the ability to create/delete/ nodify the hbase_|l ogs collection
#as well as to update the config for the hbase_|l ogs collection, called hbase_l ogs_config.

hbase_adni n_rol e = col | ecti on=adni n->action=*, collection=hbase_| ogs->action=*,
confi g=hbase_| ogs_confi g- >acti on=*

Sentry Configuration File

Sentry stores the configuration as well as privilege policies in files. The sent ry-si t e. xni file contains configuration
options such as privilege policy file location. The Policy File on page 435 contains the privileges and groups. It has a
. i ni file format and should be stored on HDFS.

The following is an example of a sent ry-si te. xnl file.

sentry-site.xml

<configuration>
<property>



<name>hi ve. sent ry. provi der </ name>
<val ue>or g. apache. sentry. provi der.fil e. HndoopG oupResour ceAut hori zat i onPr ovi der </ val ue>
</ property>

<property>
<name>sentry. sol r. provi der.resour ce</ name>
<val ue>/ pat h/ t o/ aut hz- provi der. i ni </ val ue>
<l--
If the HDFS configuration files (core-site.xm, hdfs-site.xm)
pointed to by SOLR HDFS CONFIG in /etc/default/solr
point to HDFS, the path will be in HDFS;
alternatively you could specify a full path,
e. g.: hdfs://namenode: port/ pat h/to/ aut hz- provi der. i ni
-->
</ property>

Enabling Sentry in Cloudera Search for CDH 5

You can enable Sentry using Cloudera Manager or by manually modifying files. For more information on enabling Sentry
using Cloudera Manager, see Configuring Sentry Policy File Authorization Using Cloudera Manager on page 414 and
Enabling Sentry Authorization for Solr on page 418.

Sentry is enabled with addition of two propertiesto/ et ¢/ def aul t / sol r or
[ opt/cl ouder a/ parcel s/ CDH */ et c/ defaul t/sol r.

¢ If you are using configs, you must configure the proper conf i g=nmyConf i g permissions as described in Using
Roles and Privileges with Sentry on page 433.

¢ In a Cloudera Manager deployment, these properties are added automatically when you click Enable Sentry
Authorization in the Solr configuration page in Cloudera Manager.

¢ In a deployment not managed by Cloudera Manager, you must make these changes yourself. The variable
SOLR_AUTHORI ZATI ON_SENTRY_SI TE specifies the path to sent ry-si t e. xni . The variable
SOLR_AUTHORI ZATI ON_SUPERUSER specifies the first part of SOLR_KERBEROS_PRI NCI PAL. This is sol r for
the majority of users, as sol r is the default. Settings are of the form:

SCLR_AUTHORI ZATI ON_SENTRY_SI TE=/1 ocati on/to/ sentry-site. xmn
SOLR_AUTHORI ZATI ON_SUPERUSER=sol r

To enable sentry collection-level authorization checking on a new collection, the instancedir for the collection must
use a modified version of sol r conf i g. xm with Sentry integration. Each collection has a separate sol r confi g. xm
file, meaning you can define different behavior for each collection. The commandsol rct| i nstancedir --generate
generates two versions of sol rconfi g. xnl : the standard sol r confi g. xm without sentry integration, and the
sentry-integrated version called sol r conf i g. xm . secur e. To use the sentry-integrated version, replace

sol rconfig. xm with sol rconfi g. xm . secur e before creating the instancedir.

You can enable Sentry on an existing collection. The process varies depending on whether you are using a config or
instancedir.

Enabling Sentry on Collections using configs

If you have a collection that is using a non-secured config, you can enable Sentry security on that collection by modifying
the collection to use a secure config. The config in use must not be immutable, otherwise it cannot be changed. To
update an existing non-immutable config:

1. Delete the existing config using the sol rct| confi g --del et e command. For example:

solrctl config --del ete nmyManaged



2. Create a new non-immutable config using the sol rct| config --creat e command. Use a sentry-enabled
template such as managedTenpl at eSecur e. The new config must have the same name as the config being
replaced. For example:

solrctl config --create myManaged nanagedTenpl at eSecure -p i mmut abl e=fal se

3. Reload the collection usingtosol rctl coll ection --rel oad command.

solrctl collection --reload nmyCol | ection

For a list of all available config templates, see Included Immutable Config Templates.

Enabling Sentry on Collections using instancedirs

If you have a collection that is using a non-secured instancedir configuration, you can enable Sentry security on that
collection by modifying the settings that are stored ini nst ancedi r . For example, you might have an existing collection
named f oo and astandard sol r conf i g. xm . By default, collections are stored in instancedirs that use the collection's
name, which is f 0o in this case.

If your collection uses an unmodified sol r confi g. xm file, you can enable Sentry by replacing the existing the
sol rconfi g. xm file. If your collection uses a sol rconfi g. xml that contains modifications you want to preserve,
you can attempt to use a difftool to find an integrate changes in to the secure template.

To enable Sentry on an existing collection without preserving customizations

Warning: Executing the following commands replaces your existing sol r conf i g. xnm file. Any
A customizations to this file will be lost.

# generate a fresh instancedir

solrctl instancedir --generate foosecure

# downl oad the existing instancedir fromZK into subdirectory foo
solrctl instancedir --get foo foo

# replace the existing solrconfig.xml with the sentry-enabl ed one
cp foosecure/conf/solrconfig.xm.secure foo/conf/solrconfig.xm

# update the instancedir in zZK

solrctl instancedir --update foo foo

# reload the collection

solrctl collection --reload foo

To enable Sentry on an existing collection and preserve customizations

Generate a new instancedir, compare the differences between the default sol r confi g. xnl and
sol rconfi g. xm . secur e files, and then add the elements that are unique to sol r conf i g. xrm . secur e to the file
that your environment is using.

1. Generate a fresh instancedir:
solrctl instancedir --generate foo
2. Compare the sol rconfi g. xm andsol rconfig. xnl . secure:
di ff foo/conf/solrconfig.xm foo/conf/solrconfig.xmn.secure

3. Add the elements that are unique to sol r conf i g. xrm . secur e to your existing sol r confi g. xnl file. You
might complete this process by manually editing your existing sol r conf i g. xm file or by using a merge tool.



E,i Note: If you have modified or specified additional request handlers, consider that Sentry:

e Supports protecting additional query request handlers by adding a search component, which
should be shown in the diff.

e Supports protecting additional update request handlers with Sentry by adding an
updateRequestProcessorChain, which should be shown in the diff.

¢ Does not support protecting modified or specified additional "special" request handlers like
analysis handlers or admin handlers.

4, Reload the collection:

solrctl collection --reload foo

Providing Document-Level Security Using Sentry

For role-based access control of a collection, an administrator modifies a Sentry role so it has query, update, or
administrative access, as described above.

Collection-level authorization is useful when the access control requirements for the documents in the collection are
the same, but users may want to restrict access to a subset of documents in a collection. This finer-grained restriction
could be achieved by defining separate collections for each subset, but this is difficult to manage, requires duplicate
documents for each collection, and requires that these documents be kept synchronized.

Document-level access control solves this issue by associating authorization tokens with each document in the collection.
This enables granting Sentry roles access to sets of documents in a collection.

Document-Level Security Model
Document-level security depends on a chain of relationships between users, groups, roles, and documents.

e Users are assigned to groups.
e Groups are assigned to roles.
* Roles are stored as "authorization tokens" in a specified field in the documents.

Document-level security supports restricting which documents can be viewed by which users. Access is provided by
adding roles as "authorization tokens" to a specified document field. Conversely, access is implicitly denied by omitting
roles from the specified field. In other words, in a document-level security enabled environment, a user might submit
a query that matches a document; if the user is not part of a group that has a role has been granted access to the
document, the result is not returned.

For example, Alice might belong to the administrators group. The administrators group may belong to the doc-mgmt
role. A document could be ingested and the doc-mgmt role could be added at ingest time. In such a case, if Alice
submitted a query that matched the document, Search would return the document, since Alice is then allowed to see
any document with the "doc-mgmt" authorization token.

Similarly, Bob might belong to the guests group. The guests group may belong to the public-browser role. If Bob tried
the same query as Alice, but the document did not have the public-browser role, Search would not return the result
because Bob does not belong to a group that is associated with a role that has access.

Note that collection-level authorization rules still apply, if enabled. Even if Alice is able to view a document given
document-level authorization rules, if she is not allowed to query the collection, the query will fail.

Roles are typically added to documents when those documents are ingested, either via the standard Solr APIs or, if
using morphlines, the set Val ues morphline command.

Enabling Document-Level Security

Cloudera Search supports document-level security in Search for CDH 5.1 and later. Document-level security requires
collection-level security. Configuring collection-level security is described earlier in this topic.


http://kitesdk.org/docs/current/kite-morphlines/morphlinesReferenceGuide.html#/setValues

Document-level security is disabled by default, so the first step in using document-level security is to enable the feature
by modifyingthe sol r conf i g. xni . secur e file. Remember to replace the sol r conf i g. xm with this file, as described
in Enabling Sentry in Cloudera Search for CDH 5 on page 436.

To enable document-level security, change sol r conf i g. xn . secur e. The default file contents are as follows:

<sear chConponent name="quer yDocAut hori zati on">
<l-- Set to true to enabl ed docunment-|evel authorization -->

<bool nane="enabl ed" >f al se</ bool >

<l-- Field where the auth tokens are stored in the docunent -->
<str name="sentryAut hFi el d">sentry_aut h</str>

<l-- Auth token defined to allow any role to access the docunent.
Uncomment to enable. -->

<l--<str nane="al | Rol esToken">*</str>-->

</ sear chConmponent >

¢ The enabl ed Boolean determines whether document-level authorization is enabled. To enable document level
security, change this setting tot r ue.

e The sent r yAut hFi el d string specifies the name of the field that is used for storing authorization information.
You can use the default setting of sent ry_aut h or you can specify some other string to be used for assigning
values during ingest.

E,’ Note: This field must exist as an explicit or dynamic field in the schema for the collection you
are creating with document-level security. sent r y_aut h exists in the default schema. xni
which is automatically generated and can be found in the same directory as sol rconfi g. xn .

for the collection you are creating with document-level security. Schema.xml is in the generated
configuration in the same directory as the solrconfig.xml

e The al | Rol esToken string represents a special token defined to allow any role access to the document. By
default, this feature is disabled. To enable this feature, uncomment the specification and specify the token. This
token should be different from the name of any sentry role to avoid collision. By default it is "*". This feature is
useful when first configuring document level security or it can be useful in granting all roles access to a document
when the set of roles may change. See Best Practices for additional information.

Best Practices
Using al | Rol esToken

You may want to grant every user that belongs to a role access to certain documents. One way to accomplish this is
to specify all known roles in the document, but this requires updating or re-indexing the document if you add a new
role. Alternatively, an al | User role, specified in the Sentry . i ni file, could contain all valid groups, but this role would
need to be updated every time a new group was added to the system. Instead, specifying al | Rol esToken allows any
user that belongs to a valid role to access the document. This access requires no updating as the system evolves.

In addition, al | Rol esToken may be useful for transitioning a deployment to use document-level security. Instead of
having to define all the roles upfront, all the documents can be specified with al | Rol esToken and later modified as
the roles are defined.

Consequences of Document-Level Authorization Only Affecting Queries

Document-level security does not prevent users from modifying documents or performing other update operations
on the collection. Update operations are only governed by collection-level authorization.



Document-level security can be used to prevent documents being returned in query results. If users are not granted
access to a document, those documents are not returned even if that user submits a query that matches those
documents. This does not have affect attempted updates.

Consequently, it is possible for a user to not have access to a set of documents based on document-level security, but
to still be able to modify the documents via their collection-level authorization update rights. This means that a user
can delete all documents in the collection. Similarly, a user might modify all documents, adding their authorization
token to each one. After such a modification, the user could access any document via querying. Therefore, if you are
restricting access using document-level security, consider granting collection-level update rights only to those users
you trust and assume they will be able to access every document in the collection.

Limitations on Query Size

By default queries support up to 1024 Boolean clauses. As a result, queries containing more that 1024 clauses may
cause errors. Because authorization information is added by Sentry as part of a query, using document-level security
can increase the number of clauses. In the case where users belong to many roles, even simple queries can become
quite large. If a query is too large, an error of the following form occurs:

org. apache. | ucene. sear ch. Bool eanQuer y$TooManyCl auses: maxCl auseCount is set to 1024

To change the supported number of clauses, edit the maxBool eand auses settinginsol rconfi g. xm . Forexample,
to allow 2048 clauses, you would edit the setting so it appears as follows:

<maxBool eanCl auses>2048</ naxBool eanCl auses>

For maxBool eand auses to be applied as expected, make any change to this value to all collections and then restart
the service. You must make this change to all collections because this option modifies a global Lucene property, affecting
all Solr cores. If different sol r conf i g. xml files have different values for this property, the effective value is determined
per host, based on the first Solr core to be initialized.

Enabling Secure Impersonation

Secure Impersonation is a feature that allows a user to make requests as another user in a secure way. For example,
to allow the following impersonations:

e User hue can make requests as any user from any host.
e User f 0o can make requests as any member of group bar, from host 1 or host 2.

Configure the following properties in/ et ¢/ def aul t/ sol r or
/ opt/ cl ouder a/ parcel s/ CDH */ et c/ def aul t/sol r:

SOLR_SECURI TY_ALLOWED PROXYUSERS=hue, f 00
SOLR_SECURI TY_PROXYUSER _hue_HOSTS=*
SOLR_SECURI TY_PROXYUSER_hue_GROUPS=*
SOLR_SECURI TY_PROXYUSER_f 00_HOSTS=host 1, host 2
SOLR_SECURI TY_PROXYUSER_f 00_GROUPS=bar

SOLR_SECURI TY_ALLOWED PROXYUSERS lists all of the users allowed to impersonate. For a user x in

SOLR_SECURI TY_ALLOWED_PROXYUSERS, SOLR_SECURI TY_PROXYUSER x_HOSTS list the hosts x is allowed to
connect from to impersonate, and SOLR_SECURI TY_PROXYUSERS_x_GROUPS ists the groups that the users is allowed
to impersonate members of. Both GROUPS and HOSTS support the wildcard * and both GROUPS and HOSTS must be
defined for a specific user.

E,’ Note: Cloudera Manager has its own management of secure impersonation for Hue. To add additional
users for Secure Impersonation, use the environment variable safety value for Solr to set the
environment variables as above. Be sure to include hue in SOLR_SECURI TY_ALLOWED PROXYUSERS
if you want to use secure impersonation for hue.



Debugging Failed Sentry Authorization Requests

Sentry logs all facts that lead up to authorization decisions at the debug level. If you do not understand why Sentry is
denying access, the best way to debug is to temporarily turn on debug logging:

¢ InCloudera Manager, add | og4j . | ogger . or g. apache. sent r y=DEBUGto the logging settings for your service
through the corresponding Logging Safety Valve field for the Impala, Hive Server 2, or Solr Server services.

¢ On systems not managed by Cloudera Manager, add | og4j . | ogger . or g. apache. sent r y=DEBUGto the
| og4j . properti es file on each host in the cluster, in the appropriate configuration directory for each service.

Specifically, look for exceptions and messages such as:
Fi | ePerm ssion server..., RequestPerm ssion server...., result [true|false]

which indicate each evaluation Sentry makes. The Fi | ePer mi ssi on is from the policy file, while Request Per mi ssi on
is the privilege required for the query. A Request Per i ssi on will iterate over all appropriate Fi | ePer i ssi on
settings until a match is found. If no matching privilege is found, Sentry returns f al se indicating “Access Denied” .

Appendix: Authorization Privilege Model for Search

The tables below refer to the request handlers defined in the generated sol r confi g. xm . secur e. If you are not
using this configuration file, the below may not apply.

adni n is a special collection in sentry used to represent administrative actions. A non-administrative request may only
require privileges on the collection or config on which the request is being performed. This is called either col | ecti onl
or confi gl in this appendix. An administrative request may require privileges on both the admi n collection and

col | ecti onl. Thisis denoted as adni n, col | ecti onl in the tables below.

E,’ Note: If no privileges are granted, no access is possible. For example, accessing the Solr Admin Ul
requires the QUERY privilege. If no users are granted the QUERY privilege, no access to the Solr Admin
Ul is possible.

Table 40: Privilege table for non-administrative request handlers

Request Handler Required Collection Privilege Collections that Require Privilege
sel ect QUERY collectionl
query QUERY collectionl
get QUERY collectionl
br owse QUERY collectionl
tvrh QUERY collectionl
clustering QUERY collectionl
terms QUERY collectionl
el evat e QUERY collectionl
anal ysis/field QUERY collectionl
anal ysi s/ docunent QUERY col l ectionl
updat e UPDATE collectionl
updat e/ j son UPDATE collectionl
updat e/ csv UPDATE collectionl
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Table 41: Privilege table for collections admin actions

create UPDATE admi n, col |l ectionl
del ete UPDATE admi n, col | ectionl
rel oad UPDATE adm n,col |l ectionl
createAlias UPDATE admi n,col l ectionl

gote: col l ectionl

ere refers to the name
of the alias, not the
underlying collection(s).
For example,
http: //YOUR HOBT: 8983/
sdr/adhn'cd | eti as?ati aF
CEATEA ASRrene=od | ecti anll
&dlatiasuilyimgdletian

del eteAli as UPDATE adm n, col |l ectionl

aote: col l ectionl

ere refers to the name
of the alias, not the
underlying collection(s).
For example,
http://YOR HOXST: 8983/
sdr/adhn'od | eti as?ati aF
H ETEA ASrened | ecti ol

syncShard UPDATE adm n, col | ectionl
splitShard UPDATE admi n, col | ectionl
del et eShard UPDATE admi n, col | ectionl

Table 42: Privilege table for core admin actions

create UPDATE adm n, col |l ectionl
renane UPDATE admi n, col | ectionl
| oad UPDATE admi n, col | ecti onl
unl oad UPDATE adm n, col | ectionl
st at us UPDATE adm n, col | ectionl
persi st UPDATE adm n

rel oad UPDATE admi n, col | ectionl
swap UPDATE adm n, col | ectionl
nmer gel ndexes UPDATE adm n,col | ectionl
split UPDATE adm n, col | ectionl
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pr epRecover UPDATE adm n,col | ectionl
r equest Recover UPDATE adm n, col | ectionl
r equest SyncShar d UPDATE admin,col | ectionl
request Appl yUpdat es UPDATE admi n,col | ectionl

Table 43: Privilege table for Info and AdminHandlers

LukeRequest Handl er QUERY adm n
Syst em nf oHandl er QUERY adm n
Sol r I nf oMBeanHandl er QUERY admi n
Pl ugi nl nf oHandlI er QUERY adm n
Thr eadDunpHandl er QUERY adm n
Properti esRequest Handl er QUERY adm n
Loggi nHandl er QUERY, UPDATE (or *) admi n
ShowFi | eRequest Handl er QUERY adm n

Table 44: Privilege table for Config Admin actions

CREATE UPDATE adm n * configl

DELETE UPDATE adm n * configl

Configuring HBase Authorization

After you have configured HBase authentication as described in the previous section, you must establish authorization
rules for the resources that a client is allowed to access. HBase currently allows you to establish authorization rules at
the table, column and cell-level. Cell-level authorization is fully supported since CDH 5.2.

Understanding HBase Access Levels

HBase access levels are granted independently of each other and allow for different types of operations at a given
scope.

¢ Read (R) - can read data at the given scope

e Write (W) - can write data at the given scope

¢ Execute (X) - can execute coprocessor endpoints at the given scope

¢ Create (C) - can create tables or drop tables (even those they did not create) at the given scope

e Admin (A) - can perform cluster operations such as balancing the cluster or assigning regions at the given scope

The possible scopes are:

e Superuser - superusers can perform any operation available in HBase, to any resource. The user who runs HBase
on your cluster is a superuser, as are any principals assigned to the configuration property hbase. super user in
hbase-si te. xm onthe HMaster.

¢ Global - permissions granted at gl obal scope allow the admin to operate on all tables of the cluster.
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¢ Namespace - permissions granted at nanespace scope apply to all tables within a given namespace.

¢ Table - permissions granted at t abl e scope apply to data or metadata within a given table.

e ColumnFamily - permissions granted at Col urmFami | y scope apply to cells within that ColumnFamily.

e Cell - permissions granted at Cell scope apply to that exact cell coordinate. This allows for policy evolution along
with data. To change an ACL on a specific cell, write an updated cell with new ACL to the precise coordinates of
the original. If you have a multi-versioned schema and want to update ACLs on all visible versions, you'll need to
write new cells for all visible versions. The application has complete control over policy evolution. The exception
is append and i ncr ement processing. Appends and i ncr enent s can carry an ACL in the operation. If one is
included in the operation, then it will be applied to the result of the append ori ncr enent . Otherwise, the ACL
of the existing cell being appended to or incremented is preserved.

The combination of access levels and scopes creates a matrix of possible access levels that can be granted to a user.

In a production environment, it is useful to think of access levels in terms of what is needed to do a specific job. The
following list describes appropriate access levels for some common types of HBase users. It is important not to grant
more access than is required for a given user to perform their required tasks.

e Superusers - In a production system, only the HBase user should have superuser access. In a development
environment, an administrator may need superuser access in order to quickly control and manage the cluster.
However, this type of administrator should usually be a G obal Admi n rather than a superuser.

¢ Global Admins - A gl obal admi n can perform tasks and access every table in HBase. In a typical production
environment, an admin should not have Read or Wi t e permissions to data within tables.

— Aglobal admin with Admi n permissions can perform cluster-wide operations on the cluster, such as balancing,
assigning or unassigning regions, or calling an explicit major compaction. This is an operations role.

— Aglobal admin with Cr eat e permissions can create or drop any table within HBase. This is more of a DBA-type
role.

In a production environment, it is likely that different users will have only one of Adni n and Cr eat e permissions.

n Warning:

In the current implementation, a @ obal Admi n with Adni n permission can grant himself Read
and Wi t e permissions on a table and gain access to that table's data. For this reason, only grant
d obal Adni n permissions to trusted user who actually need them.

Also be aware that a d obal Admi n with Cr eat e permission can perform a Put operation on
the ACL table, simulating a gr ant or r evoke and circumventing the authorization check for

G obal Adni n permissions. This issue (but not the first one) is fixed in CDH 5.3 and higher, as
well as CDH 5.2.1. It is not fixed in CDH 4.x or CDH 5.1.x.

Due to these issues, be cautious with granting Global Admin privileges.

¢ Namespace Admin - a namespace admin with Create permissions can create or drop tables within that namespace,
and take and restore snapshots. A namespace admin with Admin permissions can perform operations such as
splits or major compactions on tables within that namespace. Prior to CDH 5.4, only global admins could create
namespaces. In CDH 5.4, any user with Namespace Create privileges can create namespaces.

¢ Table Admins - A table admin can perform administrative operations only on that table. A table admin with Cr eat e
permissions can create snapshots from that table or restore that table from a snapshot. A table admin with Admi n
permissions can perform operations such as splits or major compactions on that table.

e Users - Users can read or write data, or both. Users can also execute coprocessor endpoints, if given Execut abl e
permissions.



o Important:

If you are using Kerberos principal names when setting ACLs for users, Hadoop uses only the first part
(short) of the Kerberos principal when converting it to the user name. Hence, for the principal

ann/ ful ly. qualified. domai n. name @OUR- REALM COM HBase ACLs should only be set for user
ann.

Table 45: Real-World Example of Access Levels

This table shows some typical job descriptions at a hypothetical company and the permissions they might require in
order to get their jobs done using HBase.

Job Title Scope Permissions Description

Senior Administrator Global Admin, Create Manages the cluster and
gives access to Junior
Administrators.

Junior Administrator Global Create Creates tables and gives
access to Table
Administrators.

Table Administrator Table Admin Maintains a table from an
operations point of view.

Data Analyst Table Read Creates reports from HBase
data.

Web Application Table Read, Write Puts data into HBase and
uses HBase data to perform
operations.

Further Reading

e Access Control Matrix
e Security - Apache HBase Reference Guide

Enable HBase Authorization

HBase authorization is built on top of the Coprocessors framework, specifically AccessCont r ol | er Coprocessor.

E’; Note: Once the Access Controller coprocessor is enabled, any user who uses the HBase shell will be
subject to access control. Access control will also be in effect for native (Java API) client access to
HBase.

Enable HBase Authorization Using Cloudera Manager

1. Go to Clusters and select the HBase cluster.

. Select Configuration.

. Search for HBase Secure Authorization and select it.

. Search for HBase Service Advanced Configuration Snippet (Safety Valve) for hbase-site.xml and enter the following
into it to enable hbase. securi ty. exec. per m ssi on. checks. Without this option, all users will continue to
have access to execute endpoint coprocessors. This option is not enabled when you enable HBase Secure
Authorization for backward compatibility.

A WN

<property> _ o
<name>hbase. security. exec. pern ssi on. checks</ name>


http://hbase.apache.org/book/appendix_acl_matrix.html
http://hbase.apache.org/book/security.html

<val ue>t rue</ val ue>
</ property>

5. Optionally, search for and configure HBase Coprocessor Master Classes and HBase Coprocessor Region Classes.

Enable HBase Authorization Using the Command Line

o Important:

¢ If you use Cloudera Manager, do not use these command-line instructions.

¢ This information applies specifically to CDH 5.7.x. If you use a lower version of CDH, see the
documentation for that version located at Cloudera Documentation.

To enable HBase authorization, add the following properties to the hbase- si t e. xml file on every HBase server host
(Master or RegionServer):

<property>
<name>hbase. security. aut hori zati on</ nane>
<val ue>t rue</val ue>
</ property>
<property>
<name>hbase. security. exec. perni ssi on. checks</ name>
<val ue>t rue</ val ue>
</ property>
<property>
<name>hbase. copr ocessor. nast er. cl asses</ nane>
<val ue>or g. apache. hadoop. hbase. security. access. AccessControl | er </ val ue>
</ property>
<property>
<nane>hbase. copr ocessor. r egi on. cl asses</ nane>

<va ue>or g apache. hadoop. hbese. securi ty. t oken. TokenRr ovi der, or g. apeche. hadoop. hbese. securi ty. access. Access@rtrd | er </ vd ue>
</ property>
Configure Access Control Lists for Authorization

Now that HBase has the security coprocessor enabled, you can set ACLs using the HBase shell. Start the HBase shell
as usual.

o Important:

The host running the shell must be configured with a keytab file as described in Configuring Kerberos
Authentication for HBase.

The commands that control ACLs take the following form. Group names are prefixed with the @symbol.

hbase> grant <user> <permi ssions> [ @nanmespace> [ <table>[ <columm family>[ <col um
qualifier>] 11 1] # grants perm ssions

hbase> revoke <user> [ @nanespace> [ <table> [ <colum fam|ly> [ <colum qualifier> ]
] 1 # revokes perm ssions

hbase> user _perni ssion <tabl e>
# di spl ays existing perm ssions

In the above commands, fields encased in <> are variables, and fields in [ ] are optional. The per mi ssi ons variable
must consist of zero or more character from the set "RWCA".

e Rdenotes read permissions, which is required to perform Get, Scan, or Exi st s calls in a given scope.
¢ \Wdenotes write permissions, which is required to perform Put , Del et e, LockRow, Unl ockRow,
I ncr ement Col utmVal ue, CheckAndDel et e, CheckAndPut , Fl ush, or Conpact in a given scope.


http://www.cloudera.com/content/support/en/documentation.html

e Xdenotes execute permissions, which is required to execute coprocessor endpoints.

e Cdenotes create permissions, which is required to perform Cr eat e, Al t er, or Dr op in a given scope.

¢ Adenotes admin permissions, which is required to perform Enabl e, Di sabl e, Snapshot, Rest or e, Cl one,
Split, Maj or Conpact, G ant, Revoke, and Shut down in a given scope.

Access Control List Example Commands

grant 'userl', 'RWC
grant 'user2', 'RW, 'tableA
grant 'user3', 'C, '@y_nanespace'

Be sure to review the information in Understanding HBase Access Levels on page 443 to understand the implications
of the different access levels.




Sensitive Data Redaction

Data redaction is the suppression of sensitive data, such as any personally identifiable information (Pll). Pll can be used
on its own or with other information to identify or locate a single person, or to identify an individual in context. Enabling
redaction allow you to transform PIl to a pattern that does not contain any identifiable information. For example, you
could replace all Social Security numbers (SSN) like 123- 45- 6789 with an unintelligible pattern like XXX- XX- XXXX,
or replace only part of the SSN (XXX- XX- 6789).

Although encryption techniques are available to protect Hadoop data, the underlying problem with using encryption
is that an admin who has complete access to the cluster also access to unencrypted sensitive user data. Even users
with appropriate ACLs on the data could have access to logs and queries where sensitive data might have leaked.

Data redaction provides compliance with ind